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Abstract:
Recent policies which promote climate-neutral energy systems and rising energy prices overburden the plan-
ners of energy supply systems. This leads to an increasing need for cost-effective, yet environmental-friendly,
solutions. One interest-arousing approach is utilizing hydrogen-based technologies within cross-sectoral, res-
idential energy systems. However, the economic and environmental potentials of this approach have not yet
been fully uncovered. Hence, the aim of this work is to investigate the impacts of considering hydrogen-based
technologies on the total costs and CO2 emissions when designing a residential energy system. For this
purpose, we developed a design optimization model using mixed-integer linear programming, whose main ob-
jective function is the minimization of total costs. The minimization of total CO2 emissions is implemented as
an epsilon constraint, where a Pareto front is created to represent optimal solutions under both objectives and
their trade-off. Consequently, the optimal sizing and operation plan of the considered technologies to fulfill the
energy demands of the residents are determined. Besides hydrogen-based fuel cells, electrolyzers, compres-
sors and storage systems, the model includes photovoltaics, batteries, gas-based combined heat and power
units, heat pumps, gas boilers and heat storage. For a case study of an exemplary German residential district,
we carried out the design optimization for three energy systems, where two involved typical sector-coupling
generation units and one included hydrogen technologies. Through the resulting Pareto fronts, we found that
the energy system with hydrogen had a comparable, yet limited performance in terms of emissions reduction.
However, the hydrogen system showed a poor economic competitiveness.
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1. Introduction
Nowadays, planning energy systems for residential districts is facing more challenges. Decision planners must
satisfy the rising energy demands while fulfilling other goals. Those goals include maintaining cost efficiency
with increasing energy prices, mitigating CO2 emissions to follow policies promoting climate-neutral energy
systems, and integrating renewable energy resources with fluctuating generation. Therefore, it is becoming
necessary to consider sector coupling, which describes connecting different energy sectors, such as electricity,
gas and heat, while they interact with each other. Solutions to unlock the potential of sector coupling have been
discussed in the literature, including electrification of heating, co-generation and power-to-gas [1–3].
Utilizing hydrogen as an energy carrier and involving it in cross-sectoral energy systems has recently attracted
researchers and energy systems planners. It has been viewed as an alternative to fossil fuels and a possible
storage medium for varying renewable energies. To produce and store hydrogen, electrolyzers and pressur-
ized tanks can be used. Additionally, hydrogen can be fed to a fuel cell, which exploits electrochemical and
thermodynamic hydrogen-oxygen reactions to simultaneously generate electricity and heat [4]. Solid oxide
fuel cells (SOFC) and proton exchange membrane fuel cells (PEMFC) are the most installed types in residen-
tial energy systems. Nonetheless, a major drawback of hydrogen systems is their high capital and operating
costs. Compared to other energy generation technologies, investing in fuel cells and electrolyzers is currently
not a cost-efficient solution [5]. Another disadvantage for own hydrogen production and utilization is the low
round-trip efficiency when converting electricity to hydrogen and then back to electricity [6]
Models to optimally size hydrogen-based technologies along with renewable and decentralized energy equip-
ment have been the focus of multiple publications. For example, the authors in [7] presented a multi-objective
design optimization model, using-mixed integer programming (MILP), for a multi-energy system in a neighbor-
hood. The model included PEMFC and SOFC. While the latter could only use natural gas, the PEMFC could
additionally consume hydrogen produced by a PEM electrolyzer and stored in high-pressure tanks. It has been
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found that gas-based fuel cells were not optimally selected. Another optimization model to design energy hubs
was introduced in [8]. It involved a fuel cell, an electrolyzer, a compressor and a refueling station. For the
conducted use cases, it was not economic to install fuel cells. Another study in [9] demonstrated a developed
model to optimize the sizing of an off-grid energy system for a village. The system contained a hydrogen sys-
tem besides photovoltaics and batteries. The design of a similar energy system was optimized in [10], where
the evolutionary algorithm and MILP were both implemented for the design and operation optimization.
We have observed that those studies focused on sizing hydrogen-based technologies as part of energy sys-
tems which also include typical generation and storage units. In most case studies, the hydrogen system was
not favorable to be installed. However, it is not clear how the hydrogen systems will perform in terms of cost
efficiency and emission reduction when comparing their optimal sizing and operation to typical cross-sectoral
energy systems. Therefore, we created three energy systems, where a PEMFC and a PEM electrolyzer are
essential elements in one of them. Using a multi-objective design optimization model, we compare the optimal
solutions of the three energy systems at different points of optimal costs and emissions.
In this paper, the methodology is described in Section 2., which starts with an overview of the optimization
model. Then, the objective function is presented in Section 2.2., followed by an explanation of the epsilon-
constraint method in Section 2.3. Next, the model constraints are demonstrated for energy generation and
storage in Section 2.4. and specifically for the hydrogen system in Section 2.5. In Section 3., the case study
is illustrated. The structure of the energy systems is first clarified in Section 3.1., followed by the description of
the input data in Section 3.2.. After that, the results are demonstrated in Section 3.3. and discussed in Section
3.4. Finally, Section 4. summarizes the presented work and suggests future studies as a conclusion.

2. Methodology
2.1. Overview and Implementation
To design residential energy systems under economic and environmental criteria, a multi-objective optimization
model, formulated as a MILP problem, has been developed. Its aim is to minimize the total annual costs and
total annual CO2-equivalent emissions. In order to minimize two contradictory objectives, the epsilon-constraint
method is utilized [11]. Simply put, the cost-minimization function is implemented as an objective function, while
the emission-minimization function is applied as a constraint.
The model has been implemented using the python-based optimization package pyomo and the energy model-
ing package oemof-solph [12]. It provides modules that enable the modeling of various elements of an energy
system. In the presented model, grids of electricity (EG) and gas (GG) are modeled by the source module,
while the sink module portrays the electricity or heat demands of residential buildings. To connect different ele-
ments and ensure an energy balance, the bus module is added accordingly. Nevertheless, additional modules
have been developed to model energy generation and storage units. In other words, decision variables and
constraints describing the operation and design limits of a unit are defined inside the respective module. Those
units include photovoltaics (PV), gas-based combined heat and power (G-CHP) units, battery storage (BATT),
heat pumps (HP), gas boilers (GB), heat storage (HS), hydrogen fuel cell combined heat and power (FC-CHP),
electrolyzers (EZ), hydrogen compressor (H2C), and hydrogen storage (H2S). This modular nature is advan-
tageous for flexibly designing energy systems. Figure 1 provides an overview of the optimization model. It also
demonstrates the inputs necessary to run the optimization model and the expected outcome of each run.
In the following subsections, a decision variable is denoted by a bold symbol, e.g., Punit

out,max, while a model
parameter is represented by an italic symbol, e.g., cunit

inv ,a.

2.2. Cost-minimization function
For an optimization run, the decision variables are optimized such that the total annual costs are minimized.
The objective function in (1) shows the components of the minimized costs.

min :
∑
unit

(
Cunit

inv,a + Cunit
op,a

)
+
∑
sto

(
Csto

inv,a + Csto
op,a

)
+
∑
grid

(
Cgrid

imp,a

)
− Rtot,a (1)

For each unit, except for the EZ and H2C units, the annual investment cost Cunit
inv,a (Eur/a) is linearly dependent

on the maximum output power Punit
out,max (kW) as per (2). The slope of the linear function is the specific variable

investment cost cunit
inv ,var ,a (Eur/kW/a), while the intercept is the fixed investment cost Cunit

inv ,fix ,a (Eur/a). The latter
is multiplied by the binary variable yunit

inst , which value decides whether the unit is installed. Regarding the annual
operating cost Cunit

op,a (Eur/a), equation (3) includes a power-capacity-related operating cost, cunit
op,fix ,a (Eur), and

a variable operating cost, cunit
op,var ,a (Eur/kWh), which refers to the total output power Punit

out,t (kW) over all time
steps t . Regarding EZ and H2C units, the specific investment and operating costs refer to the input power
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Figure 1: Overview of the developed optimization model including inputs and outputs. The optimization con-
straints and the decision variables are implemented accordingly in the modules.

of the unit Punit
in,t (kW) or its maximum Punit

in,max (kW) as demonstrated in (4) and (5). Similar to (2) and (3), the
investment and operating costs for storage units (sto) are additionally considered in (6) and (7), respectively.
In this case, csto

inv ,var ,a (Eur/kWh/a) and csto
op,fix ,a (Eur/kWh/a) refer to the maximum usable energy capacity Esto

max
(kWh). Furthermore, the annual costs of importing electricity and gas from their respective grids are taken into
account according to (8), where cEG

imp,t and cGG
imp,t (Eur/kWh) are the prices of electricity and gas, respectively,

while PEG
imp,t and PGG

imp,t is the corresponding imported powers at a time step t .

Cunit
inv,a = cunit

inv ,var ,a · Punit
out,max + Cunit

inv ,fix ,a · yunit
inst for unit /∈ {EZ , H2C} (2)

Cunit
op,a = cunit

op,fix ,a · Punit
out,max + cunit

op,var ,a

∑
t

(
Punit

out,t ·Δt
)

for unit /∈ {EZ , H2C} (3)

Cunit
inv,a = cunit

inv ,var ,a · Punit
in,max + Cunit

inv ,fix ,a · yunit
inst for unit ∈ {EZ , H2C} (4)

Cunit
op,a = cunit

op,fix ,a · Punit
in,max + cunit

op,var ,a

∑
t

(
Punit

in,t ·Δt
)

for unit ∈ {EZ , H2C} (5)

Csto
inv,a = csto

inv ,var ,a · Esto
max + Csto

inv ,fix ,a · ysto
inst (6)

Csto
op,a = csto

op,fix ,a · Esto
max (7)

Cgrid
imp,a =

∑
t

((
cEG

imp,t · PEG
imp,t + cGG

imp,t · PGG
imp,t

)
·Δt

)
(8)

Moreover, the energy system can generate annual revenues, Ra (Eur/a), by exporting excess electricity from
PV and CHP units, denoted by PPV

exp,t and PCHP
exp,t (kW), respectively. For this case, the feed-in tariffs rPV

exp,t and
rCHP
exp,t (Eur/kWh) are applied. Another source of revenues is the remuneration rCHP

rem (Eur/kWh) for consuming a
kWh of electricity from a CHP unit, symbolized by PCHP

dem,t (kW), according to the CHP Act in Germany [13]. The
total annual revenues are calculated as per (9).

Rtot,a =
∑

t

((
rPV
exp · PPV

exp,t + rCHP
exp · PCHP

exp,t + rCHP
rem · PCHP

dem,t

)
·Δt

)
(9)

In this paper, the optimization horizon is one year. In order to consider investment costs of units of different
lifetimes on an annual basis, they are discounted using the annuity factor as shown in (10). This factor depends
on the average weighted cost of capital, wacc, and the lifetime of the unit, LT (years).

cunit
inv ,a = cunit

inv · wacc · (1 + wacc)LT

(1 + wacc)LT − 1
(10)

2.3. Emission minimization using the epsilon-constraint method
In Fig. 2, the steps to implement the epsilon-constraint method for emission minimization are demonstrated.
The aim is to create a Pareto front that shows the trade-off between costs and emissions. In the first step, the
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optimization problem is created with the decision variables and the constraints of the energy system compo-
nents and the cost-minimization objective function as shown in Fig. 1. Next, the constraint in (11) is added
(Step 2), which implies that the total annual emissions at the first Pareto iteration, εtot ,a,1 (kg CO2-equivalent/a),
has no limit since it is unknown before carrying out any optimization.

0 ≤ εtot ,a,1 ≤ ∞ (11)

Figure 2: Process flow chart of the epsilon-constraint method.

After solving the optimization problem (Step 3), an if-statement checks whether a feasible solution has been
found. If it is true, the total annual emissions at the i th Pareto iteration, εtot ,a,i (kg CO2-equivalent/a), is cal-
culated as per (12) (Step 5). It involves the amount of CO2-equivalent emissions of the district caused by
importing electricity and gas, which is determined by the respective emission factors, εEG

kWh and εGG
kWh (kg CO2-

equivalent/kWh). However, the district can reduce these emissions by exporting PV and CHP electricity to the
grid, which is represented by a negative emission factor in (12), and, hence, lower the emissions in the grid.
For the following Pareto iteration, a new emission limit, εtot ,max ,a,i+1, is determined by deducting a percentage x
of εtot ,a,1 from εtot ,a,i as per (13) (Step 6). The new limit is then applied on the total annual emissions according
to (14) (Step 7). The optimization is carried out again and the loop continues until the problem has no feasible
solution; i.e., the emission-optimal solution has been found. Finally, the Pareto front is created to enable the
analysis of the optimal design at different points of optimal costs and emissions (Step 8).

εtot ,a,i =
∑

t

((
εEG

kWh · PEG
imp,i,t + εGG

kWh · PGG
imp,i,t − εEG

kWh ·
(

PPV
exp,i,t + Pgrid

CHP,i,t

))
·Δt

)
(12)

εtot ,max ,a,i+1 = εtot ,a,i − x · εtot ,a,1 (13)
0 ≤ εtot ,a,i ≤ εtot ,max ,a,i (14)

2.4. Constraints for energy generation and storage units
Based on a unit’s input power, Punit

in,t (kW), and its conversion factor, CF unit , its output power Punit
out,t (kW) is

optimized as shown in (15). For instance, the conversion factors of a CHP unit are ηCHP
el and ηCHP

th , which
describe the electrical and thermal efficiencies of converting the input fuel to electricity and heat, respectively,
multiplied by the lower heating value of the input fuel. Another example of a conversion factor is a heat
pump’s coefficient of performance (COP). In this model, the COP is calculated for each time step based on the
source and flow temperatures. Furthermore, the output power cannot surpass Punit

out,max as per (16). In addition,
the constraint in (17) implies that Punit

out,max is limited between an upper bound, Punit
max ,upper , and a lower bound

Punit
max ,lower , but only if the installation of that unit is optimal; i.e., yunit

inst is selected to be 1.
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Punit
out,t = CF unit · Punit

in,t (15)

0 ≤ Punit
out,t ≤ Punit

out,max (16)

yunit
inst · Punit

out ,max ,lower ≤ Punit
out,max ≤ yunit

inst · Punit
out ,max ,upper (17)

For a PV unit, a time series of normalized output PPV
out ,norm,t (kW/kWp) is obtained using the solar irradiation and

weather data of the geographical location. Based on PPV
out ,norm,t and the peak power PPV

out,t (kWp), the PV output
PPV

out,t is determined in (18). Besides the constraint in (17), PPV
out,t is limited in (19) by the total available area APV

tot
(m2), where APV

kWp (m2/kWp) is the area of a kWp PV.

PPV
out,t = PPV

out ,norm,t · PPV
out,max (18)

APV
kWp · PPV

max ≤ APV
tot (19)

Regarding a storage unit, equation (20) ensures the energy balance between the stored energy Esto
t (kWh)

at the current and previous time steps, along with the charging and discharging powers Psto
ch,t and Psto

dis,t (kW),
and the respective charging efficiencies ηsto

in and ηsto
out . To represent self-discharging losses, the parameter σsto

self
represents the percentage of energy lost per hour. The constraints in (21) to (23) represent the bounds for
Esto

t , Psto
ch,t and Psto

dis,t. In order to prevent simultaneous charging and discharging, the binary variable ysto
ch,t is

utilized in (24) and (25). If it is 1, then the storage unit is being charged. Similar to (17), optimizing Esto
max is

limited between Esto
max ,upper and Esto

max ,lower (kWh) with the association of ysto
inst.

Esto
t = Esto

t−1 ·
(
1 − σsto

self
)

+
(
Psto

ch,t · ηsto
ch − Psto

dis,t/η
sto
dis
)
·Δt (20)

0 ≤ Esto
t ≤ Esu

max (21)

0 ≤ Psto
ch,t ≤ Psto

max (22)

0 ≤ Psto
dis,t ≤ Psto

max (23)

0 ≤ Psto
ch,t ≤ ysto

ch,t · Psto
max ,upper (24)

0 ≤ Psto
dis,t ≤

(
1 − ysto

ch,t
)
· Psto

max ,upper (25)

When connecting units, sources and sinks to each other, a bus component is included accordingly in the energy
system. Its addition is equivalent to considering (26), which guarantees that the sum of all inflows equals the
sum of all outflows at any time step. A special case of the bus component is the heat network (HN) module,
where the inflows are multiplied by an efficiency parameter, ηHN , to describe distribution losses as per (27).

∑
inflow

Pbus
inflow,t =

∑
outflow

Pbus
outflow,t (26)∑

inflow
PHN

inflow,t · ηHN =
∑

outflow
PHN

outflow,t (27)

2.5. Constraints for hydrogen-based units
The presented constraints for hydrogen-based units are based on the work in [14], where an operation opti-
mization model for energy systems with EZ, H2C, H2S and FC-CHP has been developed. The first component
in a hydrogen system is the electrolyzer, which generates the hydrogen gas using electrical work. Equation
(28) shows how the output mass flow ṁEZ

out,t (kg/h) is dependent on the input power PEZ
in,t (kW), the standard

density of hydrogen ρh2 (kg/Nm3), and the specific energy consumption eEZ
h2

(kWh/Nm3). Moreover, PEZ
in,t is

limited below PEZ
max as formulated in (29). The latter is also confined in (30) by PEZ

in,max ,upper , PEZ
in,max ,lower and yEZ

inst.

ṁEZ
out,t = PEZ

in,t · ρh2/eEZ
h2

(28)

0 ≤ PEZ
in,t ≤ PEZ

in,max (29)

yEZ
inst · PEZ

in,max ,lower ≤ PEZ
in,max ≤ yEZ

inst · PEZ
in,max ,upper (30)

The output of the EZ unit is then fed to an H2C unit to compress the hydrogen and enable its storage in high-
pressure tanks. A balance constraint, as shown in (31), is applied to the input and output mass flows. Based
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on the hydrogen flow, the necessary power for compression, PH2C
in,t , is found in (32) using the electric efficiency

ηH2C
el and the specific enthalpies at the compressor’s inlet and outlet, hH2C

in and hH2C
out (J/kg), respectively. Both

parameters depend on the pressure of the input, pH2C
in (bar), and the output, pH2C

out (bar), as well as the temper-
ature at the inlet, T H2C

in (K). The calculation is carried out using the python-based function PropsSI [15], which
finds the value of a thermophysical property for a selected fluid by inputting the values of two other properties.
Additionally, a factor of 3.6 · 10−6 is used in (32) to obtain the result in kW. Constraints similar to (29) and (30)
are applied to PH2C

in,t and PH2C
in,max with the corresponding parameters of the H2C unit.

ṁH2C
in,t = ṁH2C

out,t (31)

PH2C
in,t = 3.6 · 10−6 · ṁH2C

in,t ·
(

hH2C
out − hH2C

in

)
/ηH2C

el (32)

To identify the charging and discharging powers of the H2S unit, the average storage enthalpy hH2S
avg (J/kg) is

found using PropsSI by inputting the maximum and minimum storage pressures, pH2S
max and pH2S

min (bar), respec-
tively, and the storage temperature T H2S (K). The operating powers are then determined by (33) and (34).
Analogous to (20), the stored energy EH2S

t (kWh) is tracked at each time step as per (35). Further, the storage
constraints (21) to (25) are applied to the energy and power variables of the H2S unit. Finally, the operation
and design constraints of an FC-CHP unit are identical to the generation units’ constraints in (15) to (17).

PH2S
in,t = 3.6 · 10−6 · ṁH2S

in,t · hH2S
avg (33)

PH2S
out,t = 3.6 · 10−6 · ṁH2S

out,t · hH2S
avg (34)

EH2S
t = EH2S

t−1 +
(

PH2S
ch,t − PH2S

dis,t

)
·Δt (35)

3. Case Study
3.1. Structure of energy systems under investigation
To examine the hydrogen system economically and environmentally, a case study of an exemplary German
residential district is conducted, where three energy systems (ES) are created. Two systems, ES 1 and 2,
represent typical sector-coupling approaches. Figure 3 demonstrates the complete energy system, how the
units are interconnected and which units are included in each ES. In ES 1, the primary heat supplier is a
gas-CHP unit. It can also feed the electricity demand and export excess generation. In ES 2, a heat pump is
solely responsible for heat generation. Finally, an FC-CHP unit is taken into account in ES 3. In this energy
system, the electrolyzer produces hydrogen at 35 bar, which is then compressed to 300 bar to be stored in the
hydrogen storage. In ES 1 and 3, a gas boiler is additionally considered for peak heat demands. In all systems,
PV units can be installed to cover the electricity demand, supply the heat pump (in ES 2) or the electrolyzer
and the compressor (in ES 3), or export the surplus energy to the grid. Besides, all energy systems can include
batteries and heat storage units. The bus component heat network connects the central heat generation node
to the demand with 5% distribution losses.
3.2. Input data
The district under study includes 13 multi-family houses with electricity and heat demands. The demand
profiles were generated based on the guideline VDI 4655 [16] for one year, assuming that the total annual
demands amount to 244 MWh of electricity and 1030 MWh of heat. The peak loads of both demands are 48
kWel and 670 kWth. The majority of the input data used, including prices of energy carriers, remunerations,
surcharges and weather data, is based on the year 2020. To import electricity from the grid, a time-varying price
with a mean of 0.304 Eur/kWh is applied, which is based on day-ahead prices and additional network charges
and taxes [17,18]. For importing gas, a constant price of 0.076 Eur/kWh is inputted [19]. In the case of exporting
PV or CHP electricity, the energy system receives revenue of 0.065 Eur/kWh [20] and 0.087 Eur/kWh [13,21],
respectively. A remuneration of 0.0305 Eur/kWh is additionally awarded for the own consumption of CHP
electricity [13]. Concerning the costs of technologies, linear investment functions and operating costs have
been extracted from several studies and market data for PV [22], battery [9], gas CHP, gas boiler, heat pumps,
heat storage [23], FC-CHP [24], electrolyzer [25], hydrogen compressor [26] and hydrogen storage [8] units.
Furthermore, only emissions from importing electricity and gas from respective grids are taken into account
in this study. Hence, emission factors of 0.438 [27] and 0.228 kg CO2-equivalent [28] per kWh of imported
electricity ang gas, respectively, are inputted.
A flat roof area of 4000 m2 in total is available for the PV modules. These modules can be mounted with two
different configurations: a south orientation or an east-west orientation. The available area corresponds to
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Figure 3: Complete structure of the optimized residential energy systems. Categorization of the elements
follows the description in Section 2.1. The abbreviation ES implies in which energy system a unit is considered.
ES 1 has a G-CHP and GB, ES 2 has only an HP, and ES 3 has a GB and hydrogen-based units.

331.5 kWp of south-oriented PV or 796 kWp of east-west-oriented PV. The PV output for each configuration,
in addition to ambient temperature data, was obtained from PVGIS [29]. For the heat pump, the COP was
calculated based on the given data in [30] for a flow temperature of 65°C. The remaining technical specifications
of the units are based on [4,14,23]. Since the gas boiler is installed to only support the main heat generator in
ES 1 and 3, its sizing is limited to 400 kW.
3.3. Results
The following demonstrated results are obtained by solving the optimization problem with an hourly temporal
resolution for each energy system, for multiple iterations, using the solver Gurobi [31]. Following the method
presented in Section 2.3., the emission limit is reduced by x = 5% (Step 6 in Fig. 2) of the initial total annual
emissions, calculated at the first Pareto iteration. Figure 4 illustrates the Pareto fronts of each energy system.
Each point on the plotted curves corresponds to a solution with an optimal total annual cost for a set total
annual emission. For each curve, the point on the far right portrays the cost-minimum solution (first Pareto
iteration), while the far-left point represents the emission-minimum solution (last Pareto iteration). The curves
also depict the best solutions in terms of costs and emissions; i.e., there are no feasible solutions with better
cost-emission combinations below or to the left of the curve. For further investigation, the optimal unit sizing
in terms of maximum power and maximum storage capacity is plotted for each ES in Fig. 5, while costs and
emissions are demonstrated by respective categories in Fig. 6. In both figures, only selected Pareto iterations,
including the first and the last, are shown for improved readability.

Figure 4: Pareto front (total annual costs vs. total annual emissions) of each energy system.
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Figure 5: Optimal maximum power of generation units (a, c, e) and optimal storage capacity of storage units
(b, d, f) for ES 1 (a, b), ES 2 (c, d) and ES 3 (e, f) among selected Pareto iterations. The first and last iteration
corresponds to the cost optimum and the emission optimum, respectively.

3.4. Discussion
In Fig. 4, it is noticeable that the energy system with the hydrogen-based units is remarkably outperformed
by the other two in terms of cost efficiency among all the Pareto iterations. In Fig. 6(e), it is evident that ES
3 has notably increased investment and operating costs in comparison to ES 1 and 2. Another observation is
the comparable emission-saving performance of the hydrogen system with ES 1 and 2 for a limited number of
iterations. Nevertheless, ES 1 and 2 can reduce emissions by 108% and 113%, respectively, in comparison to
the first iteration. Exceeding 100% emission reduction implies that the district is producing negative emissions
and, consequently, contributing to the emission mitigation in the electricity grid. On the other hand, the hydro-
gen system can only achieve 68%. Moreover, ES 1 economically surpasses ES 2. The main justification is
that the installation of the heat pump leads to additional electricity consumption, which is more expensive than
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Figure 6: Optimal annual costs (a, c, e) and optimal annual emissions (b, d, f), categorized by source, for ES
1 (a, b), ES 2 (c, d) and ES 3 (e, f) among selected Pareto iterations. The first and last iteration corresponds to
the cost optimum and the emission optimum, respectively.

gas, and, hence, results in higher grid import costs as shown in Fig. 6(c).
By observing the trend of reducing emissions in Fig. 4 and the resulting optimal design in Fig. 5, it can be
inferred that installing additional PV peak power is the primary strategy for achieving low emission solutions for
all energy systems. While lowering the emissions limit to find the emission-optimal solution, the solver attempts
to first fully utilize the available area with south-oriented PV modules. After that, those modules are reduced
while more east-west-oriented PV modules are recommended, since they require less area to produce the
same amount of electricity as the south-oriented area, until the maximum possible peak power is reached.
The primary reason is that increasing PV installation can lead to exporting more electricity to the grid and,
consequently, increases the negative emissions.
Other strategies can be also noticed among the last Pareto iterations, especially after the first strategy is fully
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implemented. For instance, in Fig. 5(a), the maximum power of the gas CHP unit is expanded while the sizing
of the gas boiler and the heat storage is reduced in order to produce more electricity and export it to the grid.
Another strategy occurs for ES 2, which is noticeable through the last iteration in Fig. 5(a) and (b). The solver
recommends decreasing the heat pump’s maximum power and increasing the heat storage capacity. This
is accompanied by a decrease in emissions from electricity imports and fewer negative emissions from PV
exports according to Fig. 6(d). This implies a rising PV supply to feed the heat pump and generate excess
heat to be stored, which reduces the amount of imported electricity. However, this strategy causes comparably
higher investment costs than the other iterations.
Another remark is the absence of batteries in all energy systems. A possible explanation is that in this district,
exporting electricity is more economical than storing it in a battery, which requires an additional investment.
It is important to point out that the demonstrated results correspond exclusively to the input data presented
in Section 3.2. Nevertheless, the drawn conclusions agree with recent literature, such as the remarks in [5]
regarding the economic disadvantages of hydrogen technologies. In addition, the presented methodology with
the multi-objective optimization model can be applied to other residential districts where input data are available
as per described in Section 2. and illustrated in Fig. 1. Furthermore, other scenarios can lead to distinctive
outcomes. For example, considering an electricity mix with a high share of renewable energy, i.e., a lower
emission factor, can result in different Pareto fronts than in Fig. 4.

4. Conclusion
In this paper, we investigated the economic and environmental effects of considering hydrogen-based units on
the design optimization of residential energy systems, where sector coupling could be implemented. First, a
multi-objective optimization model has been developed to find the cost- and emission-optimal design and oper-
ation of different generation and storage technologies in a district, including technologies to produce and utilize
hydrogen. The emission minimization has been accomplished by means of the epsilon-constraint method.
To assess the impacts of the hydrogen system, three energy systems for an exemplary district in Germany
have been created. The first two involved sector coupling by gas-based co-generation and electrification
through a heat pump, while the third included the hydrogen system. By comparing the respective Pareto front,
it has been concluded that using hydrogen in a cross-sectoral energy system was unfavorable to obtaining
competitive designs in terms of costs and emissions in comparison to typical sector-coupling approaches. It
has been also determined that utilizing PV systems was a major factor in mitigating emissions.
Using the developed model, further examinations can be carried out for different energy systems structures.
Another possible future work is to conduct sensitivity or scenario analysis to evaluate the performance of
hydrogen systems while varying different model inputs. Moreover, further assessment criteria such as degree
of self-sufficiency or self-consumption can be investigated for hydrogen systems.
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Nomenclature

Letter Symbols

C cost, Eur

c specific cost, Eur/kW or Eur/kWh

E energy, kWh

h enthalpy, J/kg

LT life time of a unit, years

A area, m2

P power, kW

p pressure, bar

R revenue, Eur

r specific revenue, Eur/kWh

T temperature, ◦C or K

wacc weighted average cost of capital

x reduction in emissions limit

y binary variable

Greek symbols

Δ difference

ε emissions, kgCO2-equiv.

η efficiency

ρ density, kg/m3

σ self-discharging losses, h−1
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Subscripts and superscripts

a annual

avg average

BATT battery

ch charging

CHP combined heat and power

dis discharging

EG electricity grid

el electric

exp export to a grid

EZ electrolyzer

FC fuel cell

GG gas grid

grid grid of an energy-carrier

H2C hydrogen compressor

H2S hydrogen storage

HN heat network

HS heat storage

i Pareto iteration

imp import from a grid

in input

inst installation

inv investment

max maximum

norm normalized

op operating

out output

PV photovoltaics

sto storage unit

t time step

th thermal

tot total

unit generation or storage unit
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