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Abstract:
The interest in Urban Systems has been growing due to the necessary decarbonisation of
city energy systems. Decision tools are developed using mathematical optimisation to en-
able proper decision-making in the transition process. The concept of energy communities -
or district energy hub - is expected to have an impact on the energy system at both regional
and national scales. However, the shift towards distributed energy systems complexifies the
model due to more integrated subsystems and requires larger spatial boundaries to increase
self-consumption and decrease grid stresses. The computational power required to model and
optimise such systems is to rise drastically.
This work proposes to curtail the large computing needs by typifying the districts of a city, using
clustering techniques. Accordingly clustered districts can be optimised by solving a typical dis-
trict from the group and scaling its solution to the others. The clustering features considered are
the districts energetic characteristics: the energy demands on one side, and the endogenous
resources on the other. Data are normalised and a principal component analysis is conducted.
Two clustering algorithms are investigated: a centroid-based (Kmedoids) and a density-based
(GaussianMixture). The ideal number of clusters is determined by maximising the intra-cluster
similarity and minimising the inter-cluster similarity, and the final clustering stability is evaluated
through the Rand Index.
The method is applied on the case study of a typical European urban area and the two algo-
rithms lead to two distinct typification. The clusterings are used to run an energy hub optimisa-
tion for the whole region and the results are compared to the one obtained without archetypes
for validation. The results between the two approaches show no significant differences while a
considerable computing time reduction is achieved.
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1. Introduction
1.1. Background
Among all, the building and construction industry accounts for an estimated 37% of the global
operational energy and 37% of the process-related CO2 emissions, worldwide [1]. Additionally,
the world urban population represents 55% of the total and is expected to grow to 6 billion peo-
ple [2] by 2050 (70% of total). Today, two-thirds of the global energy consumption come from
cities, which emit more than 70% of the total greenhouse emissions [2]. Priority needs then to
be put on city energy systems decarbonisation. Those considerations lead to a growth of inter-
est in Urban Energy Systems. According to the Net Zero Emissions (NZE) by 2050 report [3],
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decarbonisation should be driven by high electrification. The conventional energy systems (e.g.
fossil-fuels and boiler for Space Heating (SH)) would be replaced by devices and technologies
that require renewable energy vectors. In the NZE scenario, 1.8 billion heat pumps and 1.2
billion solar thermal systems combined to 7’500 TWh of building-integrated PV would need to
be installed [1].
Consequently, the exploitation of local energy resources is expected to grow, shifting the current
electrical grid to a more decentralised one; households or organisations will consume energy
from the grid at times, while at other times they will produce surplus energy that they can in-
jected into the grid. The installation of energy devices must then be carefully done so that it
answers the grid constraints. To ensure the stable operation of the grid at nominal frequency,
the grid must always be balanced. While the current system - where few plants are responsible
for the production, from the higher voltage level - can easily adapt the plant turbines frequency
to keep the balance, with non-drivable inputs on the grid at the low-voltage level, it would be
much more difficult to reequilibrate the imbalances [4]. Moreover, high peak production power
can also overload the transformers or cause transmission bottlenecks [5]. The grid restrictions
make it challenging to determine what technologies should be installed for a building to meet its
demand, as optimal solutions depend on the context. Thus, the energy problem must be solved
on a case-by-case basis.

To enable good energy-wise policies to help the renewable technologies penetration, an impor-
tant lever for action is to provide efficient decision tools, able to propose a set of solutions to a
specific energy context [6]. The decision-making tools model the system design (energy hub)
and its possible components and provide an analysis, leaning on mathematical optimisation or
simulation. Traditionally, the building is considered as the energy hub perimeter.
1.2. Gaps and contribution
However, to obtain results at a city scale, solving each hub would be too demanding in terms
of computational power. To tackle this issue, either the model has to lose accuracy or the
data volume must be reduced. [7, 8] developed the use of Machine Learning techniques to
cluster the buildings of a city. The building stock is thus simplified using archetypes (i.e. aver-
age reconstructed buildings or sample buildings). But, the change towards distributed energy
systems encourages the extension of the energy hub spatial boundaries so that a higher self-
consumption can be achieved, hence releasing some stress over the grid. Indeed, [9] shows
that when maximising the electricity generated locally (e.g., solar panels), the interaction of the
building energy system with the grid should be lowered. To do so, the energy hub considered in
this research is the district, which allows interactions between buildings.

This research proposes a method to typify urban districts using clustering techniques, thus
combining the benefits of buildings interactions and typification. An application of the method is
proposed using the canton of Geneva in Switzerland as a case study.

2. Methods
The method’s premise is that by modelling a reduced number of districts, elected as representa-
tive districts, the results obtained draw the same conclusion as the ones that would be obtained
by modelling every districts.
From this premise, the workflow proposed to enable large scale urban energy modelling is de-
scribed in Figure 1. This paper covers the methods to find the representative districts.
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Figure 1: Workflow diagram for large scale urban energy modelling for integrated and dis-
tributed systems.

2.1. Definition of a district energy hub
Intuitively, a district is an area. Defining the District Energy Hub (DEH) consists in defining its
spatial boundaries. A spatial attribute that must be common to all the buildings to consider within
the same district is investigated. Because the initial target of the DEH is to limit exchanges with
the grid, it is necessary that the buildings within the district boundaries can interact. Also, the
aggregated load that the transformer has to handle must be taken realistically into account.
Hence, the low-voltage transformer is the common attribute within a district in this research.
To be relevant, the clustering is designed so that its input features are the same as the input
variables that describe the energy system in the model. A DEH is characterised by its infras-
tructures, the energy imported, the resources, and the on-site energy demands, as detailed in
Fig. 2.

Figure 2: Key characteristics describing a district.

To restrain the number of features and facilitate the solving, the data go through a Principal
Component Analysis (PCA) before the clustering. A PCA allows reducing a dataset dimen-
sionality while preserving as much of the variability (i.e. the statistical information) as possible
[10]. It also helps to interpret which features have the most impact on the clustering result. It is
implemented in Python, using the scikit library.
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2.2. Clustering
In Urban Building Energy Modelling (UBEM), the algorithm that comes up most often and that
has proven its effectiveness is Kmeans [11]. In this method, a derivative of Kmeans is imple-
mented: the Kmedoids algorithm. It uses the concept of medoids instead of the mean, which
diminishes the influence of the outliers, making it more robust. To make it operational to ellip-
tical distribution, a second algorithm is proposed, the GaussianMixture algorithm. Those two
algorithms are implemented in Python, using the scikit-learn library [12].
2.2.1. Kmedoids

Kmedoids require an initial number of clusters to run. If no previous knowledge of the dataset
allows knowing this parameter, performance measures are used to determine which number of
clusters gives the best result. Three validity indexes are proposed in this method. To put in
equations those indexes, the following notation is used:

• The set of clusters C = {C1, ..., CI , ..., CK} with 1 ≤ I ≤ K ,

• The set of observations y = {y1, ..., yi , ..., yn} with 1 ≤ i ≤ n,

• The subset of observations attributed to the cluster yi ∈ CI , i ≤ n, yI = {yI,1, ..., yI,j , ..., yI,nCI
}

with 1 ≤ j ≤ nCI ,

• ȳ is the centroid of y. Similarly, ȳI is the centroid of yI.

• Elbow index: the elbow method consists in computing the sum of squared distances
(distortion score or inertia (1)) for each point to its assigned centroid [13]. The optimal
number of clusters is the one where the drop in the distortion score is the most important.

• Silhouette index: for a given observation and yI,j , the silhouette score measures the
mean distance to all points of its cluster (3a) and compares it to the mean distance to all
points of the neighboring cluster (3b). s(I, j) has a score of 1 if yI,j is a perfect match with
cluster CI and a score of -1 with the neighboring cluster. The silhouette index is the mean
of all coefficients sI,j (3d).

• Calinski-Harabasz index: it estimates the cohesion of clusters. It evaluates the distance
from points in a cluster to the centroids and the distance from the centroids to a global
centroid (2).

The elbow index is commonly used. However, according to [14], CH index and silhouette
index are the ones performing the best to evaluate a Kmeans clustering.

SS(C) =
∑
CI∈C

∑
yI,j∈yI

(yI,j − ȳI)2 (1) CH(C) =
n − K
K − 1

∑
CI∈C nCI · d(ȳI , ȳ )∑

CI∈C
∑

yI,i∈yI
d(yI,i , ȳI)

(2)

a(I, j) =
1

nCI − 1

∑
m∈CI , j 
=m

d(yI,j , yIm ) (3a)

b(I, j) = min
J 
=I

1
nCJ

∑
yJ,m∈CJ

d(yI,j , yJm ) (3b)

s(I, j) =
b(I, j) − a(I, j)

max(a(I, j), b(I, j))
(3c)

S(C) =
1
n

∑
CI∈C

∑
yI,i∈CI

s(I, i) (3d)
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With this being defined, algorithm 1 is used to determine the optimal number of clusters kopt .
Once kopt is determined, the clustering in itself can be done. It is repeated 500 times and
the one with minimal inertia is kept as the final clustering. If the right number of clusters was
used, the clustering should be stable, i.e. observations should be labeled the same way from
one iteration to the other. Rand [15] has created an index to evaluate this stability. When two
clusterings (obtained from different algorithms or number of clusters) are to be distinguished,
the one with the higher Rand index is kept. Moreover, for a clustering to be valid, it should have
a minimum level of stability. [16] stated equation (4), defining it depending on the clustering
sizes (r and s). If ARI ≤ min ARI, clustering is rejected.

min ARI =

[
1 − 1

2

(
r + s − 1

2

)[(
r
2

)−1

+
(

s
2

)−1
]]−1

(4a)

if r = s : min ARI =
−r

3r − 2
(4b)

2.2.2. GaussianMixture

The process is similar to the one for Kmedoids. The GaussianMixture algorithm needs a number
of components and the shape of the covariance matrix to work. Again, if no previous knowledge
helps to determine those parameters, scores are used to find them.
Because the GaussianMixture relies on probabilities, the best clustering is the one that max-
imises the likelihood. The likelihood function evaluates the joint probability of observed data as
a function of the chosen statistical model. Given a set of n training vectors y, the GMM likelihood
function can be written as in (5).
However, adding components helps increase the likelihood while it may lead to overfitting the
data. Criteria introduce penalty terms on the number of parameters to solve the issue.

• Akaike Information Criterion (AIC): defined by (6a), it should be as small as possible. It
is an efficient criterion when the model is very complex and is chosen in this context.

• Bayesian Information Criterion (BIC): defined by (6b), the BIC should also be as small
as possible. It has consistency (meaning it would asymptotically select the candidate
model having the correct structure), as its penalty term contains n.

p(y | λ) =
n∏

p(yi | λ) (5) AIC = 2 · ln(kλ) − 2 · ln(L̂) (6a) BIC = k · ln(n) − 2 · ln(L̂) (6b)

where L̂ is the maximised value of the likelihood function of the GMM defined in (5), k the
numbers of estimated parameters of the model.
Algorithm 2 describes the steps to determine the key parameters. Once they are selected, as
for Kmedoids, the Rand index is computed.
2.3. Case study: the Canton of Geneva
In this research, data are collected over the canton of Geneva, an area containing a typical
mid-size European city, a peri-urban area, and some rural areas.
The districts are defined according to the LV transformers to which the buildings are connected.
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Because the position of transformers is not publicly available, this research uses the synthetic
grid approach from the work of [17], which estimates the position of transformers based on the
buildings’ energy demands. Most of the data concerning buildings comes from QBuildings, a
database developed at the IPESE laboratory. The buildings data are aggregated over districts
and normalised by the total Energetic Reference Area (ERA) by district.

3. Results and discussion
The results and discussion seek to demonstrate the applicability of the method developed on
a typical European city intending to subsequently run an energy system optimisation model.
First, the clusterings obtained with the two algorithms are analysed. Second, the results of the
optimisation with and without the clustering are compared to ensure the validity of its use for
decision-making purposes.
3.1. Clustering results
3.1.1. Optimal number of clusters

As a first step, the optimal number of clusters should be determined to run the algorithm. Figure
3(a) shows the mean score obtained for each number of clusters for the three indexes and Fig.
3(b) shows the number of occurrences where each number of clusters gives the best score,
with the Kmedoids algorithm.

(a) Mean scores obtained for the three in-
dices.

(b) Occurrences where a number of clusters is found optimal.

Figure 3: Results of the optimal number of clusters investigation, Kmedoids, repeated 500
times.

The silhouette and the CH index agree on 2 as the optimal number. However, 2 clusters are in-
sufficient to discriminate between the different optimisation problems that may be posed. There-
fore, the next optimum is looked at. According to Fig. 3(a), for CH, the line breaks at 4 and then
there is a new local maximum at 8 and for the silhouette index, the break is at 3. This is con-
firmed by Fig. 3(b). The elbow occurs the most between 8, 9, and 10.
In comparison, Figs. 4(a) and 4(b) indicate an optimal number of clusters between 4, 5, or 6 for
the BIC index. The AIC obtains an elbow-like shape curve where the main change of curvature
happens at 5 and 8. Note that only the full covariance matrix shape is shown, as it has always
obtained the best score.
From those two results, 3, 4, 5, and 8 are the best number of clusters to investigate.
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(a) Mean scores obtained for the two indices. (b) Occurrences where a number of clusters is found optimal.

Figure 4: Results of the optimal number of clusters investigation, GaussianMixture, repeated
500 times.

3.1.2. Clustering

With the kopt search results, algorithms are run to compute the Rand index and keep the most
stable clustering. Table 1 displays the Rand index computed by repeating the clustering 1000
times, with the different numbers of clusters. The most stable clustering is obtained with the
GaussianMixture algorithm and in particular when the requested number of clusters is 4 and 5.

Table 1: Rand index by clustering 1000 times, varying number of clusters.

Number of clusters 3 4 5 8
Mixture - 0.717 0.693 0.399

Kmedoids 0.331 0.383 0.287 0.388

Because they were the best options according to the BIC index and they have a satisfying Rand
score, the 4th and 5th options are kept. While doing the clustering with 5 different clusters, it
often resulted in an empty 5th cluster. Therefore, 4 different clusters is the selected optimal
number. The result of this clustering can be visualised in Fig. 5(a). A heat map from the input
features (Fig. 5(b)) is used to understand what differentiates clusters from each other.
Looking at those elements, the clusters can be characterized and described in the following way:

Cluster DESCRIPTION

1 Districts dominated by industrial, commercial, and administrative buildings
2 Residential belt around the lake, with high buildings density and low solar potential per capita
3 Peri-urban residential buildings, with low ERA density (i.e., single-family detached houses)
4 Peri-urban buildings with important solar availability (high roof on ERA ratio)

The hot water demand, along with the electrical demand, have the biggest influence on the
clustering as they can vary a lot according to the building type.
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(a) Map of the canton of Geneva coloured by clusters. (b) Heat map evaluation of each feature for each cluster.
Features are evaluated on a scale of -2 to 2.
-2: Very low, -1: Low, 0: Average, 1: High, 2: Very High.
Missing cells correspond to a non-decisive case, indicated
by parsed values inside the cluster.

Figure 5: Clustering results and analysis on the canton of Geneva, operated with GaussianMix-
ture, 4 components and full covariance matrix.

3.1.3. Comparison of optimisation results with and without district typification

To ensure the validity of the method, one should ensure that when using typical districts to do
the optimisation (namely Representative districts (RD) approach in what follows), similar results
are obtained as the ones where every district has been optimised specifically (All districts (AD)).

To do so, the decision variables of the model and the resulting Key Performance Indicators
(KPI) are compared between the two approaches. The global mean obtained on the canton
of Geneva should show no significant distinction. The mean is weighted by the total ERA that
each cluster represents for RD. The intra-cluster variabilities are also compared to the standard
deviation computed over the whole canton.
Using an optimisation tool that models an energy hub and determines the best energy system,
finding the optimal energy system for the 468 districts of Geneva took 54h21m23s with AD and
48m18s with RD, i.e. a reduction in the calculation time of 98.5%. The comparison of their re-
spective decision variables and KPIs are shown in Fig.6(a) and Fig.6(b). The major diminishing
of the standard deviation for each evaluated metric confirms that the patterns among the inputs
that participated to create the district clusters are meaningful as well for patterns in the optimi-
sation results. Moreover, there was no significant difference between the mean obtained using
the AD or the RD approach, with two exceptions: the OPEX and Electrical Heater installation
size, which have high variability within the canton. Therefore, it is more difficult to accurately
represent these indicators with typical districts.

Nevertheless, the overall results obtained show an excellent performance of the method to
facilitate the optimisation of districts over a large scale.
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(a) Main KPIs. CAPEX=Capital Expenditure, DHW=Domestic Hot Water, Elec=Electricity, OPEX=Operationnal Expen-
diture, PVP=Photovoltaı̈c Panel Penetration, SC=Self-Consumption, SS=Self-Sufficiency

(b) Installed capacity for the energy technologies. Boiler=Natural Gas Boiler, EH=Electrical Heater, HP=Heat Pump,
PV=Photovoltaı̈c Panel, WT=Water Tank

Figure 6: Comparison of results obtained with the two approaches. All districts stands for the
results obtained by optimising every district in the canton of Geneva, while Representative dis-
tricts is obtained by running the representative districts and scaling their solution to the districts
of their cluster. The figures in red indicate the representative difference between the two ap-
proaches.
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4. Conclusion
The objective of this paper was to provide a method to enable urban energy modelling at a
large scale and high accuracy, for integrated and distributed systems. It uses the concept
of archetypes, introduced for buildings, and adapts it to the district scale by defining the low-
voltage transformer as the reference energy hub.
The method suggests the use of two clustering algorithms - Kmedoids and GaussianMixture,
depending on the data set - and provided as output the list of the districts labeled by cluster. It
was validated on a case study (the canton of Geneva), with the following conclusions:

• It can be delicate to determine the optimal number of clusters;

• The model solving computation time over the whole region was reduced by 98.5%, with
respect to the classic approach;

• The results between the two approaches show no significant difference with 4 clusters,
although the high variability of certain decisions can lack a good representation with this
approach.

The presented work opens up possibilities in the solving of more complex systems at an even
larger scale. However, its main limitation is the selected number of clusters, this parameter being
the most critical into the analysis of the energy system model results. Therefore, when planning
urban energy systems with this method, it will be essential to carry out a correct analysis of the
neighbourhood typology.
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Appendix A Algorithms

Algorithm 1 Find the optimal number of clusters for Kmedoids
Input: A set of observations y
Output: A vector Kopt counting the occurrences where a number of clusters has been deter-

mined as the best
1: Kopt ← 0
2: Bestscore ← 0
3: for i ≤ 1000 do
4: for k = 2 ≤ 30 do
5: C ← Kmedoids(y, nmedoids = k )
6: Compute SS(C), S(C) or CH(C)
7: if Index ≥ Bestscore then
8: Bestscore ← Index
9: kbest ← k

10: end if
11: end for
12: Kopt(kbest ) ← Kopt(kbest ) + 1
13: end for
14: return Kopt
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Algorithm 2 Find the optimal number of clusters for GaussianMixture
Input: A set of observations y
Output: Two vectors Kopt and Covopt counting the occurrences where a number of clusters has

been determined as the best
1: Kopt ← 0
2: Covopt ← 0
3: Bestscore ← 0
4: for i ≤ 1000 do
5: for k = 2 ≤ 30 do
6: for shape ∈ {full , diag, tied , spherical} do
7: C ← GaussianMixture(y, ncomponents = k , mcov = shape)
8: Compute AIC(C) or BIC(C)
9: if Index ≤ Bestscore then

10: Bestscore ← Index
11: kbest ← k
12: shapebest ← shape
13: end if
14: end for
15: end for
16: Kopt(kbest ) ← Kopt(kbest ) + 1
17: Covopt(shapebest ) ← Covopt(shapebest ) + 1
18: end for
19: return Kopt, Covopt
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