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Abstract: 
Heat pump systems are a key technology towards the decarbonisation of district heating systems as they can 
leverage renewable energy sources and industrial excess heat. Large-scale heat pumps are prone to a variety 
of faults related to the heat source. Heat exchanger fouling is one of the most common types of faults, which 
corresponds to the undesired deposition of material on heat transfer surfaces. This fault can be mitigated by 
the use of different cleaning procedures such as cleaning-in-place. The optimization of the time interval 
between cleaning periods requires the estimation of the effects of fouling on the heat pump performance, which 
are often difficult to determine. The present study proposes a framework for online monitoring of a large-scale 
heat pump affected by evaporator fouling based on a quasi-steady-state simulation model. Model parameters 
related to the heat transfer coefficients and fouling were repeatedly adjusted by means of a dynamic calibration 
approach. The framework retrieved operational data from a cloud-based data management system and 
leveraged existing sensors and controllers in the heat pump. The results indicated that fouling had a larger 
effect on the thermal resistance than on the pressure drop in the evaporator. The framework also allowed to 
identify the extent to which a cleaning-in-place system enabled to reduce the evaporator thermal resistance 
caused by fouling. Overall, the results from the proposed framework showed its potential to describe the 
operation of the heat pump and to determine the effects of fouling on a real-time basis.  
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1. Introduction  
Heat pumps (HPs) are expected to play a major role in the decarbonisation of district heating systems. Today,  
around 90 % of the global heat supply derives from fossil fuels [1]. HPs enable waste heat recovery and 
utilization of renewable energy sources. Further, they couple the power and heating sectors, which can support 
the accommodation of large shares of electric energy from renewable sources in the system. The performance 
and/or availability of HPs is often negatively affected by faults related to the heat source, as described by HP 
operators and service providers in [2]. A literature study [3] distinguished fouling in the source side of heat 
exchangers to be among the most common faults in large-scale HPs. This fault consists of the deposition of 
material on heat transfer surfaces and in pipes, which can increase the pressure drop and thermal resistance 
in heat exchangers. As mentioned in [4], the characterization of fouling is challenging, particularly due to 
uncertainties on the initialization of the deposition process and its growth rate.  
Commonly used technologies for the mitigation of fouling are cleaning-in-place (CIP) systems. These include 
mechanical and chemical cleaning processes [5], which are often off-line i.e. are applied while the heat pump 
is not in operation. Hence, finding the optimal moment and duration of the CIP activation represents a techno-
economic optimization problem. This requires information about the extent to which a particular CIP is able to 
remove the deposited material as well as information about downtime and CIP implementation costs. A study 
[6] highlighted the challenge of predicting the thermal resistance attributed to fouling in the source stream heat 
exchanger of a large-scale wastewater heat pump. This study used data-driven regression models for the 
prediction of the thermal resistance caused by fouling. The data-driven regressions model were designed for 
the purpose of optimizing the cleaning procedures.        
Physics-based simulation models are useful for the design of HPs and their components, mainly because they 
are applicable to a wide variety of boundary conditions and system configurations. However, the structure and 
parametrisation of such models is often fixed and does not adapt to time-dependent variations in the HPs they 
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represent. Such variations can be caused by faults or wear of components. In order to overcome this limitation, 
physics-based models may be complemented with numerical models derived from observations or data-driven 
models for the provision of services for HPs. Examples of such services include fault detection and diagnosis
[7,8], operation monitoring [9], and defrosting optimization [10].
The provision of model-based services for HPs used for district heating supply still remains limited. A model-
based monitoring and optimization framework has the potential to characterize the operation of a HP for a wide 
range of operational conditions and identify parameters that could enhance the HP performance. In particular, 
a thermodynamic model that could adapt its structure based real-time monitored data may enable the 
characterization of incipient faults affecting the HP, which has not been found in previous studies. The present 
study aimed at the increase of a HP performance through an improved CIP planning procedure characterized 
by an automatic model calibration framework. This framework was based on the integration of a physics-based 
model of the HP with data-driven optimization methods for model calibration.   

2. Method
2.1. Case study heat pump
The operation of a two-stage ammonia HP with a design heating capacity of 2 MW was analysed in this study 
and its layout is shown in Figure 1. The HP is used for the provision of heat at around 68 °C to a local district 
heating network located in Copenhagen, Denmark. The heat source is industrial wastewater at around 23 °C 
originated from a biochemical plant. The desuperheater (DSH), condenser, receiver and subcooler (SC) are 
embedded in a single shell-and-plate heat exchanger unit. The evaporator is also a shell-and-plate heat 
exchanger and is in direct contact with the industrial wastewater. Each of the two stages in the HP includes a 
reciprocating compressor and an electronic expansion valve. An open intercooler connects both stages. The 
HP is controlled by means of the six controllers shown in Figure 1.  
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Figure 1: Layout of the two-stage ammonia HP used as case study

The direct contact between the industrial wastewater and the evaporator leads to the presence of fouling in 
this component, which is mitigated periodically by means of a CIP system. The CIP is used off-line and
circulates a chemical solution for the removal of deposited inorganic and organic materials. These materials
derived from the industrial processes performed in the biochemical plant. Currently, the frequency of the CIP 
implementation is defined heuristically by the HP operator based on observations on a decrease in the 
evaporation pressure (pe).
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2.2. Simulation model 
The quasi-steady-state model of the HP shown in Figure 2 was developed in the programming language 
Python. The model took as input variables the source inlet and outlet temperatures (Tsource,in and Tsource,out, 
respectively), the sink inlet temperature (Tsink,in), the set point for the intermediate pressure (pm,sp) as well as 
the volume flow rates in the source and sink streams (V̇source and V̇sink, respectively). The refrigerant states and 
mass flow rates, heat output and power intake from the HP were determined through an iteration routine that 
solved the mass and energy balances of the components shown in Figure 2. This was done by the Newton-
Raphson method with a tolerance of 10-9, which identified the condensation and intermediate and pressures 
(pc, and pm, respectively), as well as the speed of the low-stage (LS) compressor (NLS). Here, the residuals 
were the difference between the estimated and real area of the condenser (Acond,calc and Acond), the estimated 
and real cooling capacity (Q ̇source,calc and Q ̇source) and the LS mass flow rate estimated from the intercooler and 
the LS compressor models (ṁLS,IC and ṁLS). An upper level iteration process enabled to identify the speed of 
the high-stage (HS) compressor that led to a minimum difference between the intermediate pressure (pm) and 
its set point (pm,sp). This was performed by the least-squares method with a tolerance of 10-5. The Python 
module SciPy [11] was used for the implementation of the least-squares method. The refrigerant state 
calculations were performed with the Coolprop database [12]. The simulation of the quasi-steady-state model 
was done through multiprocessing, where 10 processing units were used in parallel within a single computer. 
Here, a simulated period was divided into 10 segments. All segments were simulated by different processors 
and the guess values were adjusted dynamically within each processor, namely the simulation results from a 
point in time i were used as guess values for the following point i+1. As a reference, the simulation of one hour 
of HP operation (i.e. 60 one-minute data points) required approximately 10 seconds when using 
multiprocessing an dynamically adjusted guess values, whereas it took around 113 seconds with a single 
processor and fixed guess values. 

LS compressor model

Start

Estimate: 
pc , pm , NLS

HS compressor model

Discretized condenser model

HS / LS expansion valve models

Open intercooler model

Residuals < Tolerance 1

Finish

Retrieve and process operational 
data

Residuals:
res1 = |ṁLS - ṁLS,IC|/ṁLS
res2 = |Qȩ source - Qȩ source,calc|/Qȩ source
res3 = |Acond - Acond,calc|/Acond

ηis,HS , ηvol,HS , 
Vs,HS

dTpp,cond , Acond , 
UDSH , Ucon , USC

State 2 , ṁLS

State 3 and 4 , ṁHS

States 8, 9 and 10

ṁLS,IC

Input variables:
Tsink,in
Vȩsink
Tsource,in
Vȩsource
Tsource,out
pm,sp

Yes

No

States 5, 6 and 7, Acond,calc 

ηis,LS , ηvol,LS , 
Vs,LS

Estimate: NHS

Residuals:
res4 = |pm - pm,sp|/pm,sp

Residuals < Tolerance 2

Yes

Input parameters

No

Evaporator modelUeva , Aeva , Rth,f ,
 dpf , dTSH

State 1 , dpeva

  
Figure 2: Flow diagram of the HP simulation model  
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The thermal resistance (Rth,f) and source stream pressure drop due to fouling (dpf) were included as input 
parameters in the evaporator, which were later adjusted based on measurements through the calibration 
process described in Section 2.3.2. The Rth,f was calculated based on Eq. (1), where the thermal resistance of 
the evaporator under clean conditions (Rth,eva,clean) was subtracted to the total thermal resistance (Rth,eva). Both 
thermal resistances were obtained as the inverse of the UA-value of the evaporator. Similarly, dpf was 
determined based on Eq. (2) as the total pressure drop in the evaporator source side (dpeva) minus the source 
stream pressure drop that was not caused by fouling (dpeva,clean). The latter was determined by fitting a 
quadratic regression model between the volume flow rate in the source stream and the pressure drop in the 
evaporator right after the CIP was applied. Thereby, the influence of fouling was neglected in such a regression 
model.  

ܴ୲୦,୤ = 1/UAୣ୴ୟ − 1/UAୣ୴ୟ,ୡ୪ୣୟ୬  = ܴ୲୦,ୣ୴ୟ − ܴ୲୦,ୣ୴ୟ,ୡ୪ୣୟ୬                             (1) 

୤݌݀ = ୴ୟୣ݌݀ −  ୴ୟ,ୡ୪ୣୟ୬                                (2)ୣ݌݀

The design parameters used in the model are shown in Table 1 and were provided by the HP manufacturer. , 
the pinch point temperature difference in the condenser (dTpp,cond) was assumed to be 5 K. The isentropic and 
volumetric efficiencies of the compressors (ηis and ηvol, respectively) were calculated as a function of the 
compressor speed and the pressure ratios by using polynomials that were determined from information 
provided by the HP manufacturer. 

Table 1: Input parameters used in the simulation model 
Component Input parameter Symbol Value Unit 
DSH Overall heat transfer coefficient UDSH 230 W/m2K 
 Heat transfer area ADSH 27.8 m2 
Condenser Overall heat transfer coefficient Ucon 1210 W/m2K 
 Heat transfer area Acon 100.6 m2 
 Pinch point temperature difference dTpp,cond 5 K 
SC Overall heat transfer coefficient USC 452 W/m2K 
 Heat transfer area ASC 23.1 m2 
Evaporator Overall heat transfer coefficient Ueva 3000 W/m2K 
 Heat transfer area Aeva 91.96 m2 
 LS suction superheat dTSH 1 K 
Low-stage compressor Swept volume Vs,LS 1018 m3/rev 
 Speed NLS 700-1800 rpm 
High-stage compressor Swept volume Vs,HS 532 m3/rev 
 Speed NLS 700-1800 rpm 

 
After the calculation of all the refrigerant states and water outlet temperatures, the model calculated the total 
heat output (Qṡink) and the coefficient of performance (COP) of the HP based on Eq. (3) and Eq. (4). Here, it 
was assumed that the specific heat capacity (cp,w) and density of water (ρw) were constant and equal to 4.18 
kJ/(kg∙K) and 998 kg/m3, respectively.    

ܳ̇ୱ୧୬୩ = ܿ୮,୵ ∙ ୵ߩ ∙ ܸ̇ୱ୧୬୩ ∙ ( ୱܶ୧୬୩,୭୳୲ − ୱܶ୧୬୩,୧୬)                                     (3) 

COP = ܳ̇ୱ୧୬୩/ܹ̇୲୭୲ୟ୪                                                           (4) 

2.3. Monitoring framework 
The framework proposed in this study consisted of the main components presented in Figure 3. Data from the 
HP controllers and sensors was accessed by the HP operator through a supervisory control and data 
acquisition (SCADA) system. The data from the SCADA system was made available to third-party actors 
through a cloud data management system, which enabled the storage and retrieval of operational data in real-
time through an application programming interface (API). Such operational data from the HP was used to 
calibrate the simulation model described in Section 2.2.  
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Figure 3: Flow diagram of the proposed monitoring framework 

2.3.1. Data retrieval and processing 
In the present study, the operational data from the case study HP was retrieved with a one-minute interval. 
The retrieval and processing of data was performed through Python. Here, the data processing consisted on 
the calculation of all the refrigerant states shown in Figure 1, for which the Coolprop database was used. This 
allowed to determine the COP and Q ̇sink from the HP by the use of Eq. (3) and Eq. (4). The total operational 
period included in the present study was 19 days. That period incorporated the activation of the existing CIP 
system for approximately 3 days, where the HP was not in operation.   

2.3.2. Model calibration 
Two calibration processes were applied in the proposed framework, namely the initial calibration and fouling 
calibration processes. The initial calibration was performed based on operational data obtained from the HP 
manufacturer. Here, the HP was tested under controlled conditions before it was delivered to the end user and 
thereby fouling was not present. The fouling calibration was based on operational data obtained from the 
SCADA system through the API. The specific period used for fouling calibration could be selected by the user 
and should represent periods where is required to analyse the effects of fouling on the HP. In this study, two 
different operational days were used for fouling calibration, one day before and one day after the CIP 
implementation. The initial and fouling calibration were comprised of an optimization process where the 
parameters shown in Table 1 were adjusted. This process minimized the normalized root mean square error 
(NRMSE) between measured and simulated outputs of interest or calibration targets over a period n, as shown 
in Eq. (5) and Eq. (6). The normalization was performed through the mean of the measured calibration target 
over a period n (Targetതതതതതതതതത). Multiple targets were used in a single optimization process, where each CT was 
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related to a specific weight (w). The targets for the initial calibration were Q ̇sink, the total power intake from both 
compressors (Ẇtotal) and the evaporation pressure (pe), with weights equal to 33.3 % for each target. For the 
fouling calibration, the targets were the source pressure drop in the evaporator (dpeva) and pe, where each one 
had weights equal to 50 %. The weights were determined heuristically were all targets where assumed to have 
the same relevance.  

Table 2: Parameters calibrated in the initial and fouling calibration processes. 
Calibration process Calibration parameter Symbol Variation 

range 
Unit 

Initial Correction factor for DSH U-value CFDSH 0.3 to 1.7 [-] 
 Correction factor for condenser U-value CFcon 0.3 to 1.7 [-] 
 Correction factor for SC U-value CFSC 0.3 to 1.7 [-] 
 Correction factor for evaporator U-value CFeva 0.3 to 1.7 [-] 
Fouling Fouling-related evaporator thermal resistance Rth,f 0 to 0.02  [K/kW] 
 Fouling-related evaporator pressure drop dpf 0 to 0.5 [bar] 

 

min݂(Parameter) =∑ w௜ ∙ NRMSE௜୬
௜ୀଵ                                                  (5) 

  NRMSE௜ = Targetതതതതതതതതത୫ୣୟୱ
ିଵ ∙ ඥnିଵ ∙ ∑ (Targetୱ୧୫,୧(Parameter) − Target୫ୣୟୱ,୧)ଶ୬

௜ୀଵ                (6) 

Time-invariant parameters were adjusted in the initial calibration, which corresponded to correction factors 
(CFs) for the overall heat transfer coefficients or U-values in the heat exchangers. In the fouling calibration, 
time-dependent parameters related to fouling were calibrated, namely Rth,f and dpf. The bounds for the 
calibrated parameters are shown in Table 2. The solution of Eq. (5) and Eq. (6) was obtained through the 
sequential least squares minimization algorithm available in the SciPy module in Python. The tolerances for 
both the initial calibration and the fouling calibration process were 10-5. 

3. Results 
This section shows the results of the proposed monitoring framework, where the operation of the case study 
HP was monitored and analysed.  
3.1. Simulated HP operation 
Figure 4 and Figure 5 shows the time-series of the simulated and measured operational variables for a period 
of 19 days. The initial calibration reduced the difference between simulated and measured COP, Q ̇sink and pe. 
This difference was reduced even further after the implementation of fouling calibration before the CIP. After 
the CIP was used, the fouling calibration process reduced the difference between the simulated and measured 
pe, but not to the extent seen before the CIP. Moreover, the difference between simulated and measured Qṡink 
increased slightly after the second fouling calibration process. The results of the initial calibration process were 
probably not completely applicable for the period after the CIP, where the effects of fouling on the HP were 
low. Before the CIP, the mismatch between simulation and measured variables was likely to be lumped into 
the evaporator thermal resistance attributed to fouling. Regarding the pressure drop in the source stream, only 
the fouling calibration processes before the CIP led to a higher correspondence between the simulated and 
measured dpsource compared to the period before calibration. This indicated that the CIP did not have a 
significant effect on the removal of the effect of fouling on the source stream pressure drop.   
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Figure 4: Time-series of the measured and simulated source stream pressure drop as well as evaporation 
pressure.  

 
Figure 5: Time-series of the measured and simulated COP as well as heat output. 

3.2. Residual analysis 
The residuals shown in Figure 6 represent measured operational variables minus their respective simulated 
values. These residuals were not those presented in Section 2, as they were not normalized and were not 
used in the iteration processes for simulation (Figure 2) or calibration (Figure 3). The results from Figure 6 
indicated that the fouling calibration implemented before the CIP period reduced the absolute value of the 
residuals related to dpeva, pe, Qṡink and Ẇtotal. This was also valid for the fouling calibration applied after the 
CIP, except for dpeva, which did not change significantly as a result of such a calibration. This was possibly an 
indication the CIP did not have a significant effect over the pressure drop caused by fouling. The initial 
calibration was observed to have a larger effect on the reduction of the discrepancies between measured and 
simulated values of COP and Ẇtotal. This was expected given that the correction factors for the UA-values were 
calibrated in the initial calibration process. This led to an improved estimation of the pressure levels in the HP 
and thereby the total power intake from the compressors. The residuals shown in Figure 6 also showed that 
the dynamic behaviour of the case study HP was not completely represented by the simulation model. This 
was observed by the biased patterns in the residuals from the pe, Q ̇sink, COP and Ẇtotal, which can be seen in 
Figure 6 at around 8000 min and 24000 min of operation.    
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Figure 6: Residuals between simulated and measured operational variables of the HP. 

3.3. Calibration results 
Table 3 shows the parameters obtained from the calibration processes illustrated in Figures 4, 5 and 6. The 
calibration results of the correction factors showed that the U-values of the condenser, SC and evaporator 
presented in Table 1 were over-estimated, whereas they were underestimated for the DSH. This may also 
relate to a disagreement between the design and actual flow velocities as well as the temperature difference 
at the pinch point, which was assumed to be 5 K (see Table 1). The correction factors for the other heat 
exchangers were not significantly adjusted. The results showed that the Rth,f and dpf were reduced significantly 
as a result of the CIP (around 41 % and 100 %, respectively). However, the value of dpf represented only 
around 15 % of the total source stream pressure drop shown in Figure 4. This was in agreement with the 
limited effect that the fouling calibration  had on the calibration of the total source stream pressure drop, 
observed from the residual analysis shown in Figure 6.         

Table 3: Parameters obtained from the calibration processes 
Calibration process Calibration parameter Symbol Result value Unit 
Initial Correction factor for DSH U-value CFDSH 1.12 [-] 
 Correction factor for condenser U-value CFcon 0.96 [-] 
 Correction factor for SC U-value CFSC 0.36 [-] 
 Correction factor for evaporator U-value CFeva 0.47 [-] 
Fouling (before CIP) Fouling-related evaporator thermal resistance Rth,f 2.2 ∙10-3  [K/kW] 
 Fouling-related evaporator pressure drop dpf 0.09 [bar] 
Fouling (after CIP) Fouling-related evaporator thermal resistance Rth,f 0 [K/kW] 
 Fouling-related evaporator pressure drop dpf 0 [bar] 
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4. Discussion 
The automatic calibration method from the proposed framework reduced the discrepancy between the 
simulated and measured evaporation pressure, COP, heat output and source pressure drop (see Figures 4, 5 
and 6). The results also indicated that the influence of fouling over the source stream pressure drop was 
significantly lower than the effect over the evaporator thermal resistance and that the CIP implementation led 
to a larger reduction of the latter than the former.   
The relatively short simulation time used by the model applied in this study (around 10 seconds for the 
simulation of one hour) suggested its applicability for operation and fouling monitoring in a large-scale heat 
pump on a real-time basis. However, this would require the periodic verification of the validity of multiple factors 
that affect the simulation and calibration processes. These factors include the tolerances defined for the 
iteration residuals, the initial guess values and variation ranges for the calibration parameters, the optimization 
algorithm for NRMSE minimization, the selected calibration targets as well as the size and variability of the 
time-series data used for calibration. Those factors should be such that the best compromise is found between 
the required calculation time for calibration and the difference between simulation and measured data. 
The results obtained from the proposed framework did not provide an estimation of the amount of deposited 
material on the heat transfer surface of the evaporator. This can be estimated with dedicated sensing devices 
for fouling examination such as ultrasonic probes [13] or infrared thermography equipment [14], which are 
unlikely to be available in large-scale HPs. In this context, the proposed model-based monitoring framework 
leverages existing sensing devices such as pressure and temperature sensors in the evaporator to estimate 
the effects of fouling. However, the results from the proposed monitoring framework were not contrasted with 
measurements from dedicated sensing devices for fouling characterization. This represents an opportunity for 
future studies.            
The disagreements between the outputs of the model and the measured operational variables were probably 
lumped into the parameters adjusted in the calibration processes. For example, the difference between the 
heat transfer area of the heat exchangers in the model and in the case study HP was possibly included in the 
correction factors for the U-values in the model. Moreover, the assumption that those correction factors were 
calibrated based on an operational period when the evaporator was not affected by fouling due to the CIP 
usage, was not necessarily correct. Ideally, the initial calibration process should be based on an operational 
period right after fouling has been completely removed from the evaporator. In the present study, the correction 
factors obtained from the initial model calibration were also likely to include discrepancies between the model 
and the HP due to fouling. However, the evaporator of the case study HP could not be dismantled for cleaning, 
which prevented the complete removal of fouling. 
The model used in this study led to a suboptimal representation of the dynamic off-design operation of the HP, 
which was indicated by the biased patterns observed in the simulation residuals (see Figure 6). It would require 
the use of a dynamic model to capture most of the dynamics present in a HP. The development of a dynamic 
simulation model may require information about the volumes and materials of the vessels, control-related 
parameters, refrigerant charge estimations as well as heat transfer and pressure drop correlations. The 
development of a quasi-steady-state model does not require such a comprehensive description about the 
design of a HP. Moreover, the present study focused on fouling monitoring, which often affects the operation 
of a HP at a slower rate than abrupt faults like the presence of condensed refrigerant in the suction line of a 
compressor.  
The pumps in the secondary streams of the HP were not included in the simulation model. It is expected that 
the simulation residuals related to the estimation of power intake of such pumps will be reduced after the 
proposed fouling calibration framework is implemented. Modelling of the pumps could also indicate how the 
source side pressure drop affects the mass flow rate in the source stream. However, this adds complexity to 
the model, which may increase the time required for each simulation. Another limitation of the proposed 
framework was that it only enabled the analysis of historical data from the HP. The authors expect to 
complement the present version of the framework with forecasting methods that will enable the estimation of 
the future operation of a HP and the optimization of the time of CIP.     

5. Conclusion 
A quasi-steady-state simulation model of a heat pump used for district heating supply was calibrated based 
on operational data obtained from a cloud-based data management system. This framework enabled the 
estimation of the performance and the effects of fouling on the heat pump, even when the model did not 
represent accurately the dynamics of such a system. Particularly, the re-calibration of the model based on 
time-dependant parameters related to fouling allowed to obtain simulation results that were in agreement with 
measurements over a period of nearly three weeks. This allowed to assess the degree to which a CIP 
implementation reduced the evaporator thermal resistance and source stream pressure drop caused by 
fouling. The proposed framework could be used for real-time monitoring of large-scale heat pumps, where the 
relatively short simulation time achieved, automatic model calibration and leverage of existing sensing devices 
could be beneficial.  
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Nomenclature 
Abbreviations  Subscripts and superscripts  
API application programming interface  c condensation 
CF correction factor  calc calculated 
CIP cleaning-in-place  clean clean 
HP heat pump  con condenser 
HS high-stage  DSH desuperheater 
LS low-stage  meas measurement 
(N)RMSE (normalized) root mean square error  e evaporation 
res residual  eva evaporator 
SCADA supervisory control and data acquisition  f fouling 
   h heat output 
Letter symbols   in inlet 
A heat transfer area, m2  is isentropic 
dp pressure difference, bar  m intermediate 
dT temperature difference, K  out outlet 
ṁ mass flow rate, kg/s  pp pinch-point  
N compressor speed, rpm  s swept 
Q̇ heat flow rate, kW  sc sub-cooler 
p pressure, bar  sim simulation 
R thermal resistance, K/kW  sink sink stream 
T temperature, ˚C  sp set point 
U overall heat transfer coefficient, kW/Km2  source source stream 
V volume, m3  total total 
V̇ volume flow rate, m³/s  th thermal 
w weight, -  vol volumetric 
Ẇ power, kW  w water 
     
Greek symbols     
ρ density, kg/m3    
η efficiency, -    
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