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Abstract

We propose a new variant of the Adam optimizer [Kingma and Ba, 2014] called
MICROADAM that specifically minimizes memory overheads, while maintaining
theoretical convergence guarantees. We achieve this by compressing the gradient
information before it is fed into the optimizer state, thereby reducing its memory
footprint significantly. We control the resulting compression error via a novel
instance of the classical error feedback mechanism from distributed optimiza-
tion [Seide et al., 2014, Alistarh et al., 2018, Karimireddy et al., 2019] in which
the error correction information is itself compressed to allow for practical memory
gains. We prove that the resulting approach maintains theoretical convergence
guarantees competitive to those of AMSGrad, while providing good practical per-
formance. Specifically, we show that MICROADAM can be implemented efficiently
on GPUs: on both million-scale (BERT) and billion-scale (LLaMA) models, M1-
CROADAM provides practical convergence competitive to that of the uncompressed
Adam baseline, with lower memory usage and similar running time. Our code is
available at https://github.com/IST-DASLab/MicroAdam.

1 Introduction

The Adam [Kingma and Ba, 2014] adaptive optimizer and its variants [Reddi et al., 2019, Loshchilov
and Hutter, 2019] has emerged as a dominant choice for training deep neural networks (DNNs),
especially in the case of large language models (LLMs) with billions of parameters. Yet, its versatility
comes with the drawback of substantial memory overheads: relative to naive SGD-based optimization,
the Adam optimizer states doubles the memory overhead, as it requires storing two additional parame-
ters for each variable. For large-scale models, these memory demands pose a significant challenge. In
turn, this has spurred research into memory-efficient adaptive optimizers, such as AdaFactor [Shazeer
and Stern, 2018], 8-bit Adam [Dettmers et al., 2021], or the very recent GalL.ore [Zhao et al., 2024]
low-rank projection approach. Despite their popularity and practical utility, the above methods lack
rigorous convergence guarantees, and often trade off memory reductions with decreased convergence
in practice. This raises the question of whether it is possible to design adaptive optimizers that are
not only memory-efficient, but also maintain strong theoretical and practical performance metrics.

Contributions. In this paper, we address this gap by introducing MICROADAM, an adaptive optimizer
which guarantees low memory usage but also ensures provable convergence. We develop our approach
to improve the performance of finetuning LLMs and mainly focus on the research question “are all
gradient entries important for optimization?” To answer this question, we start from the idea that
we can allow the (lossy) sparse projection of gradient information before it enters the optimizer
states; crucially, different from prior work, we ensure convergence by correcting for the inherent error
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due to compression by employing a novel variant of error correction, a mechanism introduced for
distributed optimization [Seide et al., 2014]. However, simply using error feedback would not lead to
memory savings, since the size of the error correction buffer is comparable to the that of the original
optimizer state. Instead, our main algorithmic innovation is in showing that the error feedback can
itself be compressed in the context of adaptive optimization. This renders the memory overhead of
error feedback negligible, while preserving convergence guarantees.

Specifically, on the theoretical side, we provide a new analysis showing that, under reasonable
assumptions on the loss function being optimized and on the degree of compression, MICROADAM
provably guarantees convergence, at asymptotically the same rate as AMSGrad [Zhou et al., 2024a],
i.e. a version of Adam with general convergence guarantees, that fixes a fundamental technical issue
in the Adam optimizer’s proof [Reddi et al., 2019]. The key finding is that our approach allows for the
overhead of compression to be shifted to the higher-order terms, where it should not impact practical
convergence in common cases. This claim holds both for general smooth non-convex functions, and
for non-convex functions under the Polyak-Lojasiewicz (PL) assumption, highlighting a trade-off
between the degree of compression of the gradients, and that of the error feedback.

We complement our algorithmic and analytic results with an efficient GPU implementation of
MICROADAM, which we validate for fine-tuning language models from the BERT [Devlin et al.,
2018], OPT [Zhang et al., 2022] and LLaMA [Touvron et al., 2023] families, with hundreds of
millions to billions of parameters. We show that, in practice, gradients can be projected to very high
sparsity (99%), while the error correction can be stored at 4 bits per component, without loss of
convergence. Concretely, our method can significantly improve upon the memory footprint of the
extremely popular 8bit Adam [Dettmers et al., 2021] when fine-tuning models such as LLaMA2-
7B/13B [Touvron et al., 2023], at similar or better accuracy. At the same time, MICROADAM provides
better accuracy relative to high-compression heuristics such as GaLore [Zhao et al., 2024].

In summary, we provide a new theoretically-grounded approach to memory-efficient adaptive op-
timization, which has the advantage of providing both theoretical guarantees and good practical
convergence, while being scalable to billion-parameter models. MICROADAM could therefore serve
as a useful new tool for accurate and memory-efficient optimization of large models.

2 Related Work

We mainly focus on related work reducing the cost of optimizer states. Dettmers et al. [2021]
considers this problem, specifically by performing fine-grained quantization of the optimizer states.
Their work does not alter the Adam algorithm; instead, it deals with the challenge of accurately
compressing the dynamically-changing meta-data sequence. As the name suggests, the space savings
correspond to roughly halving the memory required by the optimizer states, relative to FP16. In
the same vein, AdaFactor [Shazeer and Stern, 2018] and CAME [Luo et al., 2023] reduce memory
cost by factorizing the second-order statistics, while the recent GaLore [Zhao et al., 2024] factorizes
the gradients themselves before they enter the optimizer state (but does not use error correction).
Importantly, these methods are heuristics: they do not provide theoretical guarantees under standard
assumptions,” and in practice require careful tuning to preserve convergence [Luo et al., 2023]. By
contrast, our method is theoretically justified, and provides good practical convergence. Earlier work
by Anil et al. [2019] provides convergence guarantees for a compressed variant of Adagrad [Duchi
et al., 2010] called SM3, improving upon earlier work by Spring et al. [2019]. However, it is not
clear how to extend their approach to the popular Adam optimizer, and heuristic methods appear to
provide superior performance [Luo et al., 2023].

Conceptually, our work is related to error feedback mechanisms studied in distributed optimization,
e.g. [Seide et al., 2014, Alistarh et al., 2018, Karimireddy et al., 2019, Richtarik et al., 2021].
Specifically, Li et al. [2022] proved convergence of AdaGrad-like algorithms in conjunction with
error feedback, in a distributed environment. Our focus is different: minimizing memory costs in the
single-node setting: for this, we show that the error correction buffer can itself be compressed. We
provide an analysis for the resulting new algorithm, and efficient CUDA implementations.

More broadly, scaling adaptive or second-order optimizers to large models is a very active area.
Works such as GGT [Agarwal et al., 2019], Shampoo [Gupta et al., 2018] and M-FAC [Frantar et al.,

2GaLore [Zhao et al., 2024] does state convergence guarantees for a variant of the algorithm with fixed
projections, but this is under a strong “stable rank” assumption, which may not hold in practice.

https://doi.org/10.52202/079017-0001 2



2021] provided quadratic-space algorithms that are still feasible to execute for moderate-sized DNNs,
but will not scale for billion-parameter models. Follow-up work such as AdaHessian [Yao et al.,
2020], Sophia [Liu et al., 2023], Sketchy [Feinberg et al., 2023] and EFCP [Modoranu et al., 2023],
scaled these approaches via additional approximations. Of these, the closest work to ours is EFCP,
which uses sparsification plus standard error feedback to compress the gradient window employed in
the Fisher approximation of the Hessian. However, EFCP does not compress the error accumulator,
assumes a different optimization algorithm (Natural Gradient [Amari, 2016]), lacks convergence
guarantees, and does not scale to billion-parameter models.

3 The MICROADAM Algorithm

Notation. We consider a standard Adam-type algorithm, which we will augment for memory savings.
We will use f for the loss function, d for the model size, k for the gradient density (sparsity d — k),
0; and g, for the model parameters and gradient at step ¢ respectively, 7; for the learning rate, A for
the weight decay parameter, m; and v; for the first and second moment of the gradient, € for the
numerical stability constant, 8; and S5 for the momentum coefficients for m; and v; respectively.
Furthermore, we use e; for the error feedback (EF) vector, b the number of bits for EF quantization,
m for the sliding window size, G = (Z, V) for the sliding window of size m x k that stores indices Z
and values V selected by the Top-K operator.

Algorithm Description. We provide pseudocode in Algorithm 1 and highlight the parts related to
error feedback quantization in blue. The main idea is to compress the gradients via TopK sparsification
before they enter the optimizer state, and to correct for the inherent error by applying error feedback
e; € Re. Instead of storing the optimizer state directly, we maintain a “sliding window” of highly-
sparse past gradients and dynamically re-compute the Adam statistics at each step based on this
window. Yet, this alone does not improve space, as the error buffer partially negates the benefits of
gradient compression. Instead, we prove that the error feedback accumulator can itself be compressed
via quantization.

In detail, at step t = 1, the error feedback e; is completely zero, as initialized in line 2, and thus,
at line 5 the accumulator a; will only contain the stochastic gradient g;. At line 6, we perform the
Top-K compression and only keep the top-1% of values V; and their corresponding indices Z;. The
compression is equivalent to choosing the top-1% values in the left and right tails (outliers) due
to the absolute value we apply on top of accumulator a. At line 7, we remove the outliers from
the accumulator because they will be transferred to the buffer matrix G. This step is equivalent to
e < a — Ty (a) found in theoretical results. After line 7, what is left in a is called the error feedback
(e.g. the weights which were not chosen by Top-k). At line 8, we compute the statistics § and A
needed for quantization, and at line 9, we effectively quantize the accumulator (e.g. error feedback
after line 7). At line 10 we update the buffer G, in lines 11, 12 and 13 we compute the statistics 1, 0
(computed by squaring the entries of G element-wise) and update the model parameters.

For steps ¢ > 2, the only change compared to ¢ = 1 is that error feedback e is not zero anymore.
Since the error is compressed, we need to decompress it and add it to the gradient. This process
happens at line 5 and it is the point where we feed back the error: the accumulator will store the
gradient whose direction is corrected by the error (e.g. the cumulative history of weights not chosen
by Top-k at the previous steps).

Properties and Limitations. We would like to point out that the resulting update w, = m /(e + /)
will always be highly sparse when the window size m is small. For illustration, if we use density
k = d/100 (e.g. 1% density equivalent to 99% sparsity) with m = 10 and suppose that all rows in
the indices matrix Z are disjoint, then the overall density in the update u; will be 90%. The sparsity of
u, increases if rows in Z have common values. MICROADAM yields good results for LLM finetuning
and pre-training computer vision models, as the experimental section shows. However, we noticed
the update u, of MICROADAM is too sparse to be able to provide good enough updates for LLM
pre-training. We believe this happens because the attention layers must receive dense updates to be
able to learn the correlations between words.

Dynamic Statistics. In ADAMSTATS procedure in Algorithm 2 we implement the unrolled recursion
of momentum z; < Bz;—1+(1—)g; for the last m sparse gradients as z; < (1—_) Zzzt_m Bt g
and we also perform the bias correction in the end. Because we compute 7i7; and 9, using the last
m sparse gradients in the window, in line 4 we dynamically determine the exponent r for the decay
factor 5" based on the current optimization step ¢, ith row of the circular buffer G and the window size
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m. The last gradient added to G will have » = 0, while the oldest gradient in G will have r = m — 1.
In the end, we will add the values 5"V to the buffer z at the corresponding indices Z;, which is a
fast operation because we only manipulate 1% of values at a time. We discuss the efficient CUDA
implementation in the Appendix.

Algorithm Intuition. To gain intuition, we illustrate the impact of compressing gradients via TopK
before they are incorporated into the optimizer state for Adam, both with and without error feedback
(EF). Figure | shows how EF fixes AdamW with Top-K compression. The plot on the left shows the
optimization trajectory of the original Adam optimizer. The center plot illustrates the convergence of
Top-K Adam when we only choose the largest coordinate from the accumulator (equivalent to 50%
sparsity since the problem is 2D). In the end, on the right side we show that adding EF to Top-K
Adam recovers the same optimization trajectory as the original Adam optimizer. Extrapolating to
higher dimensional problems, our MICROADAM approach helps recover the trajectory of the original
Adam optimizer, while using less memory. The results clearly show that EF is essential for fast
convergence. Besides, TopK with EF, which is a surrogate of MICROADAM, allows for competitive
convergence relative to the uncompressed baseline. In Appendix F, we discuss the implications of
Error Feedback applied to GaLore.

Algorithm 1 Pseudocode for MICROADAM
with quantized EF

Algorithm 2 Adam Statistics, Quantization and
Inverse Quantization

11: My < ADAMSTATS(f1,G)
122 O < ADAMSTATS(f32,G?)

end procedure
: procedure Q~1(z¢,d, A, b)

13: 9t+1 — 9t — Nt E+m\/ta u — ==
4 i (i 1)%m p e s
15: end for returnQ:E

1: Input: 51, 02,¢,G,T,d, k 1: procedure ADAMSTATS(3,G,t, m,d)
2: mg, vy < 04,04 2 z < 04
(51,A1 +~— 0,0 3 for i ¢ {1,2,...,min(t,m)} do
e1 ¢ 0% 4 r (t—i—1)%m
3: fort ={1,2,...,T} do 5 z[L;] < z|Z;) + 87V
4 g — ﬁefwt) 6 end for (1
5 ar <= ge + Q er, 0y, Ay) 7 return —z;
6: Ly, Vi Ti(ae]) 8: end procedure
7 a¢[Z;] <0 1: procedure Q(z,5, A, b = 4)
8: Oti1, At+1( %glin(it),n)mx(at) 2: U — %
90 ery1 ¢ Qar, 01, A 3 o | 2= 41
10: G+ (i, V) 4 reci:urn Lxg +al
5
1
2
3
4
S:

end procedure

Figure 1: Optimization trajectories of Adam, TopK-Adam and TopK-Adam with EF applied on the
Rosenbrock function f(z,y) = (1 — )% + 100(y — 2?)? starting from (z,y0) = (—3,1). Notice
the extremely “jagged” profile of TopK-Adam without EF, and the recovered convergence when EF

is added.

Top-k Adam
W\ P

Top-k Adam with EF

\

AN

3.1 Efficient Implementation

A direct implementation (e.g., in Pytorch) of the previous algorithm would not bring significant
benefits, and would in fact might slow down optimization in terms of wall-clock time. To realize the
theoretical gains, we detail a GPU-aware implementation below.
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Accumulator a;. First, we do not use an additional accumulator tensor a;; instead, we use a CUDA
kernel to dequantize the error buffer, and store the result in the grad attribute of the model parameters.
This allows us to accumulate the error feedback into the gradients, without allocating a full or half
precision d-dimensional array. Each component of the EF has 4 bits and the entire EF is stored in an
array of size d/2 of uint8 values.

Top-K. Since we run on LLMs with billions of parameters, naive storage of the sparse indices would
require using an int64 type for the indices matrix Z, assuming that the Top-K operator is applied
globally to all the parameters in a;. To avoid this cost, we apply Top-K in blocks of fixed size
By < 215 — 1 = 32767 and store block-relative indices in int/6 format (during the development of
MICROADAM, PyTorch did not have support for uint16). Applying Top-K per row to a; reshaped to
2D is not only faster, but provides the block-relative indices directly.

Computing Top-K in blocks also allows us to allocate and efficiently use CUDA shared memory
blocks to dynamically compute the statistics 7y and 0, for Adam, as described in the ADAMSTATS
procedure in Algorithm 2. We allocate the maximum possible shared memory for each thread block
and store M, (first half) and 0, (second half) at consecutive locations in the shared memory. Once
these statistics are computed, it is easy to update the model parameters. Note that the block-relative
indices returned by Top-K will be directly used as indices in the shared memory array of CUDA
thread blocks to retrieve values from Z and V.

Quantization metadata. Our approach also stores two additional vectors § and A used for quantiza-
tion. Since the quantization block size B, is set to a very large value (e.g. 100K), the space required
for these two arrays becomes negligible in comparison to the buffer G and error feedback e.

Practical memory usage. We note that we apply MICROADAM per layer, and that the size of
quantization statistics 6 and A are allocated based on the layer size. Having many such small tensors
may result in slightly sub-optimal memory allocation from Pytorch. This is why our reported memory
usage can be higher than the theoretical usage for small models, in the 100M parameter range; these
effects disappear for billion-parameter models, where the savings are significant.

3.2 Memory footprint analysis for the optimizer states and comparison with other methods

We now compare the theoretical memory footprint of MICROADAM with AdamW [Loshchilov and
Hutter, 2019], AdamW-8 bits [Dettmers et al., 2021], and Gal.ore [Zhao et al., 2024], focusing
on memory usage of the optimizer states m; and v, each of size d, expressed in bytes (B). For
concreteness, we report the practical memory usage for the optimizer state for a Llama-2 7B model
for each optimizer.

* AdamW stores states in floar32 format (4 B per component), resulting in a total memory footprint
of 4d + 4d = 8d (B), while using bfloat16 would result in 4d (B) memory. We will refer to these
memory footprints as M 432 = 8d (B) = 50.21 (GB) and M 416 = 4d (B) = 25.10 (GB).

* AdamW-8 bit stores states in 8-bit format (1 B per component), both with d components, with
memory footprint of M aws = d + d = 2d (B) = 12.55 (GB).

* MICROADAM stores the error feedback e in 4-bit format (0.5 B per component) and the sliding
window G that stores the indices Z in int16 and V in bfloat16 format. Both have m x k components,
each requiring 2 B per component. In the end, for m = 10 and k£ = d/100, the memory footprint
is My, 4(m) = 0.5d + 4mk (B) = 0.9d (B) = 5.65 (GB), that is, half of AdamW-8bit.

* GaLore. Given a neural network with L layers, where each layer has weight matrix 1; € R4:*5:
(shaped as a 2D matrix), the model size d = Zle A;B;. Galore uses a rank-r compression via
the SVD composition as W; = USV™, where U € R4*4i and we choose the first » columns
of U as R; € R4*" to project the gradient of I¥; to the 7-dimensional space. As a consequence,
the dimension d shrinks to d,, = ZiL:1 Air =1 ZiLzl A;, which represents the total number of
components to be stored in the GPU memory only for the projection matrices R;. If we suppose
they are stored in bfloatli6 (2 B per component), then the entire memory usage for low-rank
projection would be 2d,.. Note that some layers in the model are rank-1 and they do not need
compression, but will still have associated states in Adam, which means they must be tan into
consideration when computing the theoretical memory (we will use ¢; for memory of rank-1 layers).
In addition, we have to store the states m; and v; for AdamW in bfloat16 format, which adds
another 4d,. bytes. In sum, the total memory footprint of GaLore is Mg aw16(r) = 6d,- + 2¢1 (B),
while for the 8-bit version we get Mgraws(r) = 4d, + 2¢; (B). In the end, the practical
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memory usage for Llama-2 7B is Maraws(256) = 1.36 (GB), Mgraws(1024) = 5.43 (GB),
Me 1 aw6(256) = 2.04 (GB) and M1 aws(1024) = 8.15 (GB).

Discussion. Assume our goal is to obtain a lower memory footprint compared to AdamW-8 bit. We
fix the gradient density to £ = d/100 and we have to determine the number of gradients (window
size) m for MICROADAM in order to be competitive with AdamW-8 bit.

For this, we have to solve the equation M, 4(m) = Mawsg for m, resulting in mmax = 37.5.
Specifically, if we use a gradient history of m < mpyax gradients in G, MICROADAM will have
theoretical memory savings. We will see that, in practice, this history size m = 10 is more than
enough for good practical results. As entries in the window past this range are dampened extremely
significantly, their influence is negligible. In Appendix D, we provide Python code to compute the
theoretical memory usage for the three optimizers for Llama-2 7B.

4 Convergence Guarantees for MICROADAM

In this section, we present our theoretical framework. We begin by introducing and discussing the
analytical assumptions used in our theory, providing an analytical view of the proposed MICROADAM
algorithm, along with two theoretical convergence results.

4.1 Gradient and Error Compression

We now define two classes of compression operators widely used in the literature.
Assumption 1. The gradient compressor C : R? — R is q-contractive with 0 < q < 1, i.e.,
IC(z) —z|| < qllz||, foranyx € R

The compression we use in Algorithm 1 is the TopK compressor 7T}, selecting top k coordinates in

absolute value. This is known to be contractive with ¢ = /1 — ¥/4. Another popular contractive
compressor is the optimal low-rank projection of gradient shaped as a d x d matrix, in which case

g = /1 — R/d where R is the projection rank.

The second class of compressors, which we use for the error feedback, requires unbiasedness and
relaxes the constant in the uniform bound.

Assumption 2. The error compressor Q : R — R? is unbiased and w-bounded with w > 0, namely,
E[Q(x)] =z, Q) -zl <wlz], foranyxeR"

One example of w-bounded compressor, a version of which is used in Algorithm 2, is the randomized
rounding quantizer we employ, whose properties we provide below.

Lemma 1. Consider Algorithm 2 with randomized rounding, i.e., for a vector x € R® with § =
min; x; and A = max; x;, let &; := L$T_5 + &|u + § be the i-th coordinate of the quantized vector

&, where & ~ U|0, 1] is the uniform random variable and u = ;Abj is the quantization level. Then

Eld) =z, ||z -2 < ¥ Arisllell, forallzeR™

Next, we provide an “analytical” view of our method in Algorithm 3. Essentially, we use the
contractive compressor C for compressing the error corrected gradient information g; + e;, and the
unbiased compressor Q to compress the remaining compression error g; + e¢; — C(g: + e;).

Algorithm 3 MICROADAM: Analytical View

1: Input: parameters (31, B2 € (0,1), € > 0, step-size n > 0, 6; € R%, e; = mg = vy = 9 = Oqg
2: fort={1,2,...,7} do

3: gt = Vo f(0) < Compute unbiased stochastic gradient
4: gt =C(gt + er) ¢ Add accumulated error e; and compress
5: err1 = Qler + gt — Gt) ¢ Update and compress the error
6: my = Brm—1 + (1 — 51)G: © Update first-order gradient moment
7: vy = Bavg_1 + (1 — B2) g} ¢ Update second-order gradient moment
8: 0y = max(ve, O¢—1) © Apply AMSGrad normalization
9: Oiv1=0.—n \/% ¢ Update the model parameters
10: end for
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It is clear from this description that our objective with these two compressors, C and Q, is to
approximate the dense gradient information g; + e; using two compressed vectors: §; = C(g: + e;)
and Q(g: + e+ — g:). However, in doing so, we inevitably lose some information about g; + e;
depending on the degree of compression applied to each term. Thus, the condition (1 + w)gq < 1
required by our analysis can be seen as preventing excessive loss of information due to compression.

4.2 Convergence Guarantees for General Smooth Non-convex Functions

Next, we state our algorithm’s convergence guarantees under standard assumptions, stated below:

Assumption 3 (Lower bound and smoothness). The loss function f: R* — R is lower bounded by
some f* € R and L-smooth, i.e., |[Vf(0) — Vf(0)| < L||0 — 0], forany 0,6 € R

Assumption 4 (Unbiased and bounded stochastic gradient). For all iterates t > 1, the stochastic
gradient gy is unbiased and uniformly bounded by a constant G > 0, i.e., E[g;] = V f(6:), ||g:]| < G.

Assumption 5 (Bounded variance). For all iterates t > 1, the variance of the stochastic gradient g,
is uniformly bounded by some constant o* > 0, i.e., E[||g; — Vf(0,)|]%] < o2.

Main Result. The above assumptions are standard in the literature, e.g. [Défossez et al., 2022, Li
et al., 2022, Xie et al., 2023, Zhou et al., 2024a]. Under these conditions, if the two compressors
satisfy the basic condition (1 4+ w)q < 1, we show:

Theorem 1. (Non-convex convergence rate) Let Assumptions 1, 2, 3, 4, 5 hold and q,, := (1+w)q <
L. Then, choosing n = min{ 7%, ﬁ} MICROADAM (Algorithm 3) satisfies

D—f* o2 +C2G? 3
ESLLE(IVA0)]7) < 26y (LUL 4 UEHGE ) | o (€2Gx)

T
with constants Cy := Zl((lqu‘éi)): G? + eand Cy == wq(1 + 12:132 ).

Discussion. First, notice that the leading term % of the rate is the optimal convergence speed

for non-convex stochastic gradient methods [Ghadimi and Lan, 2016]. Furthermore, the obtained
convergence rate (’)(ﬁ + %) asymptotically matches the rate of uncompressed AMSGrad in the
stochastic non-convex setup [Zhou et al., 2024a]. Hence, the added compression framework of
the MICROADAM together with error feedback mechanism can slow down the convergence speed
only up to some constants including the dimension. Evidently, the additional constants Cy and
C» affected by compression and appearing in the leading terms can be easily estimated once the
compressors are fixed. Besides, if we store the full error information without applying Q compressor
(i.e.,w =0, g, = q), then MICROADAM reduces to the single-node Comp-AMS method by Li et al.
[2022] recovering the same convergence rate. The full proof is provided in the Appendix.

4.3 Convergence Rate for Non-Convex Functions under the PL. Condition

Next, we show that we can obtain even stronger bounds when the objective satisfies the PL condition:

Assumption 6 (PL-condition). For some p > 0 the loss f satisfies Polyak-Lojasiewicz (PL) inequality
IVFOI? > 20(f(0) = %), forany § € R™.

In this case, we can show:

Theorem 2. (PL convergence rate) Ler Assumptions 1, 2, 3, 4, 5 and 6 hold, and q,, < 1. Then,
choosing 1 = min{ <, 290196 T 'MICROADAM (Algorithm 3) satisfies

4LCy? uT
2 2 2 2 2 ~ 4
E[f(0741)] — f* < 21(}gT (LSO o +(ci;r02)c + co(1+0;\)/(g1+d)c ) L0 (G (Tc;rd))

with constant Cy = 15151 (1+Cy) + 12_(1;2 .

Discussion. In contrast to the general non-convex setup, the study of non-convex analysis under the
PL condition for AMSGrad or Adam-type methods is much less extensive. The only work we found
analyzing the PL condition, which claims to be the first in this direction, focuses on Adam when
B2 — 1, achieving a convergence rate of O(%) [He et al., 2023]. However, our MICROADAM is based
on AMSGrad normalization, and no constraint on 3 is imposed in the analysis. Therefore, similar to
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the general non-convex case, we are able to achieve the best-known convergence rate in the leading
term, up to a logarithmic factor. The third, higher-order term has higher constant dependencies, but
they should be negligible as the term is dampened by 7. Hence, in this case as well, the theory
predicts that the convergence rate of the algorithm should be similar to the uncompressed version,
modulo a constant that can be controlled using the compression parameters.

5 Experiments

We now validate our optimizer experimentally. We focus on comparing MICROADAM with Adam,
Adam-8bit, GaL.ore and CAME in the context of LLM finetuning on different tasks and with SGD,
Adam and AdamW-8bit in the context of ResNets on ImageNet. Concretely, we test our optimizer in
full finetuning (FFT) scenario on BERT-Base/Large [Devlin et al., 2018] and OPT-1.3B [Zhang et al.,
2022] on GLUE/MNLI and Llama2-7B/13B [Touvron et al., 2023] on the GSM8k math reasoning
dataset and on the Open-Platypus instruction tuning dataset, as well as pre-training ResNet models
on ImageNet. We provide full details regarding training settings hyper-parameters in Appendix B.

Finetuning results on GLUE/MNLI. We first test our integration of MICROADAM in HuggingFace
Transformers [Wolf et al., 2020] on moderate-sized language models such as BERT-Base/Large
(110M and 335M parameters) and OPT-1.3B, comparing with Adam, Adam-8bit, CAME and GaLore.
The results are shown in Table 1. Certain optimizers, notably CAME and Gal ore, had numerical
stability issues across runs; for a fair comparison, we report the numbers for the run with maximum
accuracy. We emphasize that all methods were tuned using the same protocol.

The results show that MICROADAM achieves comparable memory usage to the state-of-the-art
heuristics Adam-8bit and GaLore, while being surprisingly lower than CAME on all tasks. The
memory savings for GaLore are more visible when the model size increases, which follows our
analysis of theoretical memory usage. However, we see that these gains come at a significant accuracy
cost for GaLore: across all tasks, it drops at least 1% accuracy relative to MICROADAM. For BERT-
Base we ran GaLore with a higher SVD re-computation frequency 7' = 20 (10x lower) and the
results did not improve, but its running time was much higher. Relative to 8bit Adam, MICROADAM
uses essentially the same memory, but achieves slightly better accuracy.

From these results, we conclude that MICROADAM can provide better accuracy relative to other
memory-efficient methods on moderate-sized models, at similar space costs. We show training loss
curves in Appendix C.

Table 1: Finetuning results on GLUE/MNLI. We report the entire memory usage read from the GPU
during training, that includes the optimizer state, activations and gradients. The asterisk flags the runs
for which one or two seeds did not converge (we report the run with maximum performance).

Model  Metric | MICROADAM |\ 0 Adam-8b CAME  oakore
(m = 10) r = 256

train loss | 0.2651 04228 03402 0.6431% 03908
BASE  accuracy |  85.10% 83.53%  84.61%  76.13%*  83.820%*
(110M)  memory | 255GB | 270GB  253GB  269GB  2.53 GB
train loss | 0.2509 03857 02876  0.6658% 03768
LARGE  accuracy |  86.17% 8479%  86.18%  7523%*%  84.90%*
(335M)  memory | S98GB | 664GB  604GB  659GB  585GB

train loss | 0.2122 02066 02611 04959  0.2831

OPT-1.3B  accuracy |  $8.18% 87.90%  8781%  83.15%  871.70
(13B)  memory | 1528GB | 17.66GB 15.00GB 17.13GB 13.66 GB

Finetuning results for LLaMA?2 on GSM-8k. Next, we perform finetuning on Llama-2 7B/13B
on GSM-8k, a challenging grade-school-level mathematical reasoning dataset. The baseline model
obtains extremely low zero-shot accuracy on this task and therefore fine-tuning is necessary. In this
setup, we compare MICROADAM with Adam and Adam-8bit in terms of evaluation accuracy and
memory usage. In Table 2 we show our results for 3 training epochs, global batch size 32 with
micro-batch (per-device) size 1, max sequence length 512 on a single GPU, which are the standard
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parameters for this task. We integrated our optimizer with the 11m-foundry repository of MosaicML
and tested via lm-evaluation-harness.

For the 7B model, out results show that MICROADAM can allow accurate full fine-tuning of a 7B
model on this task using a single 40GB GPU. Moreover, MICROADAM preserves accuracy relative
to Adam, with lower memory usage than the well-optimized implementation of 8bit AdamW, and
marginally lower running time for the shorter gradient window m = 10. Increasing the window size
m to 20 gradients leads to slightly better accuracy, at the cost of higher runtime and space, but still in
the 40GB limit. Running GaLore in this setup was infeasible since using SVD decomposition for
all layers in the model was too slow. Preliminary experiments (with high runtimes) did not yield
competitive accuracy. We show training loss curves in Appendix C.

The results show that MICROADAM allows for full accuracy recovery on this task as well relative to
Adam, despite using 50% less memory. (The memory usage and runtime are very similar to those in
Table 2 and are therefore omitted from Table 3.) Moreover, MICROADAM obtains consistently better
accuracy relative to Adam-8b, especially on the more challenging ARC-c task.

Table 2: FFT results for Llama-2 7B/13B on GSM-8k.

LLaMA-2 size Optimizer Accuracy State Total Runtime
Adam 34.50% 251 GB  552GB 1h17m
7B Adam-8b 34.34% 1255GB 425GB  1h 18m

MICROADAM (m = 10)  34.72% 565GB 37.1GB 1h 8m
MICROADAM (m = 20)  35.10% 825GB 39.7GB  1h37m

Adam 47.08%  4842GB >80GB  1h20m
13B Adam-8b 45.19% 2421GB >80GB 1h17m
MICROADAM (m = 10) 44.88 % 10.9 GB 70 GB 1h 38m

Finetuning results for LLaMA2-7B on Open-Platypus. Finally, in Table 3 we present FFT results
with various optimizers on the popular instruction-tuning Open-Platypus dataset [Lee et al., 2023].
To ensure fair comparisons, we perform the same grid search for each optimizer to find the best
performing learning-rate, while keeping all other hyperparameters at their default values. We use
m = 10 gradients for the sliding window and gradient density & = 1%. Evaluations are conducted
following the standard few-shot setup of the Open LLM Leaderboard [Beeching et al., 2023] on the
following datasets: ARC-c [Clark et al., 2018], HellaSwag [Zellers et al., 2019], MMLU [Hendrycks
et al., 2021], and Winogrande [Sakaguchi et al., 2019].

Table 3: FFT results on instruction-following Open-Platypus [Lee et al., 2023] dataset. The results
show that MICROADAM fully recovers accuracy relative to baseline Adam, and outperforms the 8bit
variant, despite using less memory.

Optimizer Memory Average  ARC-c  HellaSwag MMLU Winogrande

Accuracy  25-shot 10-shot 5-shot 5-shot

AdamW 67.17 GB 62.10 52.56 77.38 45.53 72.93
Adam-8b 53.93 GB 61.84 51.96 77.51 44.11 73.79
MICROADAM 46.63 GB 62.36 53.07 77.46 45.04 73.87

Pre-training results for ResNets on ImageNet. In Table 4 we present our results for pre-training
(from scratch, randomly initialized weights) for ResNet-18/50 on ImageNet (see Figure 6 and Figure 7
in Appendix C). We compare our MICROADAM with SGD, Adam and AdamW and report the training
loss, validation accuracy and only the optimizer state memory because the total memory usage is
not an issue for ResNets on ImageNet (here we focus on the results to emphasize the pre-training
performance). For ResNet-18, AdamW reaches the lowest training loss, followed by AdamW-8bit,
MICROADAM and in the end MICROADAM. However, despite slightly larger loss, MICROADAM
yields the best result among all optimizers, with 2% more than the highly tuned SGD, while having
the lowest memory footprint for the optimizer states. For ResNet-50, AdamW-8bit reaches the lowest
training loss, followed by AdamW, MICROADAM and SGD. The validation accuracy for AdamW
and AdamW-8bit is surprisingly small compared to SGD and MICROADAM. As it is widely known
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in the community, Adam variants have lower performance than SGD for Computer Vision tasks
and MICROADAM fixes this issue (see the Discussion section for an intuitive explanation for this
phenomenon).

Table 4: Pre-training results for ResNet-18 and ResNet-50 on ImageNet.

Model Metric SGD AdamW  AdamW-8bit MICROADAM
Train Loss 1.416 1.087 1.104 1.218
ResNet-18  Accuracy 69.96% 69.83% 70.13% 71.86%
State Size 44.59 MB  8§89.18 MB 22.30 MB 10.03 MB
Train Loss 0.9770 0.5344 0.5158 0.7732
ResNet-50  Accuracy 76.24% 72.05% 72.48% 77.37%
State Size 97.49MB  194.98 MB 48.75 MB 21.94 MB

Pre-training LLMs. In this section we explain why we do not include LLM pre-training results. Our
motivation is twofold. First, MICROADAM is mainly designed for low-memory finetuning, and the
experimental section shows that MICROADAM achieved this goal. Surprisingly, updating only 10%
of the weights at each step yields to significantly better performance compared to SGD for ResNets
on ImageNet. Secondly, our experiments on LLM pre-training showed difficulties in achieving the
same performance compared to AdamW-8bit. Our explanation is that projection matrices from the
attention layers must receive dense updates to learn the correlations between words. In contrast to the
convolutional filters for CV models, the weights in attention are much larger and try to capture global
correlations (features) between words, while the convolutional filters are smaller and capture local
features.

Discussion. In Appendix A we provide information about the optimization set, intuitive explanations
for the implicit regularization effect of MICROADAM, as well as an overview of our results.

6 Limitations and Broader Impact

The MICROADAM algorithm we propose is designed and tested with fine-tuning workloads in mind,
where the user aims to minimize the memory cost of optimizing over a powerful pre-trained model.
Additional work is needed to adapt our approach to the case of LLM pre-training, which presents a
different set of challenges, both in terms of implementation and optimization trajectory. We plan to
undertake this study in future work as the current implementation works for ResNets.

Another limitation we aim to address in future work is that we have only focused on sparsity as a
form of gradient projection. However, our theoretical analysis also applies to low-rank projection of
gradients. We believe that our practical implementation can be extended to this case as well, although
providing a general, accurate, and efficient implementation will require non-trivial efforts.

Our work introduces a new, accurate, and memory-efficient optimizer for fine-tuning LLMs. The
major positive impact of our approach is its ability to maintain performance while reducing memory
requirements, thereby lowering the cost of running experiments due to the reduced hardware expenses.
It is important to note that while our optimizer can enhance performance and reduce costs, we do not
have control over the neural network applications trained with it.
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A Additional Explanations and Experimental Details

Optimization set. The parameters included in the optimization set usually vary depending on the
model and optimizer type. For GLUE, we do not include the embeddings in the optimization set for
any of the optimizers because our experiments showed no significant difference when optimizing the
embeddings. Moreover, it is more fair for GaL.ore which would have an increased memory usage
due to the projection matrix for the embeddings. For LLaMa2 and ResNet models, we include all
layers in the optimization set, regardless of their type. This means that MICROADAM updates at most
10% of the weights in each layer. In the original work, GaLore was applied only to a subset of layers,
such as Q-, K-, V-, O-, up-, down- and gate-projection layers. Applying GaL ore to all layers in the
same way as we do with MICROADAM would result in much larger memory usage because of the
projection matrices for the embeddings. Moreover, computing SVD for the embedding layer would
be infeasible. As a result, we omit the GalLore for LLLaMa2 and ResNet experiments.

Implicit regularization. In our results so far, we observed MICROADAM having better performance
for a few LLM finetuning tasks, but especially for the ResNet/ImageNet results, where the difference
was statistically significant (around 1%). Our intuition for this behavior mainly comes from the
accuracy curves in Figure 6 and Figure 7. The trajectories of MICROADAM and SGD are typical for
regularized training. We hypothesize that MICROADAM has an implicit regularization mechanism
because the model update u; is 90% sparse, which leads to only updating 10% of the model
parameters at each step in each layer. In contrast to a 100% dense update u;, a sparse update
would not change the model parameters as much as a dense one. In the ResNet experiments, all
optimizers used the same regularization parameter A = le — 4, but the accuracy graph shows that
MICROADAM is more regularized than SGD, while the graphs for AdamW and AdamW-8bit look
like the regularization does not have any effect.

Discussion. In summary, the experimental results have shown that MICROADAM can recover
the state-of-the-art accuracy of the the uncompressed Adam baseline, while providing significant
memory gains and matching wall-clock speed on billion-parameter models. Specifically, our approach
matches and outperforms Adam-8b and CAME both in terms of memory use and in terms of final
accuracy. Relative to the high-compression Gal.ore method, MICROADAM provides consistently
higher accuracy, as well as more stable practical convergence. We conclude that MICROADAM should
be a good alternative to Adam-8bit in memory-constrained settings, and that the empirical results
appear to validate our theoretical predictions.

B Training Settings and Hyper-parameters

In this section we provide details about the hyper-parameters that we used for each model and
dataset. We train all our models in bfloat16 format, tune the learning rates on a grid and report the
best accuracy among 3 seeds (7, 42 and 1234) and report the results for the best configuration that
converged.

All Adam variants use default parameters 3; = 0.9, B2 = 0.999, ¢ = 10~% and the regularization
parameter A is O for finetuning and 3e — 4 for ImageNet pre-training. MICROADAM uses a window
size of m = 10 gradients with k = 1% density (equivalent to 99% sparsity and quantization bucket
size is set to 64 for the error feedback.

For GaLore we use rank » = 256 and the SVD update interval is set to 7" = 200, as suggested by the
original paper. We run our experiments on NVidia GPUs A100-SXM4-80GB, H100-80GB and on
RTX 3090 with 24GB RAM in single GPU setup.

B.1 GLUE/MNLI

For GLUE/MNLLI, we used the learning rate grid {1e — 6,3e — 6, 5¢ — 6, 7e — 6, le — 5,3e — 5, be —
5,7e — 5} for all optimizers and models. Certain optimizers diverge for specific seeds. Next, we
provide some details about hyper-parameters for each optimizer individually.

MICROADAM. We use m = 10 gradients in the sliding window, k = 1% density (e.g. 99% sparsity)
and quantization bucket size 64 (we also tried 100 000, but this didn’t affect performance or memory
usage in a meaningful way).
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Adam and Adam-8bit. All hyper-parameters mentioned above apply for these two main baseline
optimizers.

GaLore. We use rank = 256 and SVD update interval T' € {20, 200}. In the original GaLore
paper, the authors tune both learning rate and in our experiments we keep scale fixed to value 1 and
augment the learning rate grid with the values {le — 4,3e — 4, 5e — 4, 7e — 4}.

CAME. This optimizer has some additional parameters that we keep to default values, such as
B3 = 0.9999. Instead of ¢, it uses €; = le — 30 and €3 = le — 16. The authors mention that the
learning rate should be much smaller than Adam’s and because of that we augment the learning rate
grid with the values {le — 7,3e — 7,5e — 7,7e — 7}.

B.2 GSM-8k.

For GSM-8k, we used the learning rate grid {le — 5,2¢ — 5,3e — 5,4e — 5,5¢ — 5,6e — 5, 7e —
5,8e — 5,9e — 5} and reported the model with the best evaluation accuracy. We found that different
versions for PyTorch, 1Im-eval-harness and 11m-foundry have large variance in the results.

MICROADAM. We use similar settings as for GLUE/MNLI above in terms of other hyper-parameters.

B.3 ImageNet

For ImageNet, we integrate our MICROADAM in the FFCV repository, which is highly tuned for
ResNets and SGD. We use £ = 100 epochs, batch size 1024, cosine learning rate schedule with
warmup and image resolution 224 x 224 and precision bfloat16. We started from the initial learning
rate 7 = 1.024 tuned in the repository which scored highest accuracy for SGD. This learning rate
also worked well for MICROADAM, but it didn’t work for AdamW and AdamW-8bit. For these two
Adam variants we divided the learning rate by 2 until the models converged.

ResNet-18. For AdamW, the learning rate is = 0.016 and for AdamW-8bit is = 0.032.
ResNet-50. For AdamW, the learning rate is 7 = 0.008 and for AdamW-8bit is n = 0.008.

C Training Graphs

In this section we show training loss curves for BERT-Base, BERT-Large and OPT-1.3b on
GLUE/MNLI and Llama-2 7B/13B on GSM-8k and ResNet-18/50 on ImageNet.

Figure 2: Training curves for BERT-Base on GLUE/MNLI
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Figure 3: Training curves for BERT-Large on GLUE/MNLI
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Figure 4: Training curves for OPT-1.3B on GLUE/MNLI
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D Memory footprint for the optimizer state

In this section we provide a python script to simulate the memory usage for our optimizer’s state for
Llama2-7b model. Note that the theoretical memory usage will always be slightly lower than the
actual allocated memory on the GPU because PyTorch usually allocates more. To run this script, run
the following commands:

import math

d = 6_738_415_616 # actual number of parameters for Llama-2 7b
k = math.ceil(d / 100)

m = 10

M.AW32 = 8 = d / (2 =% 30)

MAWI16 = 4 = d / (2 =% 30)

MAWS = 2 % d / (2 =*x 30)

MmuA = (0.5 = d + 4 =m = k) / (2 =+« 30) # B to GB
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Figure 5: Training curves for Llama-2 7B on GSM-8k

Training Loss for Llama-2 7B

1.4
—— MicroAdam
1.2 —— AdamW-8bit
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_10
8
S
= 0.8
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Figure 6: Pre-training for ResNet-18 on ImageNet

Training loss for ResNet-18/ImageNet Validation accuracy for ResNet-18/ImageNet
6 —— MicroAdam 0.7
—— AdamW-8bit
0.6
5
0.5
a
o4 o4
s 2
R 03

—— MicroAdam

0.2
2 —— AdamW-8bit
0.1 — SGD
— Adamw
1 0.0
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epoch epoch

Figure 7: Pre-training for ResNet-50 on ImageNet

Training loss for ResNet-50/ImageNet 08 Validation accuracy for ResNet-50/ImageNet
6 —— MicroAdam ’
— SGD 0.7
5 —— AdamWw-8bit 0.6
— Adamw
w4 0.5
° —
c 204
c3 2
g 0.3
—— MicroAdam
2 02 — SGD
1 . 0.1 —— AdamW-8bit
0.0 — Adamw
0 20 40 60 80 100 0 20 40 60 80 100

epoch epoch

print (f ' {M_AW3R=:.2f} GB'")
print (f'{M_AWI6=:.2f} GB'")
print(f'{M.AW8=:.2f} GB")
print (f ' {M_.muA=:.2f} GB")

_423_872 # sum_Ai from Llama-2 7B

GL_sumA = 1
= 266_240 # sum of sizes for rank-1 layers

epsilon

for bits, const in [(8, 4), (16, 6)]:
for rank in [256, 1024]:
dr = rank = GL_sumA
M_GLAW_rank = (const % dr + 2 * epsilon) / (2 =% 30)
print (f M GLAW{ bits } _rank{rank }={M_GLAW_rank:.2f} GB')
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E Deferred Proofs

At time step ¢, let the uncompressed stochastic gradient be g; = Vg f(6;), the error accumulator
be e;, and the compressed gradient after the error correction be g = C(g: + e:). The second
moment computed by the compressed gradients is denoted as vy, = Bavi—1 + (1 — B2) gf, and
0y = max{¥;_1, v;} is the AMSGrad normalization for the second-order momentum. Besides the
first-order gradient momentum m, used in the algorithm description, we define similar running
average sequence m; based on the uncompressed gradients g;.

my = Pimi_1+ (1—pP1)g and my = Bimy_y + (1 — B1)gr,

Note that m; is used only in the analysis, we do not need to store or compute it. By construction we

have
t

t
me=1=p1)Y B g mp=0-p)> B g
T=1

=1

Denote by ¢; = €441 — (er + 91 — g¢) = Qler + gt — G1) — (ex + g+ — §i) the compression noise from
Q. Due to unbiasedness of the compressor Q (see Assumption 2), we have E[(; | 0¢, g¢, ¢, e:] = O.
Also, from the update rule of e; 1 we get e;1 = e; + g+ — g¢+ + ;. Moreover, we use the following
auxiliary sequences,

t+1

Eiv1:= P&+ (1= Br)essr = (1 —By) Zﬁfﬂﬂer
o

Zivri= P2+ (1= GG = (1= 60) 3 B 76
T=1

E.1 Intermediate Lemmas

Lemma 1. Consider Algorithm 2 with randomized rounding, i.e., for a vector x € R% with § =
min; x; and A = max; x;, let T; := L“T_‘s + &|u + § be the i-th coordinate of the quantized vector

?bj is the quantization level. Then

Z, where & ~ U|0, 1] is the uniform random variable and u =

Eli] =, ||i— x| < Y2

21 \/%WH’ forall x € RY.

Proof. The unbiasedness can be verified directly from the definition for each coordinate. Without

loss of generality assume that 6 = 1 < 29 < -+ < 241 < zg4 = A. By construction of the
quantization, we have |#; — 21| = |24 — 4| = 0 and |2; — x;| < w for the remaining coordinates
2 <i<d-—1. Then
d 2
. . o _ (d—2)u 2
& — 2|* = Z & — i* < (d—2)u’ < m”ﬂﬂn )
i=1
which completes the proof. O

Lemma 2. Under Assumptions 1-5, for all iterates t and T we have

T T
lmyll < G, and Y E[|mjl|*) < To® + Y E[IVF(6.)])-

t=1 t=1

Proof. The first part follows from triangle inequality and the Assumption 4 on bounded stochastic

gradient:
t
> B e
T=1
For the second claim, the expected squared norm of average stochastic gradient can be bounded by

E [llgell*] = E [llgr — VFO)I?] +ENVF(0)I7] < o +E[IVF(00)]], €]

<(1=p1)> B llg-ll < G-

=1

[[mill = (1= p1)

https://doi.org/10.52202/079017-0001 18



where we use Assumption 5 that g; is unbiased with bounded variance. Let g; ; denote the j-th
coordinate of g;. Applying Jensen’s inequality for the squared norm, we get
2

t
EllmiI’] = E||(1=8)) B "9
=1
t
< (1-51)> BEllg-)?)
T=1
t
< P+ (150 BTEIVE)I,
=1
Summing overt =1,...,7T, we obtain
T ¢ T
ZE Imil?] < To® + (1= 51) Y > B TEIVAE)?] < To® + Y E[IVF9)]7),
t=1 t=171=1 t=1
which completes the proof. O

Lemma 3. Let g, = (1 + w)q < 1. Under Assumptions 1-5, for all iterates t we have
4q?
2 < w GQ
Jeel? < G,

2 —T
Eflecal?] <~ o2y 2%2(”%) E[IV £(6,)]2].

(l_qw) 1_qw7.1

Proof. We start by using Assumption 1, 2 on compression and Young’s inequality to get
leer1ll = 11Q(ge + er — Clge + ex))II?
< (1 +w)@llge +ed?

<@+ P+ (1 n p) el

1+¢2
< el?

2 2

where (2) is derived by choosing p = 12; 23 and the fact that ¢, < 1. For the first claim we

recursively apply the obtained inequality and use bounded gradient Assumption 4. For the second
claim, initialization e; = 0 and the obtained recursion imply

t—T1
2quJ 1+qw
Eflecal’] < = QZ( > ) E{llg-|I’]

4 =1
M 4q2 o2 4 2q2 (1 +q ) 5
< w w w Vf aT ,
which concludes the lemma. O

Lemma 4. Let g, = (1 + w)q < 1. Under Assumptions 1-5, for all iterates t we have

2 2.,
||<t||qu( _"“;z)a, and ztnw(u _qqg)a.

w

1

Proof. Using the bounds defining compressors and Lemma 3, we get
[Cell = 1Q(ex + gt — Gt) — (et + gt — Ge)|
Swlles +g: — gl = wlles + g¢ — Cles + g1) |l
< wqller + g4l
< wyller]| + wallg: |

2q.
<wq(1+ ¢ )G.
1-¢2
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For the second claim, recall the definition of Z; and apply triangle inequality:

t
. 2qu
12 < (- 60 3087 < wa (1425 ) 6.
=1 w
O
Lemma 5. For the moving average error sequence &, it holds that
T
4qu 4q2
Z]E €% U2+17°‘)222E[|\Vf(9t)||2]-
—q)? (1-¢2)? &
Proof. Let e ; be the j-th coordinate of e; and denote
t
o\ t—T
K= (S5E) RNV,
T=1
Applying Jensen’s inequality and Lemma 3, we get
‘ 2
E(ENFT=E |[(1=51))_ B "er
T=1
t
<(1=81) ) B E[les %]
T=1
A2, 5 2¢5(1—B1) -
S w o2+ w ﬁ TK_”
(1—q2)? (1-¢2) 21 '
Summing over t = 1, ..., T and using the technique of geometrlc series summation leads to
T
ATq;, 2qw 61 ;
ZE[||5t||2] < (1— 2)202 Zzﬂi Ky
t=1 9o W t=171=1
9 T
4T q; o2 4+ 2¢2 Z
S-er’ Tu-q) P
AT¢2  , 232 — 1+¢2\'7" )
— w_ 52 4 w « E[|Vf(0-
Tt n (et Eer
O]
(o )
T (1-g)? (1—-q3)? = t
The desired result is obtained. O

Lemma 6. Let g, = (1 + w)q < 1. Under Assumptions 1-5, for all iterates t € [T'] and coordinates
€ [d], the following bound holds

o, < 20+ @)
T (1-g2)?
Proof. Lemma 3 and Assumption 4 imply
1gell* = IC(ge + ex)®
<IC(ge + €)= (g0 + e0) + (g¢ + e)|?
< 2(¢* + 1)|ge + el

cu@+n) (e e
SACH UG Ty

_ 40+ ¢ +¢2)?

2
a-@2
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It’s then easy to show by the updating rule of v, there exists a j € [t] such that ¢; ; = v; ;. Then

Z A1+ @)1+ )
T ~ 2 w 2
Utz* 1*62 Bj 7—1_ (1_q2)2 Ga

which concludes the claim. O

o 1 1
Lemma 7. For D, := 7\/%_7 o e have

T d T
|Del]1 < —, | D¢ ||? < -
; N>

t=1

Proof. By the update rule, we have 9,_1 ; < ¥ ; for any iterate ¢ and coordinate ¢ € [d]. Therefore,
by the initialization vy = 0, we get

d
1 1 L d
b _ _ _ < —.
Z” il = ;;(\/v_ll_,re \/ﬁt,i"f'e) ;<\/@o7i+€ \/@T7i+6> T Ve

For the sum of squared /5 norms, note the fact that for a > b > 0, it holds that

(a—b)? < (a—b)(a+b)=a®—b>

Thus,
= ) R 1 d
;”-DtH 2;(\/% Lite \/U”+e> ;;(tu-l-e vt,i+€)<€a
which gives the desired result. O

E.2 Non-convex Analysis
Here we derive the convergence rate with fixed step-size 7. The rate shown in the main part can be
obtained by plugging the expression of 1 shown after the proof.

Theorem 3. (Non-convex convergence rate) Let Assumptions 1, 2, 3, 4, 5 hold and q,, '= (1+w)q <
1. Then, choosing any step-size 1 < ﬁ, MICROADAM (Algorithm 3) satisfies

T 01)—f~ o2 LC2G?
F LI ENIVA©)]2) < 2Co (Lo + 2L 4 22

€

+ n?L2CoCiG? | (14C1)G%d 14+2C1)C1 LG?d

62 L + T\/E + 7]( Te ) I
with constants Cqy := 4/ (11+qu G?2+e Cp =

Proof. Similar to the proof of Comp-AMS [Li et al., 2022], we define two virtual iterates 6}, and x;.

(L4 Co) + 22, Co = wy(1 + 1225 ).

0, =0 fin
t+1 -— Yt+1 — nm

T — 9/ _ ﬁl m; + Zt
t+1 - t+1 771 — /81 \/ﬁ .
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Then, we derive the recurrence relation for each sequence as follows:

5t+1
0., =0, —
t+1 t+1 — 1 e
LAY BT+ (- B ST B e

6

t NOE:

= gt - ,’7(1 — /81) Zi:l i_T(gT + 67—+1) + (1 - ﬂ)ﬁ{el
Vi + e
— et _ 77(1 B ﬁl) Zf—:l ii‘r(g‘r +er+ C‘r)
Vi e
g LAY B w2
Vﬁt+€ \/6t+€ \/ﬁt+€
&t : 1 1 Z,

=0, —1 -1 + — E ———

T oate Waite \Vaate Vate) T Wiite

—0 — m + ! ! & — 2

¢ n\/ﬁt+€ n \/ﬁt_l+€ \/@t+€ t n\/’[)t+€
m, + Z
— = D&y,
'Ut+€

where we used the fact that g, + e;11 = ¢+ + e; + (; with quantization noise (;, and ey = 0 at
initialization. Next, for the x; iterates we have

Tt 1:0/ —7’] Bl 77712“!‘215
T =B Vit e
P+ 2 b1 my+ 2
=0 -t - ; +nDE
T ere M- Vare
2
_y Br(mi_y + Zi—1)+ (1 = B1)(ge +C) + fﬁ(mé,l + Zi1) + Bilge +G)
e Vot e
+nD&
my_q+ Zi_ +
:92 B1 t—1 t—1 gt + G +77Dt5t

77]1_61 VU + e 777\/13t+€
gr + G B1
=x; — — + D
et 1B

t(m;_l =+ Zt—l) =+ nDt(c/‘t.

Next we apply smoothness (Assumption 3) of the loss function f over the iterates x;. From the
gradient Lipschitzness we have

f(@er1) < fae) V(@) 21 — 24) + g”fﬁtﬂ —z|%.
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Due to unbiasedness of the compressor Q (see Assumption 2), we have E[(¢|gt, Gt, er, 0] = O.
Taking expectation, we obtain

Elf(@i1)] = E[f(ze)] < —nE va(mt)’ \g/tvj_%ﬂ

+nE [<Vf($t)a %Dt(m;ﬂ +Z1)+ Dt5t>:|
gf + Ct B ' 2
_ gt
)3
+nE [<Vf($t)a %Dt(méfl +Z1)+ Dt5t>:|
7
gt + G b1 / 2
8| [ - 12 D+ 2 - D ]
II1
gt
oK KVf(et) Vi), ﬁﬂ @
v

In the following, we bound all the four terms highlighted above.

Bounding term I. We have

1 1
I = — ]E — IE V et 5 - t
! < ﬁ> ! <f( ><¢@t+e ¢@t_1+e>">]
< —nE V) + nG2E[|| Dy ]|].
V1 + €
< - 7 =E[|V/(60)] 2] 1 nGPE[| Dy1], ®)

3
4((11 +qqzw))2 G2 +

where we use Assumption 4, Lemma 6 and the fact that /5 norm is no larger than /; norm.

Bounding term II. By the definition of & and Z;, we know that

IN

t
. 2q.
(€l (1*51)2:5% llec]| < 1= g2 G,

2q.
1zl < (1-8)3 A T||<t<wq( n qqg)G.

1
T=1 w
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Then we have
b1

II <nE —_—

:<Vf(9t),

Dt(m;71 + Zt—l) + Dtgt>

+ 77]E |:<Vf($t) — Vf(@t), %Dt(mg,l + thl) + Dtgt>:|
S?]E ||Vf 02& (mt 1+Zt 1)+Dt£t :|
B1
Shmio t 1,5 Zi1+ & H B1
+ P LE | || =2 ! Dy(m_y + Zi-1) + DiE
n \/m 1_51 ( t—1 t 1) tet
QCZLGQ
< nCLGZE[|Dill1] + T—===E[| D |1, ©)
Ve
where C = 7 8 %1 (1 + wq (1 + 2‘1‘“ )> + 12":; The second inequality is because of smoothness

of f(0), and the last inequality is due to Lemma 3, Assumption 4 and the property of norms.

Bounding term III. This term can be bounded as follows:

IIT <n’LE H\g/t%i +n’LE [HlﬂlDt(mt 1+ 2Zi21) — D& 2]
< 2L g1g, — 946 + V5001 + LB ™
+n?LE HDt (1 5151 mh_, + 1ﬁilﬂlzt,l - &) 2]
< ZLgiiv o+ 22+ Py (14 5 quz)QGQ P CRLGPR]| D)
< ME[HW(@)HQ} 42 L<"2€+ GG | e LeE(IDP), ®)

where Cy = wq(1l +

2
1—q
Bounding term IV. We have

1) and we used Assumption 5 that g; is unbiased with bounded variance o2.

IV = E Kw(at) — V() \/%> ©)
B <Vf<et> ~ V), ( T H) g>]
< wan V), JWLj> 10
e | 25 mfiiz 21D
< LRyvs0017) + LBV 0) - Ve + T )
2 Laosoor + B || 22 m# ad PO i)
< Lgjjvs@o)+ TEEE 4 PO gy, an

where (a) is due to Young’s 1nequality
(8), (11) into (4),
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and (b) is based on Assumption 3. Now integrating (5), (6),
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11

IA

NC1G®E[|| De1] + Ve

117

IA

Ui
*KOEHIW’(&)IIQ] + nG?E[|| Dy]|1]
n2C2LG?

E[l| Del1]

+n°CYLG?E[|| D¢ ])?]

TL R (001 +

v

IA

n2L(c? + C2G?)
€

T]3L2 012G2

772 LOl G2

BNV F@)IP] + 1

and taking the telescoping summation overt = 1,. ..,

c \/E E[HDt”l]’

T, we obtain

E[f(»TTH) - f(xl)}
T 2 2 22 3721212

7 17 np Tn L(c* 4+ C5G*)  Tn’L*°C;G

< (-2 rE ne E[

- C’o € +2 ); IV 76 € * 2pe

2(1+C)C1LG?
(o e+ RGNS )ZEIIDtI +RCRLGR S D)
t=1 t=1

Setting n < ﬁ and choosing p = ﬁ, we further arrive at

Tn?L(0? + C2G?)

E[f(2741) = f (1)) ZE IVF(O)I1%) + -
Tﬁﬁaﬂﬂﬁ n(1+C1)G*d 7?1 +2C,)C1LG?d
+ i + + :
€ Ve €

where the inequality follows from Lemma 7. Re-arranging terms, we get that

T
T Z IV £(60)112)
<20, (E[f(xl) — fler)] | nllo® + C36G%) 7721320205612)
Tn € €
2 2
Ty/€ Te
_ g 2 2712 272 2712
<20, f6) - f + nL(c* + C5G®) L L=CoCiG
Tn € €2
(1+C1)G?*d  n(1+2C,)C1LG?d
2
+2Cy < T/e + Te )
where in the last inequality we used z; = 6, and the lower bound f* < f(6) for all § € R<. O
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To get the rate mentioned in the main part, choose 1 = min{ﬁ, %} and continue

T
Z INAICAIN

ALCy Y f(61) — f*  L(o?+ C2G?) L?Cocfc:?)
<20 1, + +
’ (max{ VT } VT VT T

'ﬂ \

(1 + Cl)GQd (1 + 201)C1LG2d
+2Cy ( Te + T3/
f(0) = f* | L(o® + C§GQ)>
< 2C +
- 0( VT VT
190 4LC) f(01) — f* LQC’QC'%GY2 (1 + Cl)G2d n (1 + 201)01LG2d
0 € T e2T Ty/e €T3/2
f(0y) — f* L(02+C’22G2)> <G3(G+d))
=2C + +0 (=),
" ( VT T T

where in the second part of the rate we suppressed all the problem and compression dependent
constants.

E.3 Analysis Under PL Condition

As in the non-convex analysis, here we derive the convergence rate with fixed step-size . The rate
shown in the main part can be obtained by plugging the expression of 7.

Theorem 4. (Convergence rate under PL) Let Assumptions 1, 2, 3, 4, 5 and 6 hold, and q,, < 1.
Then, choosing any step-size 1 < 4LC , MICROADAM (Algorithm 3) satisfies

LCyo?+LCy(C1+C3)G? + (14+C1)G2d+C1 G?

Elf(Or)] = 17 < (1= 2) " (£00) = 1)+ ( ol Gt

2 (3L%CyC?G? | (142C,)C1LG?*d | LCiG?
+77 ( 2/1,63/2 + € + 2e :

Proof. We start from descent lemma

Elf (ze41)] — f(z

R

>:| —+ 7’]E |:<Vf LUt) %Dt(m;,l + thl) + Dt5t>:|

2

+ /

7]7 H g/ifvt ffe I —1ﬂ1 t(my_y + Zi-1) — D&y ]

=-—nE |:<Vf(xt)a \/@%?>] +nE [<Vf($t)» %Dt(m;l +Z1) + Dtgt>:|
t
I II
2L (| 9ot ’

7] H \/tvii 1 ﬂl Dt(mé—l + Zt*l) - Dtgt ‘| . (12)

. _
IIT
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We bound part 7 and part 111 in the same way as it was done in the non-convex analysis. We now

provide a bound for part I’

I/:*UE Vf xt) \/1%>

e (e E—)
<w Vil )

—nE | Vf(x :

n \/thre Vi1 +e

— Vf T _ T M
=—nE <Vf vt 1+€> " <Vf( ) \/m>

—nE <Vf(l‘t)’9t <\/@t1—|-e a \/ﬁtll +€>>] .

We further expand and bound this equation as follows:

I's = ZE[IVi)]
—nE <Vf($t) —Vf(6) +Vfb), \/ﬁiﬁ (Vf(O:) — Vf(mt))>]
i 1 1
—nE _<Vf(9ft) =V f(0:) + Vf(b), <\/@t — - T 6) 9t>]
n 2
=~ & B[IVi@)l’]
i <Vf(fﬂt) - V(6. 1 _(V4(6) me))ﬂ
1
[ 1 1
- 77IE <Vf(~’0t) - vf(et)a <\/ﬁf " - \/ﬁt,l - 6) gt>]
1 1
—nE _<Vf(‘9t)7 (\/{}t Te - \/@71 n E) gt>
<= GE(IVSIF] + ZR {195 - £001F]
R <w<et> J% (VF(6)) - Vf<xt>>>]

+nE [V f (1) -

Vf(0:), Dige)] +nE[(V f(0:), Dege)] -

Next, we use the Cauchy—Schwartz inequality to bound inner products above, L-smoothness inequality

to bound ||V f(z¢) —

V0| < Lijzy — 0] < %, and the inequality —||al|? <

—3lbl* +
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|la — b]|? for the first term:

/ n " nG
1<~ R [I95@IP] + T 1950 ~ 16)IF] + TZR V@) ~ V()]
+1GE |V () - Vfwt)uHDtm +nGE[| D]

2L202G2 2LC G2
<= 3G B IV EOIP] = 5B [IVF o] + =+ =
LCG
+nG” NG E[||Dt|\1]+nGQEth|m
n
<~ 5t B[IVS @] — G EIVF@I) + 5 BV @) ~ V16
31:20202 ?LC,G?  n2LC G2
72 - EIDh) + nGPE D]
n
< 5 E[IVF@I] — &IV
0
3773L2012G2 n?LC1G2 n2LC G2 )
272 o e BN+ nGPEID

Plugging the obtained bound for I’ with previously obtained bounds for T and 111

202 LG?
L ElID)

PL(o> + C3G?)
€

11

IA

NC1GE[]| Dyflx] +

2
s TR0+

IA

+n°CYLG?E[|| D¢ ])?]
into (12) and using the step-size bound n < 75~ we get

E[f(re1)] ~ Ef(@)] < = 54 E [nwm)n} B[V /(6]

3P L2C2G2 2L01G2 n?LC, G>
2¢3/2 € + \/E
2CILG?
+nCGE(Dula) + F= = B{I Dill] + nG*E [1Di]1]
n*L(o® + C3G?)
€

E{[1D¢]l1]

2
L
+ LBV £(6)]7) + +n*C2LGPE[|| Dy |?]
n?Lo? N n?L(Cy + C3)G?
€ €

<~ S E[IVF@)] + 7

33 L2CEG?
+ (1 + COGEIDi] + =55
,'72(1 + Cl)CILG2

e

E[| Dell1] + n*CTLG®E[|| Dy ]

o mPLo?  nL(Cy + C3)G?
<~ M glsa) - 1)+ T THOH )
0 € €
2(1+Cy)C1LG?
(1 + COGED] + IO gy
3P LACGE

22 2 2
+ P CRLGPE] D)+ P

https://doi.org/10.52202/079017-0001 28



where in the last inequality we applied PL condition from Assumption 6. After some reshuffling of
the terms, we obtain the following recursion:

Elf (zra)] — f* <( ”“) (E[f ()] — 1) +

PLo® | PLCL+ CRE | 3P LPCG
Co

€ 2¢3/2

E[[| De[|1]

772(1 + Ol)C1LG2
e

+ (1 + C1)GZE[|| De]l1] +
+n*CYLG?E[|[ D).

Ngtice that n < ﬁ < fo so that the coefficient 1 — C— (0,1). Unrolling the recursion, we
arrive

E[f(»TTHﬂ - fr

IN
N
—_
|

=
Q=
N———
}ﬂ
=
=
8
=
|
&h
*

€ € 2€3/2

27 2 2 2\ 12 3r222\ T t
+<77L0 +7]L(C'1—|—CQ)G +377LC'1G)Z<1_>

t=1

a1+ G i(l—)tﬂ«:wtnﬂ

GRSl f; (1- )tlE[IDtll]

T
+n2clLG2Z( %) gy, P 13

t=1

For the second sum above we upper bound it by its infinite sum as

D(-g)=5(-8) -

t=1 t=0 U

For the other three sums we bound 1 — M < 1 and apply the bounds in Lemma 7:

d np d d

1—— [I|D [I1D —
> ( %Y gy, < EID < 7
d np a <4
S (12 s < EID <

t=1 t=1
Plugging all this bounds into (13) and noticing that x; = 67, we finally get
* nH *
sistera) -5 < (1- ) (o) - )
Co (n*Lo?  n?L(Cy +C3HG?  3n3L2C2G?
+ = + +

i € € 2€3/2

n(1+ C1)G2d n?(1+ Cy)C1LG?d n n?C2LG%d

6 € €

.
<(1- ) F00) - 1)
.

. (LC’OU LCO(01 +C2)G? N (1+ Cl)G2d)

JL€ JL€ Ve
3L2CyC32G? 14+ C1)C1LG?*d ~ C?LG?d
+ 772 01 + ( + 1) 1 4+ A )
2ued/2 € €
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The obtained rate above is with respect to the virtual iterates x; that we defined for the purposes of
analysis. To convert this rate with respect to the iterates 6, of the algorithm, we apply L-smoothness
to bound the functional difference:

nC,G? L n?LC3G?

17(0) = 0] < (T@0), 00— )| + Sz — 4] <

Ve 2
which implies
ne ’
B 0] -5 < (1 2 (00 - )
LCyo?  LCy(Cy + C3)G? 1+C)G%*d  C,G?
+n 0o n 0(C1 + C35) n (1+Ch) 1
pe i€ Ve Ve
5 (3L2CoC3G? (14 C1)C1LG?*d  C?LG?d  LC3G?
+ 372 + +
2ue € € 2¢
and completes the proof. O

To get the rate mentioned in the main part of the paper, we plug in the expression 1 =

: € 2Cy log T .
min{ 7 Cor T } and collect higher order terms.

L/ 6] - £ <mox{ 5. (1= ) f e - 1)

4L
n IOgT@ LC’()(‘)’2 n LCO(Cl + O%)GQ n (1 + Ol)GQd i OlGQ
T pu e e Ve Ve
log? T 4C2 ([ 3L2CyC32G? N (1+Cy)C1LG?d N C?LG?d N LC?G?
T2 2 2pe3/2 € € 2¢
2logT (LCZ 02+ (C1 + C3)G?  Co(1+Cr)(1+d)G? ~ (G*G +d)
< + +O0 | ————|.
T I i€ /e T2
E.4 Non-convex Analysis with Weight Decay
Algorithm 4 MICROADAMW (MICROADAM with Weight Decay)
1: Input: parameters 31, B2 € (0,1), € > 0, step-size n > 0, 6; € R%, e; = mg = vy = g = Oqg
2: fort={1,2,...,7T} do
3: gt = Vo f(6y) ¢ Compute unbiased stochastic gradient
4: gt =C(g: + er) © Add accumulated error e; and compress
5: err1 = Qler + gt — Gt) ¢ Update and compress the error
6: my = Brm—1 + (1 — 51)G: © Update first-order gradient moment
7: vy = Bavi_1 + (1 — B2)G? ¢ Update second-order gradient moment
8 Orp1 = (1 —meN)by — 1 e ¢ Update the model parameters with weight decay
9: end for /

Lemma 8. Under Assumptions 1-5, for all iterates of Algorithm 4 we have
E (I~ V761P) < (1= 5 ) & (s = V7@-)P] +

+ BLE[[V f(6:) — G|

2

L?E [||6; — 6:—1|?
5 LB [l = 601
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Proof. We start our proof from
E [lme = VF(0)I°] =E [I(1 = Br)me—r + Brge — VS (6,)II°]
=E[[|(1 = Br)me—1+ (1 - ﬂl)Vf(f)t 1)
— (1 =B)Vf(Or—1) + B1gs — (Ot)||2]
=E[||(1 = Br)mi—1 + (1 = B1)VFf(Or—1) — (1 = B1)V(0)
— (1= BV (Or1) + Brge — BV F(00)]17] -
Using Jensen’s inequality we have
E [[[me = VFO)?] <1 = BOE [[me—1 = V(0i-1) + VF(:-1) = Vf(8,)]]
+BE [ — VO]
Using Young’s inequality we have

E [|lme — V£(0)]1?] <(1 = B1) (1 +b)E [[[me—1 — Vf(0—1)|?]
=) (14 ) EIVF6) - S0P
+BE(VFO:) — gl

Setting b = %Wehave (1-04) (1+%1) <1- %and (1-71) (1—!— ﬁ%) < %:
B

E [Jme — Vi@)IP] < (1—)E[||mt_1—w<et_1>|2]

+ EE||Vf<0t_1> — F(0)|* + BEVF(8:) — 3]

Combining this bound with L-smoothness we obtain

E[Ilmtvf(&)II?]S(l 51) (s = V£(B-0)I]

+ EL2E||9t,1 — 012 + BE[[V(8:) — Gell* -

Lemma 9. Under Assumptions 1-5, for all iterates of Algorithm 4 we have
E[[[V£(6:) — d:l%] < 9E [[les]|?] + 6G* + 302

Proof. We start from
E [V f(6:) = 3:11*] =E [[IC(ec + g¢) — V£ (6:)]%]
=E [IC(e¢ + g1) — (er + ge) + (er + g:) — V(00|17
<3E [[ICer + g1) — (er + o) |I]
+3E [Jles||”] + 3E [[IV£(8:) — g:11%] -
Using definition of contractive compressor we have
E [[[V£(6:) = 3:l1*] <3¢°E [ller + ;]
+3E [Het||2] +3E [V f(6:) — 9t||2] .
Using Young’s inequality we have
E [[[V£(6:) = §:l1*] < 6¢°E [[lec]|*] + 6¢°E [||g:|?]
+ 3E [[lec[|*] + 3E [V £(8:) — g:]|°]
< 9E [|lec||?] + 6G* + 30>
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Lemma 10. Under Assumptions -5, for all iterates of Algorithm 4 we have
1 2.2
( + w) q 2G2
(1-(1+w)g)

Proof. Using definition of contractive compressor we have

E [levs1l2) = E[1Q(er + g0 — Clev +90) ]
< (1+w)*¢°E [[lec + g¢ — Cler + g0)|1?] -

E [Jle:”] <

Using Young’s inequality we have

1
E [lecal?) < (1402 1+ ) E [lel?] + 1+ 0% (142 ) E [lad?).
We need to satisfy the following condition:
(1+w)?¢*(1+a) < (1+w)g.

Itholdsfor 0 <w,0<¢<1,(14+w)g<landa= — 1. Using this parameters we have

1
(1+w)q

B (lecn ) < (14 )8 [ledl?) + 1+ 0P (1o, ) ol

1+w)q
(1+w)?q 2
< (14 w)gE [|le]]?] + ——2"F .
< (U+w)aE [lecl”) + 77 B lloel’]
Unrolling this recursion allows us to obtain
T
1+w)2q2
E|le N<(1l+w e + (1+w)g t(i 2
lewl) < (@ +)a)'E [leslP] + 30 T
1 (1+w)?d

< ((1+w)g) E [fles?] +
(14w oo
~ (11— (1 +wg)

last inequality holds because e; = 0.

1-(1+4+w)ql—(14+w)g

Lemma 11. Under Assumptions -5, for all iterates of Algorithm 4 we have

(1 +w)?¢? )G;

E|3:°] <40+ (1 - we?

Proof.
E[l3:1°] =E [Ic (g0 + el
=E|[C(g+ ) — (90 + )+ (gu + )]
< 2B [|IC (g0 +e0) = (g0 + el + 2 [llge + )]
<201+ ¢)E [llge + ]

Using Lemma 10 we obtain

(1 +w)q? )G?

B [laf] <10+ ) (14 ToE s
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Lemma 12 (From paper: Zhou et al. [2024b]). Let us consider the update rule:

m
Orr1 = (1 —nA\)0r — s \/vtt?

For brevity, we denote Uy = /vy + €. Also we define
Up = My + )\9,5 X 615,

where @ denotes element-wise product. Moreover, we also define f(@t) as follows:

f(et) = f(0:) + )\tHQtHg

where \y = 5 Zz 1 ( ) Jort >0, Ao =0with0 < q < 1and |05, = v/ (0, 0¢ ® 0;). Also
let ¢1 < ||Ut]|oo < co, then iterates of Algorithm 4 satisfy

F ) < (0 1>+ ||Vf<et 1) = mya
Mt s 2
5 V7 (0n-)

Lemma 13 (From paper: Zhou et al. [2024b]). Assume that cs o < ||§t]lcc < Coo, then we have

= 2
2

(ve +€)”
e < e ol +en [ LEL) e o e 0.1,
where |1 = Baci,
e

Theorem 5. Let Assumptions 1 to 5 hold. Define U, = f(6;) + e E [llmy — V£ (6:)]1?] . With

N =n< 52121 20712, Algorithm 4 satisfies

LS 7o < B

2.2
g1y D ) e 6e2 g 507
‘1 (1-(1+wg)

Proof. We start from main lemma and lemma for momentum, summing inequalities together we
obtain

F(00) + VE [[lm; = Vf(0:)IIP) < f (6 1)+ HVf (8e-1) —mua ]’

- 2% va(et—l)H - E [
Ly <1 - 51) E [[lme—1 — V£(61)?]

- vﬂ L*El|fy—1 = 0:l” + VAE[VF(0) = G-
Using previous lemmas we have

F(0e) + VE [[me — VF(0)1?] < f(0r—1) t 5. ||Vf (Be—1) — |

[

/I (tvirs _
2 o7

E
+V (1 - Bl) E [[lmi—1 — Vf(0:-1)?]

2
+ V—L’E||6;_1 — 6>
B1

(1+w)?¢? 2 2 2
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Using 0; — 01 = —ntA

_ _ . 2VL%p
f<et>+VE[||mt—Vf<et>||2]sﬂetn—(f@ LY bl

i

262

+ (v (1 - 61) + 2”;) E [[mi—1 = V£(0r-1)|?]

+ VB (9 <1+ W) G? + 667 +302> .
(1-(1+w)q)

Using V = -and ¥; = F(6) + 55 E [lme — V£(0,)]|*] we have
Nt dey L2 2
L (1 e ) e
" 2
= 505 |97 0=
1 2.2
S/ (Y O U Ol PPCNPEC o)
2¢ (1-(1+w)g)
Usingn, =n < B ST/ 3 we have
b f

+ o <9 <1+(1+°")2‘12) G2+6G2+302>.
201 (1—(1+w)g)?*

Summing from ¢t = 1 to 7" we have
T
1 H ~ 2 202 0, C2 (1+w)*¢? 2 2 2
- Vf(et,l)H <2901 2 g1+ ——L ) G2166G2+307 .
r ; - a (1-(1+w)q)’
O

Discussion. This result is similar to the one from Zhou et al. [2024b] in the non-convex case, where
the decay rate for the first term is O (%) and the second term is a non-vanishing O (,81 %02> .In

our result, the non-vanishing term is proportional to O (CQ (O’ + Gz))

A key difference is that our term is not proportional to ;. It is important to note that 5; typically
takes a value close to 1 in practical applications, meaning its influence on the bound is minimal.
Therefore, even though our result does not directly involve (1, the impact on the overall bound is not
significantly different.

Moreover, our bound includes an additional term proportional to G2, which represents the gradient
norm squared. This makes the bound slightly worse compared to the result in Zhou et al. [2024b].
However, this degradation is only by a constant factor, which means that while the theoretical bound
may be worse, the practical implications are often negligible.

In summary, our result aligns closely with previous findings, with differences primarily in the constant
factors and the presence of G. Despite these differences, the practical performance remains largely
unaffected, ensuring that the bound remains robust and applicable in a variety of scenarios.

F Error Feedback applied to GaLore

F.1 Behaviour of the Error Feedback Mechanism

The GaLore low-rank updates introduced by [Zhao et al., 2024] enable the compression of optimizer
states by performing learning updates on a lower-dimensional subspace. In this approach, the
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optimizer receives gradients projected on a defined learning subspace. Theoretical convergence
guarantees are provided under a “stable rank” assumption, where learning subspace is fixed during
training. However, in practice, convergence is attained by occasionally updating the learning subspace
and allowing full space learning to better align with the gradient trajectory during training.

Here, it is useful to draw an analogy with the TopK method, as the occasional updates of the learning
subspace resembles working with a fixed mask for many steps. Using a fixed mask would result
in discarding the same coordinates of the gradient at each step. Similarly, in the case of low-rank
updates, components orthogonal to the same learning subspace are discarded at each step.

The systematic nature of the information discarded by compression carries significant implications for
error feedback behavior. Over multiple steps, the error accumulates gradient components belonging
to the orthogonal space of the same learning subspace. Consequently, by linearity, the error itself
resides in the orthogonal space of this learning subspace. As a result, when the error is passed to the
accumulator, its projection onto the learning space is effectively disregarded until it is potentially
utilized at the specific step when the learning subspace is updated. Therefore, the behavior of error
feedback in the case of low-rank updates is non-standard: it accumulates gradient components over
numerous steps before unloading them all at once.

For a better understanding, we derive analytical evidence for the described behaviour by induction.
Let L be fixed learning subspace and assume that e; 1 € L*. Then, gradient passed to the optimizer
at step t is: CgarLore(ar) = projr(a;) = projr(es—1 + g¢) = projr(g:) where error feedback is
discarded. Thus, e; = a; — Cqarore(at) = €i—1 + g¢ — projr(g¢) = et—1 + projro(g:) € L+
which completes the induction.

Assume now that learning subspace is updated every 7" steps, and denote L, the learning subspace at
step t. Then, a similar induction leads to:

t

t X [ %] )
e = ijiPTOiji (91) = Zj:ginmijT (9:)
=1 i=1 T

kT—1
. . . t .
kT = Projr, (9kr + exr—1) = Projr (ger) + Y Projr, © (0 projus)(gi)
i=1

F.2 Consequences on Training

Such behaviour of the error feedback mechanism results in the dominance of the error norm over the
gradient norm. Before learning subspace updates, the error is the sum over past gradient components
that belong to the orthogonal of the current learning subspaces. Since these components represent
descent directions that were not used, they are not expected to compensate each other on average.
Consequently, between learning subspace updates, the error norm is expected to grow linearly.
Figure 8 provides evidence of such linear growth of the error norm during fine-tuning of ROBERTa-
base model on GLUE/MNLI task.

It implies that known analysis techniques [Alistarh et al., 2018, Karimireddy et al., 2019] of con-
vergence for the error feedback mechanism do not apply to GaLore. Indeed, such proofs rely on
the assumption that the compression operator is contractive, as it allows the error to be bounded.
Given a fixed vector, low-rank compression based on its singular value decomposition is a contraction
operator. However, in our case, the compression is based on a previously-computed singular value
decomposition and therefore may not be a contraction operator for newly computed gradients. The
extreme case being when the gradient is orthogonal to the learning subspace, in which case the
compression operator returns the null vector. Figure 8 shows that during training the error norm is
not on the same order of magnitude of the gradient norm.

The dominance of the error over the gradient also has effects on space exploration, as the learning
subspaces are computed from the singular value decomposition of the accumulator (i.e. the sum of
the gradient and the error). Since the main components of the accumulator belong to the orthogonal
of current learning subspaces, successive learning subspaces will tend to be orthogonal to each other.
This allows errors to be effectively passed to the optimizer, but all at once which can introduce
irregularities in the learning trajectory. However, it also implies that learning is performed on a
learning subspace that is suboptimal in terms of the direction of the gradient, but this may help
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Figure 8: Dynamics of the norm of the error compared to norm of the gradient (of output of the 3rd
attention layer) during fine-tuning of RoOBERTa-base model on GLUE/MNLI from surrogate GalL.ore

with error feedback optimizer. We used hyperparameters from [Zhao et al., 2024], i.e. batch size 16,
learning rate 0.00001, projection update gap 200, rank 4 and GaLore scale 4.
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convergence by enforcing space exploration. See Figure 9 for examples of how induced orthogonality
of successive learning subspaces affects the learning trajectory.

Figure 9: Optimization trajectory for Adam, GaLore-Adam and GaLore-Adam-EF for ill-conditioned

function f(z,y) = cos(2fx) + sin(TFy) starting from (zo,yo) = (-1,
Rosenbrock function starting from (g, o) = (—1,1) (on second row).

Adam

https://doi.org/10.52202/079017-0001

GalLore Adam

2
05
' . 1
> O 0
00
-1
-2
05
-15 -10 -05 00 05

Galore Adam

36

) (on first row) and for

Galore Adam with EF

2
05
’ i
> © 0
00
-1
-2
05
“1s -1.0 -05 00 05

Galore Adam with EF




NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: In the abstract and introduction we introduce prior work on memory efficient
optimization and we claim that our work improves the memory usage while preserving the
performance. We provide theoretical and experimental justification for our algorithm that
reflect the claims in the abstract and introduction.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We discuss the limitations of our work in Section 6.
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

¢ The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [Yes]

Justification: We include brief theoretical justifications for our method in Section 4 and
include the complete proofs in the Appendix E.

Guidelines:

» The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

¢ Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We explain our experiments in Section 5 and provide the complete set of
hyper-parameters in Appendix B.

Guidelines:

The answer NA means that the paper does not include experiments.
If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]
Justification: We provide a zip file that contains the code for our optimizer.
Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).
 Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: We provide information about the training details in Appendix B.
Guidelines:

» The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer:

Justification: We do not provide error bars, but instead explain how we report the results in
Appendix B. Concretely, we run the same experiment with three different seeds and report
the one with best performance.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).
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* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

e It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

* It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
8. Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: All these information can be found in Section 5.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: Yes, the research conducted in this paper conforms, in every respect, with the
NeurIPS Code of Ethics.

Guidelines:

e The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
Justification: We discuss the broader impact of our work in Section 6.
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.
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» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer:
Justification: We do not release any models.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: We work with open source models that are publicly available and we cited
them properly.
Guidelines:

* The answer NA means that the paper does not use existing assets.
 The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.
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* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
13. New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: We provide code and instructions on how to run the code in order to reproduce
our results.

Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
14. Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects/
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.
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* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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