How does PDE order affect the convergence of PINNs?
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Abstract

This paper analyzes the inverse relationship between the order of partial differential
equations (PDEs) and the convergence of gradient descent in physics-informed
neural networks (PINNs) with the power of ReLU activation. The integration of
the PDE into a loss function endows PINNs with a distinctive feature to require
computing derivatives of model up to the PDE order. Although it has been em-
pirically observed that PINNs encounter difficulties in convergence when dealing
with high-order or high-dimensional PDEs, a comprehensive theoretical under-
standing of this issue remains elusive. This paper offers theoretical support for this
pathological behavior by demonstrating that the gradient flow converges in a lower
probability when the PDE order is higher. In addition, we show that PINN s struggle
to address high-dimensional problems because the influence of dimensionality on
convergence is exacerbated with increasing PDE order. To address the pathology,
we use the insights garnered to consider variable splitting that decomposes the
high-order PDE into a system of lower-order PDEs. We prove that by reducing the
differential order, the gradient flow of variable splitting is more likely to converge
to the global optimum. Furthermore, we present numerical experiments in support
of our theoretical claims.

1 Introduction

Understanding of partial differential equations (PDEs) is fundamental in describing diverse phenom-
ena in science and engineering, including fluid dynamics [60, [17]], weather prediction [51]], disease
progression [3, 146]], and quantum mechanics [20, 8]]. This underscores the imperative necessity for
the effective acquisition of their solutions. Given that analytically solving PDE:s is often infeasible or
even impossible for numerous practical scenarios due to their complexity, numerical methodologies
play a pivotal role in approximating solutions to PDEs, enabling researchers and engineers to address
real-world problems effectively.

The advent of deep learning has led to a surge in attempts to leverage it to solve PDEs [59, 142} 30].
Among these, physics-informed neural networks (PINNs) [39} 21} 38 58] stand out as a prominent
methodology. Coupled with the automatic differentiation technique [7], they integrate the residuals
of PDEs and boundary conditions into the loss function, thereby enforcing the approximation of
solutions using artificial neural networks. This distinctive incorporation of PDEs into the loss
function introduces partial differential operators in calculating the loss, distinguishing PINNs from
conventional deep learning models. Renowned for their accessibility and versatility in being capable
of easily handling arbitrary PDEs and being mesh-free, PINNs have garnered significant attention
and demonstrated promising outcomes across various fields [[13 128} 12 [65]].
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Despite their potential, PINNs frequently encounter difficulties in accurately approximating solutions,
particularly when the governing PDE contains high-order derivatives [48] [33]. They also exhibit
sensitivity to increasing dimensions [33]]. These challenges impede the practicality of PINNs due to
the pervasiveness of high-order or high-dimensional PDEs in numerous physical and engineering
descriptions, such as control problems [22, |57], finance [5} [53]], phase separation [[12] 27], and
mechanical engineering [4} [32]. Several studies have indicated that neural network architectures
possess sufficient expressive power to approximate solutions [31,/41]. However, it has been purported
that the inferior performance may be attributed to the difficulty in optimizing PINNs, which arises
from including the PDE in the loss function [37, 161} 162]]. Despite the widespread use of PINNs, a
rigorous mathematical understanding of these pathological behaviors of PINNs has been lacking.

In this paper, we endeavor to provide a mathematical understanding of the pathological behaviors of
PINNSs by analyzing the convergence of their gradient flow (GF), which reveals a profound sensitivity
of the GF convergence with respect to the PDE order and the power of the activation. Building upon
the work of Gao et al. [25], we extend the analysis of the GF of PINNs, composed of two-layer
multilayer perceptrons (MLPs), to general kth-order PDEs and the p-th power of Rectified Linear
Unit (ReLU) activation function with general p. We achieve tighter bounds than those obtained by
Gao et al., shedding light on the underlying causes of the pathological behaviors of PINNs. Our
theoretical findings demonstrate that the width size of the network necessary for the convergence
of the GF increases exponentially with the power p of ReLUPactivation. Furthermore, our results
indicate that the optimal power p is determined by the order k of the governing PDE, specifically to
be k + 1. We also find that the PDE order impedes the convergence of GF, where this negative impact
of the PDE order stems from incorporating the PDE into the PINN loss function, which necessitates
network differentiation up to the order of the PDE. Moreover, our theoretical investigation unveils
that the GF convergence of PINNSs also deteriorates with increasing dimensions, and the differential
operators included in the PINN loss further exacerbate the sensitivity of PINNs to dimensionality.
This elucidates why PINNSs are relatively sensitive to dimensionality compared to conventional deep
learning models that do not involve differentiation in the loss function.

To address these challenges, we mathematically demonstrate the efficacy of a variable splitting
strategy [54, 55, 6], which represents derivatives of the solution as additional auxiliary variables.
The key point of variable splitting is that learning a high-order PDE boils down to learning a system
of lower-order PDEs. Reducing the order of derivatives included in the loss function, the strategy
alleviates the difficulties associated with the PDE order. It further enables to utilize more general
ReLUPactivation with lower power p than PINNs. The lower differential orders that the network
computes, the more likely it is that the GF will converge, so the most suitable one among the various
constructions of the variable splitting method is the finest splitting, which separates all the derivatives
into auxiliary variables and reformulates the PDE into a system of first-order PDEs. This strategy
results in a loss function comprising only first-order derivatives, and the efficacy of this finest variable
splitting would be magnified as the order of the governing PDE or dimension increases. Therefore,
the finest splitting approach would exhibit a pronounced discrepancy from the vanilla PINNs for
high-order PDEs. Moreover, a reduction in the differential orders enhances the resilience of the model
with respect to dimensionality. Finally, we present numerical experiments to verify our theoretical
findings and validate the effectiveness of the variable splitting.

1.1 Related Work

Characterization of Gradient Descent for PINNs As significant issues have been identified
within physics-informed machine learning, numerous mathematical studies have been conducted
to elucidate the behavior of PINNs. While studies have been mainly dedicated to examining the
generalization capacity of PINNs [[19]149,|23]], there has also been work on understanding the difficulty
of optimization, which is believed to be the primary source of failure for PINNs. Wang et al. [61]]
found that PINNs exhibit stiff gradient flow dynamics, resulting in imbalanced gradients during
training. Ryck et al. [[18] characterized the rate of convergence in terms of the conditioning of an
operator and suggested that the difficulty of training PINNSs is closely related to the conditioning
of the differential operators in the governing PDEs. Another work [[62] utilized the neural tangent
kernel (NTK) theory to indicate that spectral biases and discrepancies between convergence rates of
various loss components can lead to training instabilities. Global convergence properties of PINNs
for second-order linear PDEs have also been studied within the NTK regime [34] and using the
Rademacher complexity [47]. Most closely related to this paper, Gao et al. [25]] demonstrated the
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convergence of the gradient descent for two-layer PINNs. However, their discussion is limited to
second-order linear PDEs. We extend the analysis to general kth-order linear PDEs and p-th power of
activation functions and provide tighter bounds than Gao et al.. These advances allow us to observe
further the effect of the order and dimensionality of the PDE on the convergence.

Variable Splitting The method of separation of variables, which simplifies differential equations
by reformulating them into a more manageable system, is a classical method for solving differential
equations [9]. In particular, it has been widely employed when dealing with high-order PDEs
as augmenting high-order derivatives as additional variables allows the governing equation to be
decoupled into a set of lower-order PDESs that are comparatively easy to solve [16, /26, 63]]. Recent
endeavors have explored the integration of separable variables within the PINN approach. In this
paper, we refer to this approach as variable splitting according to [54} 155} 156]. Augmented variables
have been introduced to represent vorticity in the Stokes equation [6], the gradient of the solutions
for solving the p-Poisson equation [54], and the eikonal equation [55]]. Additionally, second-order
derivatives have been separately parameterized to solve bi-harmonic equations effectively [45]. The
rationale for introducing auxiliary variables in previous works is to enhance the efficiency and
accuracy of PINNSs, but they lack a comprehensive theoretical elucidation of its effect. A recent study
[56] has theoretically analyzed variable splitting, demonstrating that while PINNs do not guarantee
convergence to the PDE solution even when the loss converges to zero, variable splitting does ensure
convergence to the solution for second-order linear PDEs. In this study, we analyze the impact of
variable splitting for PINNs with ReLUPactivation in terms of the convergence of the GF.

1.2 Main Contributions
The contribution of the paper is summarized as follows.

* We analyze that the GF of PINNs with ReLUPactivation converges to the global minimum
for general kth-order linear PDEs. This extends the findings of Gao et al. [25]] to encompass
a broader range of PDEs and activations and provides an even tighter bound.

* We demonstrate the inverse relation between PDE order and the GF convergence, unveiling
the adverse effect of the differentials included in the PINN loss on the GF convergence.

* We provide a theoretical understanding of the reasons why PINNs encounter difficulties in
addressing high-dimensional problems.

* We prove that the order reduction of variable splitting, which reformulates the PDEs into a
system of lower-order PDEs, results in the convergence enhancement of GF.

2 Mathematical Setup

Arbitrary Order Linear PDEs We consider a general form of kth-order linear partial differential
equations (PDEs) defined on a bounded domain 2 C R? (in which the temporal dimension could be
a subcomponent)

{N[u] () = f(x), T e, )

Blu(z) =g(z), xedQ,

where NV [u] = ZIQK i Qo a‘zc—aau is a kth-order linear differential operator with coefficient functions

ao : © — R for each multi-index o € N4, B[u] = 2jal<t da%u represents the boundary
condition operator with coefficient functions a,, : 92 — R, which could reflect Dirichlet, Neumann,
and Robin conditions El, f 2 = Ris a given source function, and ¢ : 92 — R is a given boundary
function, and u : 2 — R is the unknown solution of interest.

2The boundary condition for high-order PDE:s is typically given by multiple conditions of a higher order than
one. Our approach also encompasses such general boundary conditions by incorporating the residuals of each
boundary condition into the loss. The sole distinction is the utilization of induction not only on the derivative
matching losses but also on boundary losses to prove Proposition 2. For the sake of brevity, we assume that the
boundary condition is the most prevalent (weighted combination of) Dirichlet and Neumann conditions.
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Physics-InformedNeural Networks Physics-informed neural networks (PINNs) [58] aim to ap-
proximate the solution u of the PDE by neural networks. Following the prior work [25], we
approximate the solution u by a two-layer multi-layer perceptron ¢ : R¢ — R of width m, defined as

¢ (x;w,v) = vaf w, y), )

T T
where w, € R¥2 ¢, ¢ R, w = [wOT,~~wT] € Rm(d+2) 4 — [vg,~~vT] ER™ y =

m m
x” 1] € R and o (-) is the activation function. For brief notations, we assume that € is

bounded so that ||y, < 1 for & € 2. We consider the case where o is the ReLU? activation function
for an integer p, which is also known as Rectified Power(RePU) activation [1} 10} [15]]. As it will be
clear in the context, the power p necessitates surpassing the order k of the PDE (1) to ensure that
the loss function and gradient descent flow are well-defined. Therefore, our analysis is focused on
scenarios where p > k+ 1. PINNs learn the parameters of ¢ by minimizing a composite loss function,
comprising the residual of the PDE and the boundary condition of (T]), which enforces the network’s
compliance with the governing physics. For given the training data {;, f (;)};2, C Q@ x R and
{Z;,9 (OEJ)} 1 € 09 x R of respective sizes n, € N and n, € N, PINN loss functlon is given by

Lonw (w,0) = 5 (s (w,0)] + 1 (w,0)]*) 0

where s (w,v) = [s1 (w,v) ---sp, ('w,'v)]—r and b (w,v) = [h (w,v) - hy, ('w,'u)]—r with
si(w,0) =+ W (5 w,0)] (@) — £ @1) @

hy (w,v) = nib (Blé (5w, 0)] (&) — g ())), )

and v > 0 is a regularization parameter that relatively balances the two components of the loss.

Gradient Flow As the limiting dynamics of the gradient descent (GD) with infinitesimal step-sizes
[40], gradient flow (GF) is continuous time dynamics that starts at w (0) and v (0) and evolves as

dw, B,C w,v ds;(w,v n Oh;(w,v

dt(t) _ PIéVN ) ZZ L Si (w,v) - ( - ) Zjil h; (w,v) - éiu, )’ ©
dvu,(t oL 0s; n oh;(w,
wl) _ _oerion) S, 0) - 25080 S0 0, 0) - 25250

Initial weights are supposed to follow the normal and uniform distributions, w (0) ~ N (0, I,,,) and

U({-1,1}), respectivelyﬂ GF can be regarded as a continuous-time analog of GD and is
frequently employed to comprehend the behavior of GD optimization algorithm in the limit. By the
chain rule in conjunction with (6), the following characterizes how the loss function evolves during
training by gradient descent:

d [s(w(t),v(t)] _
at {h (w (t),v(t))} == (Gu (w(t),v (1)) + G (w (), v (1)) [

> w
T8

where G and G are Gram matrices for the dynamics, defined by

Gw(wav):DI;Dwwa:[%(w,’U) %(w,v) %(w,v) %h%(w,v)}
(3)
Gy (w,0) = D] Dy, Dy = [22 (w,v) - %o (w,v) 2 (w,v) oo L (w,v))].
)

We are interested in analyzing the effect of the PDE order on the convergence of the PINN loss, which
evolved in accordance with the dynamics (7)), to the global minimum zero.

3Indeed, our analysis covers more general initialize distributions than [25]]. In our analysis, it is enough that a
probability density function of w (0) is in Schwartz space, and that of v (0) is bounded and has zero expectation.
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3 Impact of PDE Order on Convergence of PINNs

Despite the demonstrated promise and versatility of PINNs in addressing a wide range of problems
[29,144,136], they often encounter difficulties in constructing an accurate approximation to the desired
solution of PDEs, particularly with high-order PDEs. Moreover, in contrast to the confirmed efficacy
of neural networks in modeling high-dimensional data such as images and text, the exploration of
PINNSs for high-dimensional PDEs has been apparently limited. While neural network architectures
possess sufficient expressive power to approximate solutions [11]], inferior performance has been
attributed to the difficulty in optimization in practice [61,162]. Additionally, it has been postulated
that the optimization difficulty may stem from the partial differential operators included in the loss
function [37, 148l [33]]. Nevertheless, despite the significant challenge posed by these pathological
phenomena, there remains a paucity of theoretical understanding of them.

In this section, we theoretically elucidate these pathological phenomena by studying the convergence
condition of GF (7)) of PINN loss (3)). Specifically, we provide a width condition for (7) to converge
to global optimum in terms of order k, dimension d, and the power p of ReLU activation. Analyzing
how those factors are related to the convergence condition, we explain why optimizing PINNs is
harder when the order or degree is higher.

Following [24] and [25]], we first prove the positive definiteness of the limiting Gram matrix of PINNs
for general kth-order linear PDE and p without any further strict assumption other than p > k.

Proposition 3.1 (Special Case). The limiting Gram matrix Gy, = Eq, o [Gy (w,v)] is strictly
positive definite and independent of m.

This is a special case of the general state in Proposition[C.3|with L = 0, and the proof for the general
case is provided in Appendix We denote the smallest eigenvalue of G~ by A\g > 0. The following
presents our main theorem in this section, the requisite width size m for the GF of PINN loss to
converge to the global minimum with high probability. The result demonstrates that the required
width grows exponentially as the PDE order k£ and the dimension of the domain d increase.

Theorem 3.2 (Special Case). There exists a constant C, independent of d, k, and p, such that for any

o<1, if
-c (d ; /f) 14p7k+426p (log ”}d> N (10)
then with probability of at least 1 — § over the initialization, we have
Lpiny (w(t),v(t)) < exp(=Aot) Lpinn (w(0),v(0)), ¥Vt > 0. (11)

It is a special case of Theorem[d.3|with L = 0, the proof of which can be found in Appendix [C.1]
It extends, inspired by [25]], the convergence of the GF of PINNs of second-order linear PDEs to
kth-order linear PDEs and the general p-th power of ReLU. It states that even in these general settings,
the GF of PINNs converges to the global minimum with a high probability when the width of the

network is sufficiently large. Moreover, we obtain a polylogarithmic bound (1og %)41' , which is much

tighter than polynomial bound 6~ in [23]] for p = 3. These improvements permit the derivation of
the following valuable explanations for the deficiencies observed when optimizing PINNs.

Optimal Power of ReLU Function in Training Theorem [3.2]sheds light on the suitable choice of
activation function for PINNs. In the training process, the activation function plays an important role.
However, there are no clues as to which activation function is favorable to the given optimization
process. Especially in the case of PINNS, it depends heavily on the PDE at hand. Despite its pervasive
use in deep learning due to its numerous advantages and performance benefits, the ReLU activation
function is not admissible in the PINN framework, which necessitates the activation function to
provide high-order derivatives for optimizing PDE-based constraints. Instead, PINNs harness the
p-th power of ReLLU as the activation function. It is apparent that p must satisfy p > k + 1 for the
PINN loss and gradient descent to be computed. Theorem [3.2]indicates that the smaller p is, the more
likely the gradient descent will converge; that is, it is most optimaﬂ to adjust p to k + 1 regarding the
training process.

“In terms of approximating the solution of the PDE, a larger p makes the network smoother and has better
expressive power [11]]. However, it means that the set of networks covers broader function spaces as p increases,
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Understanding Difficulty in High-order PDEs A significant observation of Theorem|[3.2]is that
it provides a theoretical understanding of why PINNs struggle with high-order PDEs. From (I0)),
we can see that the bound increases exponentially with the order of the PDE. Moreover, for the
GF of PINNSs to converge with high probability, that is, § < 1, a small increment of the power p
would contribute to non-negligible degradation in the convergence, which could ultimately prevent
the network from reaching a minimizer of the loss. Hence, given that k£ determines the admissible p
by p > k + 1, the order k of PDE primarily influences the convergence of PINNs and increasing the
exponential term in (T0).

Understanding Difficulty in High-dimensional Problems The above theorem, which shows that
the lower bound of m depends on the exponential of d, explains why PINNs cannot completely
combat the curse of dimensionality. As PINNs are regarded as a versatile method capable of being
mesh-free, they have been expected to be free from the curse of dimensionality [S8]. However, the GF
of PINNs becomes harder to converge as d increases, requiring the network to be wider. Furthermore,
it can be observed that the magnitude of change in d is amplified with respect to the exponent of k.
This explains why PINNS are relatively sensitive to increasing dimensionality in comparison to other
deep learning models whose loss functions do not contain derivatives. In other words, the presence of
derivatives in the loss makes PINNs sensitive to changes in dimensionality, and the larger & is, the
more difficult PINNs are for high-dimensionality.

Combining all crucial observations from our main theorem, we believe that the impact of the PDE
order is one of the primary underlying reasons why PINNs often fail to minimize their loss. In light
of this theoretical evidence, the next section describes a variable splitting strategy that addresses these
pathologies by properly reducing the differential order in the PINN loss function.

4 Order Reduction through Variable Splitting

The previous section indicates that the PDE order k significantly affects the width requirement for
the GF to converge. Concurrently, for kth-order PDEs, it is necessary to increase the ReLU activation
to at least the k + 1 power in order to ensure a well-defined GF for the PINN loss. Consequently,
lowering k could potentially lead to better convergence of the GF. In this section, we introduce
variable splitting strategy to decrease the differential order by reformulating the given PDE into a
system of lower-order PDEs. We then extend Theorem [3.2]to a more general form in Theorem [4.3]

4.1 Variable Splitting

The concept of variable splitting [54, 155, [56]] is to rewrite a higher-order PDE into a lower-order
system, after which the PINN approach is applied to the system. A crucial aspect of the success of
such methods is the reduction of the derivative order present in the training loss function.

Augment Variables For L > 0 and increasing integers 0 = &y < &1 < --- < p41 = k, variable

€1
splitting augment the derivatives of the solution 86 Uy 66 = u as additional auxiliary variables

¢1,...,0r, respectively. For notational simplicity, we abbreviate the integer set {1,--- ,m} for

I . . o8¢ o5¢

a positive integer m by [m]. For £ € [L], each term in = corresponds to 5T U for a
multi-index o = (ay, ..., aq) € N¢ with the size |o| = Zle a; = n. Therefore, ¢y is a vector-
valued function of size |I¢,| for the index set I defined in (I8). We denote the component of ¢, that

corresponds to ama by (¢¢),-

Reformulate PDE into Lower-order System By replacing each of the differential terms 885[ U

with the corresponding auxiliary variables ¢y, the differential operator A in (I) can be rewritten as:

HAE+

- > wd Y Y Y 5 (60)a (12)

la| <K =0 |a|<& |BISAE 41

not that a network can be easily trained. Indeed, our result leads us to the opposite conclusion that large p could
be detrimental to convergence from the optimization perspective. In this paper, we refer to ‘optimal’ as the sense
of being likely trained under the mildest condition rather than approximating the solution with the smallest error.
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for some coefficient functions a5 : 8 = R and A& = & — &,_1. Since ¢, represents a function
that differentiates the PDE solution A,-times more than ¢,_1, the components of two consecutive
variables ¢,_; and ¢, are governed by

HAE:
Erel (‘W—l)a (z) = (¢€)a+5 (x), a € Ie, ), B € g, (13)

From these, the PDE () can be identically reformulated by the system of lower-order PDEs:
N[¢07)¢L](w):f(m)a .’BEQ,

B

% (d)lfl)(x (:13) = (¢l)a+,8 (x)v T e Qv te [L]a a € ‘[&717 B S IAE@? (14)
B[¢o] (z) = g, x € ON.

It is of paramount importance to note that the maximum differential order of this system of
PDE:s is the highest difference of derivative order between consecutive auxiliary variables || =
max {A& : ¢ € [L + 1]}, which is less than k. This aspect gives rise to notable ramifications in our
analysis of VS-PINNSs, which will be discussed in the next subsection.

Variable Splitting for PINNs In this paper, we consider the parameterization of all variables ¢,
with two-layer MLPs with ReLUP? activation function, in a manner analogous to that described in
Section [2] for PINNs. The weights in the first and second layers of ¢, are denoted by w; and v,

. T T . .
respectively.We use w = [wlT e w{] and v = [fulT e vz] to refer to the respective collections

of all weights. Similar to PINNSs, Variable Splitting for PINNs (VS-PINNs) employ the linear sum of
penalized residuals of each term of the induced system of PDEs (T4) as the training loss:

LYivn (w,v) Z% (1 i: (1\7 [P0y - L] (=) — f (%‘))2

n
© =1

8 2
ZZ > ((.fmﬁ(moa(wi)—(m)aw(xi)) (15)

@ 1 |0¢\<€£ \B|<A5€+1
Y (Bl (&) - g(@))Q) ,
ny

where v, 11, ..., vy, are regularization parameters. As the GF of Lpjy v is characterized by Gram
matrlces G and G induced from the gradients of the residuals of each term in (1), the GF of
LY is characterized by Gram matrices G and G, which is induced from the gradients of the
residuals of each term in (T4). Appendlx. A|gives more details for Gw and Gv.

Remark 4.1. In order for high-order PDEs with k£ > 2 to be well-posed, it is necessary to have more
boundary conditions than those defined by the boundary operator B in (I)). Although our analysis
concentrated on B that reflect only up to first-order derivatives for the sake of simplicity, our theory
can also be applied to more general boundary conditions. Furthermore, the high-order boundary
conditions B can also be reformulated using the auxiliary variables used for N In that case, relations
(T3) should hold on the boundary & € 992. As the reduced system (14) with reformulated boundary
condition is equivalent to (T)), instability issues were not observed in our numerical experiments
even in the absence of artificial boundary conditions on the auxiliary variables unlike to grid-based
conventional numerical schemes.

4.2 Analysis

A key advantage of VS-PINNS is that the derivative order of the induced system of PDEs is
|€], which is lower than that of the original PDE (T). We prove its effectiveness in this section. As
analogous to PINNs, we begin by proving the positive definiteness of the limiting Gram matrix,
providing its proof in Appendix [C]

Proposition 4.2 (General Case). The limiting Gram matrix (A;zo =Ewpw {Gv (w, v)} is strictly
positive definite and independent of m.
We denote the smallest eigenvalue of E:ZO by Ao > 0. We now present our main theorem, which

demonstrates the profound impact of order reduction in variable splitting. The proof of the following
theorem can be found in[C1l
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Theorem 4.3 (General Case). There exists a constant C, independent of d, k, |&|, and p, such that
forany 6 << 1, if
d+k 6 d+‘€| 87‘5‘4’,46 md p
2°P ( log — 1
m>C’(d)(d p os ™) " (16)
then with probability of at least 1 — § over the initialization, we have
Liinn (w (t),v (1) < exp (=ot) LETyy (w (0),(0), Vt > 0. (17)

The right-hand-side of (I6) grows exponentially with respect to d, k, and p, thereby indicating the
substantial influence of these factors on the convergence of VS-PINNS, including PINNS as a specific
case (L = 0). This analysis reveals several significant advantages of VS-PINNs:

Improved Convergence: VS-PINNs are more likely to converge to the global optimum than PINNs
due to the reduction in the derivative order || < k. This also relaxes the condition on p fromp > k+1
top > [£] + 1. As previously discussed in Section [3] the optimal value of p is |¢| 4 1. Given that
6 (€] + 1) is an exponent of log (1/4), the most dominant term, reducing the order from & to |¢|
leads to an immense improvement. There is another noteworthy observation we can see here. Given a
kth-order PDE, there are numerous possible partitions & that could be employed to decompose it to
a system of lower-order PDEs. Consequently, there are a many of potential VS-PINNSs that could
be constructed. The aforementioned result indicates which of these is the most effective. As the
convergence improves dramatically with a reduction in the derivative order, the optimal approach
for splitting variables among various ways is to separate the given PDE into a system of first-order
PDEs by parameterizing all derivatives of the solution as auxiliary variables. In other words, the
finest splitting with o = 0,&; =1, ..., {,—1 = k — 1 would be the most effective in terms of the
convergence of GF, as the differential order || is reduced the most to 1. Taken all together, the most
optimal VS-PINNS that reduce the PDE order £ to 1 will markedly enhance the convergence of GF.

Reduced Dimensional Impact: The reduction of orders in VS-PINNs enhances the resilience of
the model to high-dimensionality. From Theorem[3.2] we observed the effect of d being exponentially
enlarged for the PDE order £ due to the kth-order partial differential operators in the loss function. It
can be alleviated by VS-PINNs reducing the order, thereby easing the amplified scale to exponential
of |€]. This indicates that VS-PINNs are more effective in combating the curse of dimensionality.
Since the curse of dimensionality is a serious issue that is prevalent in various fields, including
Hamilton-Jacobi-Bellman equation in control problems, Schrodinger equation in quantum physics,
and Black-Scholes equation in finance, it is evident that enhancements to the robustness of VS-PINNs
with respect to their dimensionality would facilitate considerable advancements in various fields.

Memory Efficiency: VS-PINNs are memory-efficient despite the presence of multiple auxiliary
networks. As the order of the derivative increases, the complexity in automatic differentiation in
modern deep-learning frameworks like PyTorch increases and it becomes computationally expensive
[7]. Adopting the order-reduced representation in the proposed variable splitting can overcome the
difficulty in calculating the high-order derivative via automatic differentiation. The loss function
for the finest VS-PINNSs involves only first-order derivatives, which reduces the memory usage and
computational requirements. Despite the increase in the number of networks, VS-PINNs exhibit
greater efficiency because memory usage and computation scale linearly with the number of networks
in contrast to the exponential scaling with the order of derivatives. Table [3]in appendix demonstrates
the memory reduction of VS-PINNS.

Remark 4.4. The current approach to parameterizing the &,-th order differential operator on all axes
V¢ as an auxiliary variable may be suboptimal in certain cases. In a given PDE, if the order of
the derivative varies significantly along the axes, that is, a, # 0 for only a few « in (I)), it may be
more efficient to approximate the partial derivatives using auxiliary variables separately for each
axis. To illustrate, for the PDE u;; = g4, it is more suitable to parameterize variables ¢y ~ wu,

D1 = (ug, Uy), P2 R Ugy, and @3 A2 Uy, rather than approximating all tensors V%m), V(Qm), and

V?t’x). The theoretical framework presented in this paper is capable of addressing this scenario by

. o5& . .
constructing each ¢, to replace admi for only part of o with || = &,. However, we exclude it due to

the intricate nature of the states and the lack of a meaningful impact on the PDE order.
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Figure 1: Training losses of PINNs solving (a) bi-harmonic equation and (b) Poisson equation.

Remark 4.5. Although the shaprness of the bound in Theorem [4.3]is open, it is important to note that
the leading term of the bound is based on conditions necessary for the Gram matrix to be positive
definite, which is a crucial property of the Gram matrix for ensuring the convergence of the GF to a
global optimizer. Since the Gram matrix is defined by the PDE loss and the network structure, we
believe it can still provide valuable insight into how order and power affect convergence.

5 Experiments

This section presents experimental results that validate the theory. Throughout numerical experiments,
two-layer MLPs with ReLUPactivation function were utilized in order to align with our theoretical
framework. Throughout all experiments, the training collocation points consists of uniform grid
and regularization parameters are set to vy, ...,vy = 1 and v = 10. We implement all numerical
experiments on a single NVIDIA RTX 3090 GPU. Experimental details are provided in Appendix [D]

Convergence behavior of PINNs To investigate the influence of the activation order p and the
PDE order k on the width m required for convergence, we examined both the second-order Poisson
equation and the fourth-order bi-harmonic equation, both of which yield the same solution. We
trained networks with varying widths m, ranging from 102 to 106, for each combination of p and k
using GD optimization with a learning rate of 10~8. Figure [1|illustrates the training losses at the
initial stage on a logarithmic scale, supporting our theoretical findings that a larger width is needed
for higher values of p to ensure convergence. Moreover, we can observe that narrower networks tend
to converge more readily when solving lower-order PDEs (Poisson) compared to higher-order PDEs
(bi-harmonic). This observation aligns with Theorem [4.3]that higher-order PDEs necessitate larger
network widths for guaranteed convergence.

Validation on the effect of p To verify the influence of the power p of the ReLLU activation function,
we test PINNs with varying p values between 3 and 10. Since the training process became highly
unstable as p increases, we consider second-order heat equation [14]] to gain a more precise
investigation of the effect of p. The results are summarized in Figure 2] (a). We can see that the
convergence of loss is enhanced as p decreases, which supports our theoretical finding.

Comparison between PINNs and VS-PINNs To validate the order reduction effect of VS-PINNS,
we conducted an experiment comparing PINNs with VS-PINNs on the second-order heat equation.
Each model was run five times with different random seeds, and Figure 2] depicts the training loss
for both PINNs and VS-PINNs along with their variance. The results show that the training loss for
VS-PINNSs converges more effectively than that of PINNs. This indicates that VS-PINNs, which
optimize a loss function incorporating lower-order derivatives using networks with smaller p, facilitate
convergence of GD, consistent with the theoretical findings in Section[d] Furthermore, we performed
a similar experiment on the convection-diffusion equation (511)) in the Appendix [E| and obtained
results that were consistent with those observed for the heat equation.

Effect of splitting level For higher-order PDEs, there are several ways to transform a given PDE into

a lower-order system through variable splitting. To investigate this effect, we conducted experiments
on the fourth-order elastic beam equation (510) [52] with two cases: (i) ¢ = u, p1 = Ut, P2 ~ Uyy
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Figure 2: Loss curves of (a) effect of the power p of ReLUPand (b) comparison between PINNs with
VS-PINNSs.

with |£| = 2 and p = 3 and (ii) the finest splitting of ¢g &= u, p1 ~ Vu, o & Ugy, P3 & Ugyy, With
|¢] = 1 and p = 2. In order to train PINNs for a fourth-order PDE, p should be at least five, but
training such PINNs with GD does not proceed properly, as illustrated in Figure[T} Consequently, the
experiments were conducted using the Adam optimizer. In contrast to the underperforming PINNSs,
VS-PINNG are effectively trained even with GD, as illustrated in Figure [6] of the Appendix [E] We
run each model five times with different random seeds, and Figure [2] (b) depicts the training loss of
PINN and two VS-PINNs with variance. The results show that the model with a lower PDE order k
and a smaller power p of the activation exhibits a more pronounced reduction in the loss function, in
accordance with our theoretical findings. Furthermore, it can be observed that the variance of the
training loss is significantly smaller for the models with smaller values of k£ and p. This indicates that
the learning process is much more stable for a smaller k& and p. We also conduct numerical studies
on the fourth-order bi-harmonic equation (508). However, the results exhibit a similar trend to that
observed in the beam equation and are therefore presented in Appendix [E]

6 Conclusion

In this paper, we proved that the gradient flow of PINNs converges to a global minimum and provides
sufficient width for this convergence. It extends the results in [25] to general PDEs and activation
functions and provides even tighter conditions on the width size. The main theorem demonstrates
that the PDE order or dimension exponentially increases the width requirement, theoretically indi-
cating that PINNs are challenging to optimize for high-order or high-dimensional PDEs. We also
substantiate that the PDE order amplifies the adverse effects of dimensionality, which explains why
PINNSs are more susceptible to dimensionality than other deep learning losses without differentiation.
Furthermore, We showed that the variable splitting strategy improves convergence by reducing the
differential order included in the training loss function.

It is acknowledged that we only provided sufficient conditions for convergence. To fully comprehend
the role of these factors in optimizing PINNS, it is also necessary to establish the necessary conditions
linking PDE order, dimension, and convergence. Given that the primary goal of PINNS is to
approximate the solution of PDEs, it could also be a limitation that all discussions were limited to
empirical losses with fixed collocation points. It would therefore be a worthwhile future direction
to analyze the conditions under which the expected loss converges when training collocation points
are randomly sampled per epoch. Extending our theoretical framework to analyze the impact of the
variable splitting strategy on the generalization error of PINNs, as suggested in [64]], would also be
an interesting and important research direction. Moreover, as our analysis was confined to continuous
time flows, a comprehensive understanding of gradient descent would necessitate the analysis of
discretized flows, since GF and GD have different dynamics [50]]. We expect that our theory could
be adapted to GD dynamics by using Theorem 3.3 of [50]], which treats GD as GF with a counter
term, but we leave it for future work. In a practical context, the convergence of PINNs for adaptive
optimizers, such as Adam [35] or L-BFGS [43]], and other activation functions, including hyperbolic
tangent, remains an open question.
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A Mathematical Notations

We introduce the symbols and mathematical notations that are frequently used in this paper.

Symbol Description
No The set of non-negative integers
deN dimension of domain
Q c R? d-dimensional domain
a,3 €N multi-index of dimension d
keN order of the governing PDE
N differential operator
N Splitted differential operator
B boundary condition operator
¢ integral partition of [0, k]
f:Q—R  source function
g : 02 — R boundary function
z(y) (augmented)point in €2
z(y) (augmented)point on 9S2
10} neural network
G, Gy Gram matrices
Ao The minimal eigenvalue of G,
m N the number of the width of the network
o activation function
peN power of ReLU activation function
No,Np € N the number of collocation points sampled from the domain 2, OS2
s residual of PDE loss
n residual of gradient matching loss
h residual of boundary loss
For a positive integer m, the set {1,--- ,m} is abbreviated as [m]. The set of multi-indexes whose

size is m or is at most m is referred by

d
Im:{a:(ah...,ad)ENg:a|:Zai:m}7
=1

d
Jm:{a:(al,...,ad)ENg:a|:Zai§m}.
i=1

In this paper, we use two-layer MLPs. For given k¥ € N and a partition 0 = §p < & < --- < & <
ér+1 = k, we define ¢y : R? — R|If/f| of width m as

(18)

1 & 1
¢ (3w, v0) = T (ve), 0 ([('wé)m (We), o o (W), 4] x+ B (W), a41
, T’;l (19)
=Y (wo), 0 ((we), y),
LS 0o (il
where weights in the first and second layer are
-
(wy), = [(wé)m ('wf)ra ('wt’)r,d %(w@)r,d+1] € RUHY, (20)
T
(ve), = [®)ra @)oo (0] e RIE, 21

T . . .
andy = [z7 3] € R Note that the output dimension of ¢y is R%: | because each component

. . . 13
of ¢y (x;wy, vy) represents partial derivative gwf; u, for each o € I¢,. Hence, even though (v;),

is a flattened vector, it is more convenient to use o € I¢, as an index of component of (v;),.. For
example, if d =2, ¢ = 1,and a = (0,1) € I3, (v1), , = (v1), ©.1) refers a weight between the
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r-th hidden node and output that represents a%“ (z,y). Similarly, we use multi-index itself as an
index that is related to I¢,, Ia¢,, or Jag,-

A
Moreover, as each ((bg)a is differentiated by some %m—if fora € I, , and B € Iag,, index we

. . NS . . .
use pair of multi-index (o, §) to refer a component of %T; (¢¢), .- Sometimes, this indexing by

r7

multi-index is used in conjunction with normal indexes, like () (a,3),i fOr some i € [Mo].

We denote the collection of weights of all ¢;’s by w = [wg, . wz] T and v = ['UOT, e 'UH i
Similarly, p is the collection of all p,’s, p = [MJ e ,,u,z]. With regularization parameters

v, v > 0, residuals s;, () 4, and h; of variable splitting for each training sample

T /.-
s (w,0) = [ — (W [0 (5w0,00) -+ 61 (5w, 00)] (@) = f (1)) 22)
(o) (w, ) = [(B) (0,5 (W) o per (23)
—|0° . _ .
o [ xf ((bé_l)a (:E“ W1, Ve-1) = e (wz’ We, 'UZ)OH,ﬂ} acleg, ,B€lag, 7 24
and
1% ~ ~
hi (w,v) = [7= (Blo (5 wo, vo)] (%;) — 9 (2;)) (25)
define the loss £Y7y  for the system,
Liivn (w,v) (26)
1 No ) ne L ) ny )
=3 D si(w,v)* + > () ey (W 0)* D Ry (w,v)* | @27)
i=1 i=14=1a€ls, , BEIag, j=1
we define
- n .OSESL,’L.E[TLO], - AN CkGJl,
o = o ({0 @l (LR A Uil S50 1)L e
Vmax = max ({1, v} U {ve : £ € [L]}). (29)

B Calculations

The proof of the main theorem includes intricate calculations. To keep the proof clear, we separate
some tedious computations that are used frequently. As this section is a reference for the proofs, we
use some notation or symbols without any mention if they are defined in the other part of the paper.

Sizes of index set I,,, and .J,,,. Forany ¢ € [L],

d—i‘fe—l) (d-i—Afg—l) (d—l—Af@)
Il’ = ) ol = | ol = . 30
e, | ( & [ag,| Ag, | Jag,| AL, (30)
We bound |1, |, |A,| and Jag, by
d+
IIA&,<|JA@|<( d§|>7 (31)

and

- d+k

>l < el < bl = (15 F). ()

=0
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P T \P
Partial derivative of 5, i1, and h. Note that ((’U)g ) in (34), awﬁ ( we_1), yl>
+
in (33), ( Z) in (3¢), and 2 ( 0), yj> in (37) are polynomial of (wy),., (we_1),.,
(wy),., and ('wo) of degree D, respectively
Fori € [n,),{=0,1,...,L,r € [m],and @ € I¢,,

0
ICHN s—f > Mﬂamﬁa(w) ¢ (i) (33)

ﬁEJA§€+1

o X T (R (34)

BEIng,

Similarly, for £ € [L], 7 € [m], o € I¢, ,, 0 € I¢, |, B € Ing,, and i € [n,], we have

9 T (g?fzs ((we—l)f y),,> if 0y = as
CICT (He)(az,ﬂ),i = ° I (35)
e 0 otherwise.

Forl € [L],r € m], a1 € I¢,, 0 € I¢, |, B € Ing,, and i € [n,],

p
_ )~ rrI::LO (('wé): yz) if g = ag + B,
(1) (0, 8).0 = +

0 otherwise.

— 36
FICh) (36)

T,

For r € [m] and j € [ny],

0 14 _ o« T . \P
= _ . . 37
a (,UO)T71 h] mny aezjl Qg ama ((wo)r y])+ ( )

Norms of partial derivative of s, u, and h. Note that fori € [n,], ¢ =0,1,...,L,r € [m],
0s; (w,v) /1 0 N oP ( T \P
- aévav 9.8 (U[)T ('LU) Yy
H a(wﬁ)r 2 mne a(wf)r aezlgz ﬁ€‘§1+1 ﬁ(‘)azﬁ ( )+ o )
(33)
[ 1 0 T \P
= o (9(’(1)/) ‘ Z Z Z a,ﬁa B (( ) ro ((’UJZ)T y>+>
T aelge ﬂEJA€£+1 )
(39
1 N a 86 T P
= ”mno Z (w)r,a Z By ) (we) <6a:3 (( )y y)+>)
aeIQ ﬁeJA§é+1 T )
(40)
1 a 8'3 T P
<y ——max Y, (00,0 D H < (we), y > (41)
faxe" B r
mn, aels, beTne 0 (wy), \Ox ( >+ 9
< \/ max Z W), > PR (wy), |57 (42)
Mo I 56‘]A€g+1
= ,/ Gma Z (V)0 | [Jages | P2 | (we), 15 43)
Mo e,
1 NI -1
< g e/ el 1(00), Ml [ [ P25 I 0), 1577 (44)
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fort € [L],r € [m],a €l ,,B € Irg,andi € [n,),

9 (1) (0, p),; (W, V) B 0 [vg 0P T \P
’ 9 (wy_ 1)T = ‘a('wZ—l)T ( mng, OxP ((Uel)r,a (('wefl)r yz)*i’)) , 45)
_ vy 0 o T \P
=\ (Ve-1),.4 ‘5’(11’4—1% (amﬁ (((wél)r yi>+>> )
(46)
o e [P ), (47)

1% _
<[ 2R plEl | (g, we_y), |57, 48
S, 2 @)l 1 (we—n) [15 (48)

a(ﬂe)(a 8),i (w,v) 0 Ve T\
B). _ | 49
own, |, e (i (0 (o)) ) @
Vy 0 T p
p—— (V0)y.0 3w, ((wtz)r y¢)+ , (50)
\/7 |0),.a] N0, 157 (51)
mn
dex -1
S A (L l(we), I3 (52)
HCW(“”’) —0,if ¢ £ 01,0, (53)
a(wz')r 2
and for r € [m] and j € [ny],
ohj (w,v) d v _ o~ T. P)
_ / 97 : ) 54
8(w0)r , H a(wo)r ( m ag;l (%% o ('UO)T,O ((wo)r yJ>+ , ( )
NG a o T \?
- _0 & . , 55
= mnbamax agl a(wo)r dx (UO)nO ((’wo)r yJ)+ ) (55)
Vv 2 p—1
< 56
< Gt 300l o, (56)
Vmax -1
< ’ 57
<\ e @ (4 F 1) p? [[(wo), Il [l (wo), II5 (57)
ICRON Ty Y (58)
a(wzl)r,l 2
Similarly, for £ € [L], r € [m], and ¢ € [n,], we have the following inequalities:
fora € I,
852 (w,v) o° P
<\ > ‘Waﬁa 3 ((wz) z) (59)
BEJA52+1
S U e [CHN [ (60)
0s; (w,v) Vmax l€| P
o |, =\ e el e | P 000, 1 (®)

forog € Ig, |, a0 € I¢, ,,and 8 € Iag,,

9 (He)(azﬁ),i (w (t),v (1)) vy
=1(a1=as} mn,

62
9(Vi-1),. 0, ©

e
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< 1{041:&2} ’

A (), ]

H 9 (u[)(ag,ﬁ),i (w,v)

(63)
Vy A€ p
<y =P/ | I _ 64
a('UK—l)T , = mnop | 51{—1‘ | A§1{| ||(’lU[ 1)7“”27 (64)
for a1 € I&, Qg € I&_l, andﬁ < IA&,
a(ﬂe)(a2 B),i (w,v) vy T \P
S TP . ( ) 65
000, |- et (00 90, €

[ ve
< Yai=astp) oo ([ (we), [l
H 3(#@)(a2,g),i (w,v)

(66)
< e e | el I G
2(v), < Vi, Ve [Hacl o) Iz
for¢/ £¢—1,¢,
Hawi wo)| _, .
6(’0@/)T 2
and
P
<y (((wo)f 7,) )' (69
UO r,0 mny aEJ +
v
< max 1 P
mng (d+ )amaxp ||(w0)rH2’ (70)
ahj (wv'v) el
=0if¢ € [L]. 71
| s 1) 0
Hoeffding’s inequalities for s ;, (1), (, g)»and h;,. Foreachi € [n,]and r € [m], let
s (w \/n Z o> ea,ga 5 (60)o — f (@) (72)
o = anfgi ﬁE]A§2+1
= ; Sir (w,v) — \/TT(,f (z;), (73)
where
L
1 o8 T \P
Sir (w,’u) = Z Z &Z}a,ﬂiﬁ ((’U@)T’a (’wg)r Yy ) . (74)
Vymn, £ { seim, ox ( )+
As s; . is a p-th degree polynomial of (wy),., we have
Amax L 86 T p
i (w,0)] < Z > > ‘W ((w)m ((wo), y)+>’ (75)
acle, BEIng,
a L
SN2 D S D (O ey (N 76)
© ¢=0 aelge ﬂEJA€£+1
forall i € [n,] and r € [m]

Since ||(wy), (0)], < R and ‘(w)m (0)‘ <1forall =0

L,a € I¢,, and r € [m], we have
|S7L,r (w \( amax Z Z Z pA£€+l Rp (77)
=0 a€lg, fEJae,

91
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L
Vmax . Z |I§[‘ . |JA52+1 ‘ . p|§|R:D (78)

<
mneg =0

< [rmax g (R (TN e g (79)
mn, d d

forall i € [n,] and r € [m)].

Using E [(w)r,a} =0, we attain E [s; - (w (0) , v (0))] = 0, and Hoeffding’s inequality gives

2
S 2 (%)
€ N
P st(w(O),v(O)) >] < 2exp _

l r=1 Vo m (2 ’;;L‘;;;‘ Omax (d‘gk) (dgﬂ)p\E\Rp)
(80)
2 - 81)

< 2e — ’

==X Winax @2,y (d-gk)2 (d-l;ilfl)2p2\5\R2p

foralle > 0.
Similarly, for each £ € [L],a € I¢, |, B € Ia¢,, and i € [n,],

o8
(10) 0,3y, (W5 0) = 4 ] % (W (Pe—1)g (Tiswe—1,v0-1) — Py ($i§w£av6)a+5> (82)

= (1) (o). (w,0) (83)
r=1
where
7 o° T \? T \P
010 00 = 2 (25 (@) (00T ) ) = (00 (00 ) ).
(84)

Then, we attain that

(Ke),(a,0),i (w’”)’ <[ ( ;ng ((vel)m ((wzfl): yz)i)r)’ +

(W)naﬂf ((we): yz)i

mn,
(85)
Vy A
< o (p N (Ve-1)q ||(we_1)rllg+‘(w)m+ﬂ‘||(w¢)r|\’2’), (86)
and
Vms:
) < [ Zmax [ J¢] 3

[(B)r 00 (0 ()0 (O)] < /722 (o 4 1) B 87)

E {(W)na} = 0 implies E {(MK)T,(OCJJ’)J} = 0 and for each i € [n,], Hoeffding’s inequality with the

sum over r € [m] of variables

Xpi(w(0),00)= > D (B (ap. (w(0),v(0), (88)

aEI§e71 BEIAEE

with

) . Vmax (" I¢] 7
[ (0 (0) v (O)] < [T, |- [ 7 (o€ 1) R (89)

Vmax d+l€ d+|£‘ ‘5‘
mno( d )( d )(p +1>Rp ©0)
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gives

]P) (/L )r, «a z(w (0),’1)(0)) > ° ‘| (91)
l; tr(a,B), V7o
2
2 e
<2exp | — (\/T) (92)
13

m (5 (4 (5 i+ 1) o)

52
<2exp | — . (93)
< Vana (59) (TN (el 4 1) R2p>

For each j € [ny], let us denote

hj (’LU/U) = \/n7b Z da% (Cij;’l.l)o/U()) - nlbg (i.J) (94)
acJy
=t (v0),) = 1/ -9 (&) (95)

where

o i
i (w,0) = [0 3 oy <(’UO)7»,0 (o), y])i> : 96)
acJy

It is clear that /. is expressed as a p-th order polynomial of (wy), and we can deduce that

i (w0 (0), 0 (O)] < /2 s (d + 1) R, ©7)

forall j € [ny] and r € [m].

Similar to the case of s; , and (p,),. (a,B).i° Hoeffding’s inequality gives

p[ h
r=1

2
<2exp | — c . 98)
2Winax @2 i (d + 1) p2R2p

Components of Q,, ,, Each component of Q,, ,, is polynomial of order p as follows:

(QO 0)1'1 io

ZZ > ( I~ ) (Wf)msiz) (100)

=0 r= 1046[5

1 - . 08 P . 98 p
MZZ Z Z UaBy B ((wf): yi1)+ Z Uy B ((we): yi2>+

v (0))

g
> —
V1

99)

©t=0r=1acls, \BEJac,,, ES N
(101)
(QO 4)1'1 ((@,B),i2) (102
0
= Z Z Z 51‘1 e () ()i ) (103)
=0r=1la 'ele, < 'UZ/ ) (a (’Uf’)na/ ’

v 0
Z IZ ( (ve— 1)7«&/5“) (a(wl)m,(“f)m,ﬂ),iz> (104)

-1
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+Z Z (a(w)rasn> <6('Ut’)ra (M)(Q,g%h) (105)

r=la’€l¢
= 751& a/.. N l’l' o io (106)
;O‘IGI§Z1 (a(vf—l)na/ > (a(vl_l)r,a/( Z)( ’5)’ >
+ Siy o) in (107)
; (a(v3)7»7a+@ ) (a(’l)g)na_i_ﬁ( Z)( ,B)s >
-y a2 (T ) ) (2 g
~ mn, > > wtap dxP’ ((we_1)7~ yi1)+ 928 ((we D y12>+ (108)
r=1 B'€Jag,
a 85/ T p T P
B e [ B
B'€Tng, 4
L m
9 d
e % h; (110)
(Qo,L+1)w e ol (6(1;@%& ) (3(vé)m ])

- z; 3(vo)r,1si> <a(v0),),1hj> (111)
1 v m R aﬁ p 3 9 P
~m\ nomy Z ( Z @0.1.85.8 ((wo)yT yi)+) (Z Gags ((wo)r yj>+> .

(112)

<Q£ e)((al B1),i1),((@2,82),i2) (113)

3 0
— ZZ Z < U@, “2)((!1,51),1’1) <M (/J’é)(amﬂ?)@) (114)

=0r= 10‘€I£ ,
- )
a (115)
;(XE%; 1 ( /UZ 1) al ﬂl ) <a ’UZ 1 HE)( 262) 2)
+Z (o1 51)11> <a (1) (0v2,82), 2> (116)
r= laelfl
m 8,31 ,
- = 117
,;( mn, dxbr ((wz 1)r Yiy >( mn, 0 wz 1) yzg) )l{al_%} (117)
m 7
- _ 18
+ ; ( mn, <('w yzl ) < \/m> ylz > o, +p1=astps) (118)
17 i o/ T » )
- ozhr ' - 1
mne ; (<8$B1 ((wZ—l)r yn) ) (awﬁz ((wé 1) yzz) ) 1{a1_a2} (119)
p P
+ ((wz): yi1)+ ((wz): y12)+1{a1+51=a2+62}) : (120)

(QZ,EJrl)((041,,@1),1‘1),(((12,52)71'2) (121)
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L m a 8
- Z Z ((vf') (HZ)(a17ﬁl)7i1> (M”)ra (u£+1)(a2,52),i2> (122)

; 0
= Z (a ) (cv1,B1), u) (8(’00 (/"'£+1)(a2,52),i2> (123)
r=1ac 152 o
_ m Vo1 8/32 T »
Z ( it W - v ) Homartsy (\/7393&2 ((we)r yi2)+> L{a=as}
r=1 a€]§[
(124)
VIR (T V) (2 (T Y
T ; ((we)r y)+ pe ((wz)r y)+ L{on—artfi}- (125)
(QZ L+1)(((x 8),i). (126)
0
- o I (127)
2;a§< (ver), ( Heleo ) <‘9(W)m/ ]>

m a a
= ; <8(v0)( )(aﬁ),z‘) <3(110)th> (128)

i_n: (\/Toawﬁ <( );r yi)i) ( anb Ga (("”0)7T Qj)j_) 1oy (129)

a€Jy
1404 U P ~ v TP
m\/T’HbZ <8(Eﬂ yz)+) (aeJ Qo Dz (('LUO)T yj)+> 1{@21}, (130)
(QLH b1)j, s (131)

:ZZ > < hﬁ) (a(v(z),‘,ah”) (132)

(=0r=1acl,

0 )
P A ST, 133
—~ (a(vo)n1 h) (awo)n1 J2> (133)
m 7] 3 604 T ] ,
Z (maeJ aa@ y]1 ) <\/Tb Z O)T yj2>+> (134)

r=1

— minb f: (Z ((’LUO): gﬁ)i) (2; &a% ((wo);r @j2>:)_> . (135)

acJy acJ;

M*
s
3

The number of possible nonzero elements in Q, , and G,. There are possibly n2,
|I§,371| |Iag,| n2, and n,n; nonzero elements in Q0> Qo> and Q 1 ;, respectively. For each
(o1,B81) € Ie, , X Ing,, there are at most |Iag,| pairs of (o, B2) € Ig, , X Iag, such that
a1 + 1 = ag + P2 and at most |[Iag,| pairs of (ao,f2) € I¢, , X Iang, such that a1 = ao.
Thus, there are at most 2 |Iag,| pairs of (g, B2) € I, | X Ing, With oy + B1 = g + B2 or
ai = as, and Q,, has possibly (|Z¢, .| [Tag,|70) (211a¢, | n0) = 2|, | - [Iag,|? n2 nonzero
elements. Similarly, each (a1, 81) € I¢, , X Iag, uniquely determines as = a1 + 1 € Ig,,
there are |Iae,,, | pairs of (a2,82) € I¢, X Ing,,, with ay = a1 + 1. Hence, Q,,,, has
e, o | - Ine,| - [Iag,s, | n2 nonzero elements. @, ;4 has |Iag, | nony nonzero elements. The

number of nonzero elements in Q@ , ;4 is n?. After all, the number of nonzero elements in G, is
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Matrix | The number of nonzero elements

Q070 n?
QO,Z ’1514—1| |IA§£|7’LZ
QO,L+1 oM
Qé,é 2’*[5@—1| ’ |IA§14‘2n(27
QZ,ZJrl |I§14—1‘ : |IA§1/.| : ‘IA§Z+1 | ng
Q111 [Iag, | nomp
QL+1,L+1 ”1%

Table 1: The number of nonzero elements in blocks in G.

at most N, = 7(%"“) (dtlm)Zni + 4(‘“:1\5\)7107% + n?2, because

(the number of nonzero elements of (A;v) (136)
L+1
= Z (the number of nonzero elements in Q,, Z) (137)
£=0
L L+l
+2 Z Z (the number of nonzero elements in Q, ;) (138)
£=0 £/=4+1
L
<n2+ 3" (2|Mers | [ag* n2) +n} (139)
=1

L L
+2 { (Heeo i | aee n2) + nomo + > (Heo | Hae, | [Tag,,s | ) + Hae, | "o”b} (140)
Y4

=1 =1
d+€\* &
<n?,+2( P >;1|I§“|n§+n§ (141)
d+ €]\ < d+EN* & d+[¢|
+2{( d );’I&I‘ng—l—nonb—i— d 2 ‘1&71‘@4— d NeNyp
(142)
d+ €|\ (d+k d+ €N (d+k ) d+ [¢] )
§<1+2( d )( d >+4< d d n,+2(1+ d NNy + N,
(143)
2
§7<d2k> (C”df') n3+4<d+d|5>nonb+n§ (144)
—N}. (145)

Norms of partial derivative of Q,, ,,. Foreachiy, iz € [n,],r € [m], and £ € {0} U[L], we have

(QO’O)’il,iz (146)
L m
1 ) o8 T » ) Py . ,
T, 22 2| 2 e (w0 wi) || X arasgs (wdw.), |,
=0r=1acl, 5EJA52+1 ﬁEJA§Z+1
(147)
0 (Qoo) (148)
8(w5)r 0,0/41 45 )

https://doi.org/10.52202/079017-0003 96



1 0 R 8ﬁ T p R 8ﬁ T p
- mn, 0 (we) {Z ( Z R ((we)r y“)+) ( Z 08 Dl ((wg)r yi2>+
r aEIgi ﬁGJAgéJrl ﬁGJAgZJrl 9
(149)
L T P o° T p
o el e = (o), s, =5 (o) v,,)
m 8( 0), seine, ox ( )+ seine, ox ( + .
(150)
1 2
St e [ e [P (0, 577 (151)
0
= 152
d(vy), (@o0)s, (152)
Foreachl € [L],a € I¢, |, B € Ing,, and i1,i9 € [n,),
(Q07€)i1,((a7ﬁ)7i2) (153)
\/» m X 85’ T P iﬁ T P
=n. > s 927 ((wé—l)r yi1>+ 9P (('we—l),, yi2>+ (154)
r=1 B'€Jag,
. " T p T P
- ( > 0.0 557 ((we)r y¢1>+) ((W)r yi2>+ ; (155)
B'€Jngyy,
0 (Qo). . (156)
a(wf—l) i1, ((e,8),i2)
L i | X w0 ) ) (5 (6w,
— mnoa(wﬁl Zlaﬁa B’ 17-yzl+ awﬁ -1 7,2+
B'€Jdng, 9
157
14
Y N e O N o (158)
max d+
<V () e, (159
mn,
and
Joas @i o
N o TP T\
__ , _ . 161
H 5 Twn) P (COME I N (CORE (161)
T ﬁ’GJAge+1 9
N e [N 162)
max d+ —
<V amax< |§|>p2|£|+1 (we), 157", (163)
mn, d
0 o
3 (ws), (Qu.t) s, ((pyiny = 0 I # L= 1,0, (164)
9 _ /
5tor, @i e =0 ¥ € 1] s
For each i € [n,] and j € [ny],
(Qo,r+1);, (166)
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“n\ o - ( > Q0.6 5.5 ﬁ( o) Y )i) (ae aaa(fa ((’wo): yj)i> (167)

BEJTag, J1

0
Ha(wo)T (Qo.ri1), . (168)

- X nfnba<3o>T{( 3 am,ﬂa@—;(mo): vi) ) <ae.hd”‘3ia“((w0): 7), )}

BEJIng,
(169)
1 A
<o\ <d+ 51> (d+1) a2 ™2 | (wo), 137" (170)
m\ neonyp d
1 max d —
<\ nen ( +|€> (d+1) a2, 012 [[(wo), |71, (171)
m\ nenyg d
)
D (wp), (Qosar)y; =0 VD, (172)
)
—~ Q. .=0,V. 173
3(on), i = (7
Foreach / € [L}, 1,0 € 1&71’ BhﬂQ (S IA&, and il,ig S [no],
(Qr) (@ 51).i0).(arm, ) ) (174)

Ve o~ ! P P2 p
= g ((axﬂ (N yi%) <8a:5 ()] yi2)+) Howmey (7

+ ((’wz): yzl)i ((’wz): y’2>i 1{a1+ﬂ1—a2+62}) , (176)

0

Ha(wg_l)r Q1) (ar 1100 (02 00| {177

_ Vg 6 861 652 T p
_1{a1:a2} mnoa(weq)r {(8:1:51 (( ) yzl) ) (89352 ((wl—l)r yi2)+ ,
(178)
Sl{m:w}l PR [(we), 57 (179)
ar=as }Vmaxpmf'“ [(we—1), 127", (180)
and
0
Ha(w@)r (@) (ar i) (e 0. ) (181)
Vy 8 T p T p
= - —_— : : 182
1o, +81=as+8:} mn, 3(’111[) {((wf)r yz1>+ ((wl)r y12>+} , (182)
ot Bi=art B2} pll( PO i (183)
<1{0¢1+51 042+52}7p||(w4) ||2p 17 (184)
6 !
(=10 185
Swe, (@), =0V #L-1.L (185)
8 !/
— . 186
Sor) (@) =0 (186)
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Similarly, for each ¢ € {1,---,L
11,179 € [TLO],

—1}, o1 € I&_l, Qo € I&, 61 S IAEE,BQ S IA5K+1 an

d

(@ 4+1>((a1 B1)sin)s(@2,B2)siz) (187)
\/VlVéJrl P2 - P
Z — (@l w)" ) (555 (@07 95)" ) Yasmarrnys (189)
(189)
0 190
9 (w), (@e1) o 0,00, (082002 (190)
VypUVy
Lfasmartany oy (wy), ||2p ' (191)
Vmax
oy=ar+p1} p‘f‘“ I(we), 157", (192)
a !/
2 (wr), (Q“*l)<<a1,Bn,m,((azﬁzw =0, Ve AL (193)
(194)
0 (Qr.o11) =0, W/ (195)
B (vpr), AV (B (e, B2) i) — T
Foreach/ € [L],a =1, 3 € Ia¢,, i € [n,) and j € [ny),
(Qf 241) (@0 (196)
(204 P o 0” T .\?
- Z < awﬁ y)+> (a; Gam— ((’wo)r yj)+> L1y (197)
H Ql L+1)((a B) i),j (198)
(9 m aﬁ T P aa T~ P
= — Ly, P : 199
Hm\/nonba(wo)r {Tz::l (&L-B ((w0)7 yz)+> ((gla Oxe ((wo)r yJ)+ i (199)
<V (d 4 1) P22 | (awg) |37 (200)
MA/MNoMNp
1% _
< Tmax max d 1 [€]+2 2p—1 201
S o (d+1)p'* 2 [|(wo),II3 (201)
B,
9 (wy), (Qur+1) (i =0 A0, (202)
0 (203)

9 (ve), (Qu.041) (0 9,005 = 00 7

For each j1, jo € [ny], the direct calculations lead to

(@ri111);, 5, = me Z <Z Gaj =

a€eJy

0 v
3 (w), ol S ana (1
H@(wo)r (QL+1,L+1)JM2 = mnbama"( 4 )
0
Stwr, (Quize); g, =0 YLD
0
=0, V¢
9 (ve), (@i, LH)h Jz ) ¥

99

(7)) (3 s (T 3).)
(204)

® l(wo), 15771, (205)
(206)
(207)
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Hoeffding’s inequalities for Q,, ,,.

For each i € [n,] and j € [n;], we have

66 T p
g (w0l )| <07 w1 (208
ol P
’8 5 ((wen) i) | <M (wi), I, (209)
P
‘( vi) | < llwo), L, (210)
+
(w0 ;)" | <9 o), 15 e
&Ba +| = ri2
Then, for each 41,2 € [n,],
L N 8’8 T p R 8[3 T p
g Z Z a&aﬁ@ ((we)r yi1)+ Z aé,a,ﬁw <(’w€)r yi2)+
=0 a€le, \BEJag,, BEIagy s
212)
L
S Z Z Z amaxplm ||(U)g)r||12) Z amaxpw| ||('LU[)T||Z2) (213)
=0 EIge ﬂeJAng»l ,BG-]A52+1
I
SO [ac | ahap® S IR (214)
=0 a€lg,
L 2
d+
<) I, ( d|€> o D” S R7P 215)
=0
= RP. 216
Y -
By Hoeffding’s inequality with
(Qo, o)h 217
. )
= ZZ > 8i 218)
r=1(=0 acle, ( ) <8(W)T'a@
~ 86 T p R 8’8 T p
= 722 > > arasns ((W)r yn) Y. daprs ((W)T ym) ;
mine = acte, \pelae,, ox + BeTmenis ox +
219)
we have
mn?

P H(QO,O)iM2 -E [(Qoo i 12” > 6} < 2exp (

for any € > 0.

2(5H) (")

Similarly, foreach ¢ € [L], « € I¢, |, B € A&y, and iy, iz € [n,],

Z &5—1»@75/88[35,/ ((we—l): yi1>p (aaﬁ/j ((we_l): yiz)p>
B'€Jag, r + r *
. 3,3/ T p T p
- Z az,a,ﬁ’w ((U’Z)T yi1>+ ((wz)r yi2>+
B'€Jne,
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52
0 . (220)
al‘}naxp‘l‘f\ R4p

(221)

(222)



d+ A& A d+ A&y N7
< (R Jama® N, 1207 Newre) 184 (R a5 000, B )
(223)
< <d tzm) (p‘ﬁ‘ + 1) e/ R2P. (224)
By Hoeffding’s inequality with
(Qové)ila((a,ﬁ)»iz) (225)
Ve i Z o7 T P P T P
=— Go—1,0,8 ; ((’we D Yi ) — ((wﬁ 1), Y ) (226)
mno i\ \péi, dx? ! oxh 2+
~ 8/3/ T p T p
- Z a¢ .o, pB awﬁ/ ((wf)r yi1)+ ((wf),r yi2)+ ’ (227)
B'e€dag,,
we have
P [|@) (@) o] | > ] <2 s
. . g exp )
0,874y ,((er,8),i2) 0:6741,((a,8),2) 2 g(dtlm)Q (pm + 1) a2, p2¢I Rip
(228)
for any € > 0.

For each i € [n,] and j € [ny],

B o
> aonsgs ((wo) u)" (Z o ((wo), yj)i> (229)

BEJag, acJy
d+ A d+1
< (O € (00), 12 s’ (00), [} (230)
Ag, 1
< (d—|—1) <d+ |£) az..p |f|+1R2p (231)

By Hoeffding’s inequality with

a o8 . o0~ N
(Qo.L41);, = - nonb 01,65 5 ((wo)rT y’)i (Z sy ((’wo);r yj)i) ;

r=1 BG Jag, a€Jy
(232)
we have
2
MNENHE
HDH(QOL-H)-- {(QOL+1 H>€} <2€XP< >,
T 2w (d+ 1)° (PHE)gn p2lel+2 R4p(233)
for any € > 0.
Foreachl € [L], v, 0 € I¢, |, 1,82 € Jag,, and i1, 2 € [n,),
ob1 P P2 P
‘(8:1:51 (('UJe—l);nr yil)Jr) (M ((wz—l): yi2>+> 1{@1:o¢2} (234)
T p T p
+ ((wf)r yi1)+ ((wf)r yi2>+ 1{a1+51:a2+,32} (235)
< p\51\+|ﬁ2\R2p1{a1:az} + R2p1{a1+61:a2+52} (236)
< (pzm 4 1) R2P. (237)
By Hoeffding’s inequality with
(Q”)((a1,Bl),i1)7((a2762)7i2) (238)
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= o f: ((;;1 ((we)] y)i) (gﬁ: ((we-r)] y) ) Lioyas)  (239)

r=1
T P T P

(o] w:,) | (@) v.,), 1{a1+ﬂ1_az+ﬁz}) : (240)

we have
mnze
P H(QU)<(a1,mu),((az,ﬂz),ze) —E {(Q“)<<a1,61>,i1>,(<a2,62),z‘2>}‘ ~ 5} < 2exp (‘ 202 (2 + 1)° R4p> ’
© (241

for any € > 0.

Foreach / € [L}, a1 € 151371’ Qo € I&, 61 S IA&, 62 (S IA&Jrl, and ’L'1,7:2 S [no],

p [ P P
((we): y¢1)+ <awﬁ2, ((we): yi2)+) 1{a2—0q+52}' < plip (242)

By Hoeffding’s inequality with

(Qé erl) ((a1,81),11),((a2,B2),i2) (243)

St 2 (- (e )) (o (T ) Yt

we have
mn2e?
P H(QZvZJFl)((al,51),i1),((a2,52),i2) —E {(Qz’e+1)((a1,ﬁ1), i1),((a2,B2),i2) ] ‘ > 6} < 2exp (_ 2Vg1/g+1p2£R4p> ’
(245)
for any € > 0.

Foreacha € I¢, |, B € Jag,, i € [no], and j € [ny),

2 (o), (5 o (wol0),)

a’ey
<IRS| 7 (247)
@€y
< (d + 1) amaxp!I TR (248)
By Hoeffding’s inequality with
(Qu241) (05,05 (249)

v T p G T_\P
m\/iz: (amﬂ wo), yz)+) (a;] GQIW ((wo)r yj>+> ; (250)

MNyNpe>

2v1w (d+ 1>2afnaxp2£+2R4p> ’
(251)

we have

F H (Ql’L"’l)((aﬁ),i) [(Ql L+1)((a )i } ‘ > 6] < 2exp (

for any € > 0.
For j1, j2 € [ns),

(Z %% (CON y])i> (Z &“% ((wo), yg)i> < (d+1)% a2, PR (252)

a€eJy a€eJy
By Hoeffding’s inequality with

- _0° . . 0¢ -
(QL+1,L+1)J‘1’J‘2 = anbZ <Z aa@ (('wo)rT yﬁ)i) (Z aa% ((wo%T y;@)i) )
r=1

acJy
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we have

p E ) mnie>

@)y~ E[@urin),, ] > o] <2e0 22 (d+1)" al, 'R
(254)

forany € > 0.

C Proofs

This section proves the main theorem with some lemmas and propositions. Similar to the [25], we
first prove that the Gram matrix (A;:O is independent of m and strictly positive definite, in Proposition
Second, as G, (w (0) , v (0)) is the sample mean, Propositionshows that G, (w (0) , v (0))
is close to its expected value é:o with a high probability, if m is large enough. This implies that

G, (w (0),v(0)) is strictly positive definite with high probability. Then, we show that the initial
loss is bounded with a high probability if m is large. This is because v (0) has zero mean, which
hinders the output of m variables to diverge as m increases. Finally, we prove that the Gram matrix

G, (w (t),v (t)) remains within a small neighborhood of the initial point, where it maintains its
strict positive definiteness. The gradient flow converges within the neighborhood, as the smallest

eigenvalue of @U is distinct from zero, resulting in a rapid reduction of the loss.
Lemma C.1. Letd,n € Nandy,,...,y, € R? be vectors such that Y;//y; ifand only if i = j.
Then, for each i € [n), there exists w; such that 'wiTyj = 0ifand only ifi = j.

Proof. Let yf- = {'w cERY:wly, = 0}. Since yl//y] fori # j,y, N Yy, 1s nowhere dense in yf-.
Hence, finite union of U#iyj is nowhere dense in y;, and in particular, there exists w; € y;- such
that w; € Uj;ézyj_ [
Lemma C.2. Letn,d € N, and ) : R? — R be a homogeneous polynomial of degree n. For any
i € Nandnonzeroy = (y1,...,y4) € RY, ifa function 1) (w) (wTy):_ ofw = (wy,...,wg) € RY

is (n + i)-times continuously differentiable at some w* € R% with ('w*)T y =0, then ) = 0.

Proof. Without loss of the generality, we may assume the y; # 0. Write ¢ (w) = >_ o, a,w®

for coefficients a, € R and define ¢ (w) = 9 (w) (wTy)i. For any @ € I,, the assumption on

differentiability implies that 8‘?}; a?;la ¢ is continuous. Indeed, we have ¢ (w) = 0 for w "y < 0, and
ot o :

Jwl G v (w) = alayyi, (255)

for w "y > 0. The continuity induces a,, = 0 and thus 1) = 0 for all w € R%. O

~, 00

Proposition C.3. G Ew, v [C:‘,, (w, v)} is strictly positive definite and independent of m.

v

Proof. Foriy,is € [n,),

(Qoo),. ., (256)
m L
1 1 . o8 T p R P TP
=22 > dnasgs (@0 v), || X aeanggs (wolvs), |-
r=1 (=0 acls, \BEJag, , BE€Jag,
(257)

and m random variables

1 L N 85 T p . aB T p

o 2| X g (@0l v )| X g (0w |

No oz + Oox +
(=0 a€le, \BEJag,,, B€Jngy iy

(258)
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for r € [m], are independent and identically distributed. Therefore, the expected value of each
component of Q , is independent of m, as the expected value of the sample mean of independent
and identically distributed random variables is independent of the number of samples. Similarly, each

component of év (w, v) is the sample mean of m independent and identically distributed random
~.00 -~ 00
variables, and its expected value G, is independent of m. To show that G, is strictly positive

definite, assume that there exists zg = [(20); - (20),, ] ER"™,z2=[2 - Zn,]| € R™,
and
I |1 No
Zp = [(Zé)(a,ﬁ),i] ((X615£7ﬂ61A§£,iE[TLO]) S R' 5e71‘ | A52| (259)
for € [L], suchthatz = [2] 2] -+ =z] ET]T e R Eim ([Te [ [Tac|mo)tme gaisfies

~ 00 oo S AT 2 3
G, z=0.Since G, z = Fy o [DU DU} z = 0if and only if E,, [Hsz

2
’ ] = 0, we show
2

that E,, 4 U)i)vz

2 ~ 00
] = 0 implies z = 0 and thereby 0 is not an eigenvalue of G,
2

Now assume that there exists z € R¢ such that ]f?,,z = 0 for almost all w and v. Since i)v is
continuous with respect to w and v, we have D,z = 0 for all w and v. Hence, the function D,z of
w and v, which is identically zero, is smooth with respect to w and v.

In this proof, we denote an index for a component of D,z by £ € [L], r € [m] and o € I,, because
each row of D,, corresponds to the partial derivatives with respect to (v¢),. , for £ € [L], r € [m]

and a € I¢,. For instance, (i)vz> is the first component of (ﬁvz). First, for ¢ = L and any

r € [m] and « € I¢,, we have

(5:3),.

No 9
=Z<a<>> 05 £ (g W) o

=1 QIEIgL 1 BGIAEL

(261)
o8

N T p
2 L0 (W), 1) | (=), (262)
i=1 ﬁeJA§L+1

/V;OZ DS ( Z) (%) (o 1.0 L{amar 45} (263)

=1 a’€le, | BEIag,

Fix i € [n,), and by Lemma there exists (w} ), € R? such that ('wL) y;, =0, (wz): Yy #0
fori # i’ € [n,] and (w*L): y; # 0 for j € [np]. As a function of (wp,),., D,z = 0 implies that

B
Z aL,a,B% ((wL),T y)p (20); (264)
ﬂe]A5L+1 +
— VL Z Z ( z) (ZL)(Q/,B),il{a:aurﬁ} (265)
o€l BElagy
. o° T \P
== X L0775 ((wL)r y) (20); (266)
i'#i \BEJaey 4 x +
VY YL D ((wL): y)i (20) (a7 )4 Ha=ar+5)- (267)

iFia’€le, | BElag,
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. . P—ALL+1
is smooth at (w,), = (w}),.. Note that the coefficient of (( ) Y, )

in (266) is given by

S aas (@) (wo)l - (wr) (20),, (268)

B€lagr iy

K2

which is a homogeneous polynomial of w,. Together with the fact that at least one of ar, o5 (€;) is
nonzero, Lemma|C.2]implies (z¢), = 0. Similarly, for any r € [m)],

. b 9 3
<sz>07r,0 = Z (Mo)th) % (269)
\/72 > G (®5) 5o ((wo)rT @j)iéj (270)

j=lacJ;

\/sz Z o (25) Z; wo) ‘(wo)z(fi ((wo): @j)i—la\ (271)

j=1laeJy

deduces z; = 0 with wyg, instead of w7, such that (wB)T y; =0, (wS)T Y, #= 0for j' # j, and

(wy) " y; # 0fori € [n,]. Now suppose that we have Z = 0 and zp = 0 for ¢ = 0,1,...,0— 1
for some ¢ > 1. Then, for any r € [m] and o € I¢, |,

(bvz> —1,ra 272)

No a
= <a<>> RSN DS ( WW”B“) s

i=1la’€leg, BGIAE(

273)

No P
+ Z Z Z (3(’04—1%& (l‘el)(a/ﬁ),z) (Ze-1) (9.0 (274)

i=1 (X'EI§£72 ﬂEIA§[_1

Z Z Z ( (Nz)@w,@)@) (Zé)(a/”g),i (275)

i=1 EIEé 1 Be]A&Z

N —A&,
\/VT ( we)ly - (we) ((wz): y)i ) (26) (o). - (276)

=1 BEIAg

)P*Aﬁz

Then the coefficient of ((w g): Yy is a homogeneous polynomial

i

e D (0. (WOl 277)

 BElag,

Lemmashows (%) (a,p),; = 0 for all o, 8. The induction concludes z = 0. O

In the sequel, \g = Amm(év) > 0 is the minimal eigenvalue of év. Furthermore, we assume
the occurrence of the following event: there exists R > 1 such that ||(w¢), (0), < R and
[(ve), (0)|], < Rforall £ =0,1,...,Landr € [m]. This assumption is employed solely for the
purpose of simplifying propositions and their respective proofs. In the main theorem and its proof, we
use the following arguments with regard to the conditional probability of the aforementioned event.

Proposition C.4. Let § > 0 and

2
(P e () e e

‘§| No np

2
N = 7(d;k> (dtlg') n? + 4(d+d|€|>nonb 42, (279)

105 https://doi.org/10.52202/079017-0003



be constants. If m is large enough so that

32N, CZR*P 2Ny
> ——1 — 280
m > X2 5 ) (280)
then with the probability of at least 1 — § over the initialization, we have
~ ~ 00 A
|G @0 0)-&)| < (281)

~ -~ O
Proof. We use Hoeffding’s inequality to measure the error between G, (w,v) and G,, , as Gram
N~ S . . . . ..
matrix G, is the expectation of the sample mean. In the Hoeffding’s inequalities (220), (228), (233),

(241), 45), (251), and (254), we have

2 4
1
LY
d+ e[\ 2
Zg( dlél) (pm +1) a2 pl < 2, (283)
d+ €[\’
nunb (d+1) ( d|§|> o] (284)
2 2
Y (pzw +1) < C? (285)
n()
YL kel < 2, (286)
nO
A (g4 12,0700 < O, @)
v? 4 4 4 2
ﬁ (d + 1) QpaxP S Cl' (288)
b

—~, 00

Consequently, all inequalities induce that each component of ’év -G,

is greater than ¢, with

R 2 . . .
a probability of at most 2 exp (—%). Since there exists at most N1 nonzero elements in
1

’av - azo by @9
’é,, (w,v) — G| <& (289)
holds componentwise, with the probability of at least
me? M me?
Then, we have
HGv(w,v)—G:O 2§ HGU(w,v)—G’:O FSE Nj. (291)
Set € and m to satisfy € = ﬁ)m and 2N exp (—QC”%’%) < 4. In other words, if
202 R*P 2N
m > 12 log (1> (292)
€ )
32N, CZ R 2Ny
=——1 — 293
2 5 ) (293)
then HEJ,, (w,v) — E:ff’ , < Ao with probability of at least 1-6. O

By the above proposition, the initial Gram matrix G, (w (0) , v (0)) is likely to be strictly positive
definite, and its smallest eigenvalue remains greater than )‘70, at the beginning of the flow. The
following lemma implies that at the early stage of the flow, for which w and v are not far from the
initial values, the positive definiteness is preserved, and its smallest eigenvalue remains distinct from

Z€r10.
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Lemma C.5. Suppose |[w; — wy (0)||, < Ry < R, for

-1

_ﬁ 1 d"‘k d+‘€| 2 2‘5‘_,’_1 2p—1
Rw_S\/ﬁ <Vmaxx/1+amax< d )( J )p (2R) . (294)

Then

|G (@,8) G (w(0), 00| < 7o (295)

1
4
Proof. 1. Case of Q : By the mean value theorem with (T5T), we can induce that

(Qo o (w,0) — Qg (w(0),v(0))), . (296)

<|Qup (@), ,, = Quo (w(0).9),, .| + iQoo D iz — Qoo (@,0(0),,,| @9
0 * ~ * ~
| Qoo @ 0 O, (0= w O] + | 2 Qoo (0 0). 07, (00 0D 299)
L m o
<D > 57 (Qoo) (v (0);, 4, || - lI(@e), = (we), (0)||2) (299)
== A9 (we), 2
1 _
L2 9SS e st () 2 W), — (w0, O)],) . 300)
° =0 r=1
for some w* = [(w}), (wy)y - (wh)y - (w*i);;]—r lies on a line between
@ and w (0) and for some v* lies on a line connecting ¥ and v (0). Since ||(w}),
[(we), — (we), (0)||, + [[(we), (0)], < Ry + R < 2R foreach £ € {0} U [L]and r € [m
(Qo 0 (W,0) — Qo (w(0), 'U(O)))Z»M‘Q
< s QWZDI& [ [ace [* (@R (@e), - (we), (0)],)
{=0r=1
a2 di 2 L - (301)
fnp““( ) Sheienta,
° £=0
a? d+k\ (d+ )¢\ _
< Zmax 2[¢|+1 2 2p—1 w
<t () (10F) em
Therefore, we can attain that
No _ ~ 9
Z Z Qoo (w,0) = Qo (w (0)7"’(0)))“,1—2
’Ll 122 1 ) . (302)
<afnax(d—§k) (dtl|§|> op22IEHD) (9 )P g2
2. Case of Q, ,: Similar to Q) ,, the mean value theorem with (I59) and (163) gives
(Qoe (w,9) = Qo (w(0),v(0))), (050 (303)
Vmax d+ i
< () (i@, P ), o, 1, God
mn, d —t
+I(@e), 17 | (@), —(we)r(0)||2} (305)
S\/I/maxamax (d+ |§|> 2|§|+1Z ( 2R 2p— 1R ) (306)
mho r=1
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— Vlmax (d—;|§|>p2|5|+12(2R)2p_1Rw. (307)
Consequently, we have

Z Z SY (Que(@,9) = Qo (w(0),0(0)) (i (308)

i1,02=14=1 a€le,_ 1B€IA§Z

2 Mo L
Viax 2 d+|f| 2(2/¢]+1) 2(2p—1) p2
STg amax< P €] > YD > 4@R*TVRL (309)

i1,i0=1 £=1 (XEI&Z 1 ﬁeIAEe

d _
sznaxaiax< +|§|) 2D ZV& | g, |4(2R)** ™) R2, (310)

a5 (1 Z"ﬂ) 1RV B2, G1)

3. Case of Q ;. ,: The mean value theorem with (171) induces

((QO,L-H) (w,v) — (QO,L-H) (w(0),v (0))) ;

]

< g ) () S (o) 1 o), w0, O) g

my/MeNp
V/Vmax a2 d+ 8§\ je)+2 2p—1
< ——a (d+1)< J )p T2 (2R) Ry,
and hence
Z Z ((Q&L-‘rl) (11}713) - (QO,L+1> (w (O) , U (O>))i]
=17=1 (313)

2
Symaxamax (d + 1) (d Z'ﬂ) p2(|5|+2) (2R)2(2p71) R?U

4. Case of Q,, ,,: From the mean value theorem with (I80) and (T84), we attain

((Ql,5> (ﬁ)7 f}) - (vaé) (w (O) U (0)))((041751)>i1)7((02752)712) (314)
Vmax - ~ — ~
SWPMSH_I Z {1{(11:&2} ||(w4*1)r||§p ! ||(w‘€*1)r - (wzfl)r (O>||2 (315)
° r=1
+1 oy prmant o) (@), 157" [|(@0), — (we), (0)||2} (316)
Vl’naX — —
<P {1 ) QR+ L pian ) 2R} R (317)

and further induces

No

Z Z Z Z ((QZ’Z) (ﬁ}’i]) o (QZ,Z) (w (0) v (0)))?((11,51)7i1)7((02,52),i2)

i1,92=14=1 a1,a2€l¢, ; P1,62€1A¢,

(318)

< 2(2|5|+1)Z Z Z Z Z {1{a1 —any ( (2R)%~1 (319)

= 10(16152 1ﬂ1€1A5£ OzQEIgz 1ﬂ2€IA§Z

2
Lot pimaz i) 2RV LR (320)

Y Y Y (sl = 1) @R+ (se| - ) R*™ (321)

(=1 a1€lg, , P1€lng,
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+4 (2R)2<2”*1>) R? (322)

L
<2 PPN TN ST dlag | 2R)PPPTV RS, (323)
=1 a1€I§Z lﬂlélAQ
<4, 2(2|5|+1)Z]I§ | [Iae,|” 2R)** " R2 (324)
d+k\ (d _
§4Vr2naxp2(2|§|+1)( ; )( Z|£> (2R)2p 1R%u (325)
(192) follows that
((Ql €+1) (ﬁ”f)) - (Q[ €+1) (w (0) , U (0)))((041751),i1),((az,ﬁ2),i2) (326)
Vmax ~
<Lfarmartin) o pmz( )5 @), = (wo), (O)]],) (327)
r=1
Vmax —_—
Moy=artpy 0! (2R)* ™' Ry, (328)
It deduces that

No

Z Z Z Z ((QZ,ZJrl) (’ﬁ),’f)) - (QZ,EJrl) (w (0) U (O)))?(al,[31),i1),((a2,62),i2)

i1,i2=1 ¢=1 a1 €I, |, P1€lag,
az€lg, B2€lng,

(329)

L—1
7LD DD DD DI DI WIS (PRSSTRNCJ. ki 54 (330)

=1 cn€lg, | Br€lng, a2€le, Pa€lng,

L—1
<R3N ST |lag, | @RV R, (331)

=1 alEI§Z71 5161A§£

L—1
:Vr2naxp2‘£‘Jr2 Z |Ifl—1| ‘IA&| |IA§e+1| (ZR) 2(2p-1) R12u (332)
=1
2
SVI%]aXPQ‘&‘H (d ; k) (d Zﬂ) (2R)2(2p—1) R, (333)

In accordance with the definition of the loss i, it is clear that Q,, ,, is identical to the zero matrix if
the difference between ¢1 and /5 is greater than 1. Consequently, together with (323) and (333) we
have

Z Z Z Z Qll 22 (0) U (0)))?(Cn,31),i1)a((a2ﬁ2)’i2) (334)

l1,82=1 an,a2€le, | B1,B2€IAg, i1,i2=1

No L
= Z Z Z Z ((Qevé) (ﬂ)’ i)) o (Q&g) (w (O) v (0)))?(041,ﬁl)yil)»((azﬁz)ﬂz)

i1,02=14=1 a,a0€l¢, ;| B1,B2€ln¢,

(335)

+2 ZD: Z Z Z ((Q£,€+1) (ﬁj’ f)) - (QZ,K—H) (’UJ (O) v (0)))?(0117f31)~,i1),((042,ﬁ2)7i2)

i1,i0=1 ¢= 10‘16[5@—1 ﬁlGIAgz
QQGIEZ ,82EIA§E+1

(336)

2
<42 pAClEl+D (d ; k) (d -2|€|> (QR)2p—1 R, (337)
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2
o2 pRlelt (d + k) (d + |§|> (2R)*r=1) R2 (338)

d d
2
<o (") (1) e (39)

5. Case of Q, ; , ,: From (20T), we have

(Qi.141) (W, 0) — (Qy 141) (w(0),v (0)))((%5),“7]» (340)
l/max ~
< G (d+ 1) plél+2 Zl (II ) 1227 (o), — (wo), (0)||2) (341)
<Y (A ) P2 2R R, (342)
NNy

By the definition of the loss i, we have Q, ;4 is identical to the zero matrix for every £ > 1.
Therefore, we have

No Ny

ZZZ > Q) (@,8) = (Q1r40) (w(0),0(0)) (s, G4

i=1 j=1{=1 B€lag,

=> > Y (Qursr) (@,8) = (Qyp4a) (w (0)7U(0)))?(1,5),i)7j (344)

i=1 j=1 BeIAgl

< Tag, | Vi @hnax (d+1)° p?0S12) 2R)** 7Y B2, (345)
SV,%ma?nax(ng' )(d+ 1)? p2€1+2) (2 p)* P~V R2 (346)
13
<V§1dx a,.. (d+ 1) (d_‘;i€|>p2(|§|+2) (2R)2(2p_1) R72u (347)
6. Caseof Q. ; ;:
From (203)), we have
(Qri1,41) (@,9) = (Qrir,p11) (w(0),0(0))), (348)
< 2 3 2p—1 |1/ ~ _
S (A1) Z (I1@o), 137" l(a@0), = (wo), (O)],) (349)
g”g‘“ a. (d+1)°p* 2R)* ' R,. (350)
b

It further follows that

2

JIX:U; QL+1L+1( v) — (QL+1L+1>( (0)7v(0)>)j1,j2 351

<v? (d+1)*pS (2R)***~V R2.

max max

Therefore, combining (302), (3T1), B13), (339), (347), and (351) concludes that

Ha”( 9) = G ( H (352)
< |G (@,5) - G H (353)
<a fnax(dJrk) ( +€|> 2211+ (9 Ry~ p2 (354)

+4v§iaxa?nax<d )(“'g') 2D 22V R (355)
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d 2 B
+ Vmaxafnax (d+ 1)2 < —:l|§> p2(|€|+2) (2R)2(2p 1) Ri} (356)

2
462 pRle+D (d —5 k) <d —;|€|> (2R)2p—1 R, 357)
V2 B (A +1)° (d Z|§>p2('5'+2’ (2R)**P~Y R? (358)
12 (d+ 1) p° (2R)* P R2 (359)
d+k\%/d 4 _

<8V (1 + ) ( . ) ( tf') PP 2RV R (360)

/\2
:Tg_ (361)
O

The preceding lemma indicates that the loss will decrease rapidly in cases where w is not significantly
distant from w (0). Indeed, the subsequent lemma and proposition demonstrate that w (¢) remains
within the designated region for any given value of ¢ > 0, provided sufficiently large m.

Proposition C.6. Set constants Cs and C3 as

C = Vom /(A + ) (d ; k) <d ZW) (p‘f‘ + 1) : (362)
1 & 1 &

Co= =D @)+ -3 9 (@), (363)
© =1 j=1

Ny = (d —g k) (d ti|§|)no + np. (364)

2
Forany C > 0 and § < 2N5 exp (—%), if m is large enough so that
2

2
m > 2 (o (a4 (CTEYV(T RN pirtog (222 4 oy p2e) (365)
22 d d 5

then, with the probability of at least 1 — § over the initialization, we have

s (w (0),v(0))
L |meo et
N : <HRT (366)
w (0
h (w (0),v(0)) 1l

Proof. Since

2 2
Vmax oy k)T (A el p?l <3, (367)
d d
d+ KN (d+1EN (e L\ e
<
umax< . )( () < (368)
Umax@2rax (d+ 1) p? < C2, (369)
we have

P i o (w(0),v(0)] > —| <2ex e (370)

T:131,T ) \/% >~ p 2C§R2p )
P zm:( ) (w(0),v(0)| > ——| < 2ex e (371)

— Ke)r,(a,p)i ’ Vi | = p 2C2R2r )’
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I P
v | =P\ T2czRe )

Hence, from

L

d+k\ (d+

”o+2|~’se-1\-Ifasgl~no+nbs( J )( d§|)no+Nb§N27
=1

with the probability of at least

£2 Nz 2

all the conditions

i g
;smww),v(o» <
;mm&,m,i (w (0),v(0)] < ﬁ
m 13
;hﬂ (w(0),0(0)| < —=

are satisfied. Then, the square of the initial loss is bounded as

L
Is (w0 (0), 0 (0))ll5 + 1A (w0 (0) 0 (0))ll5 + D _ ll#e, (w (0), 0 (0))ll3
{=1

=D s (w(0),0(0)* + D hy (w(0),v(0))*
: =

ne L
35S YT () sy (w (0),0(0))°

i=1 ¢=1 aelge_l ﬂGIAge

n ng L
1 & 1 -
<=3 eI @I+ D e+ g @)DF+ D e - ac €
=1 bj=1 =1
1 & ;s 1 & _ oo (AR (dFIEN
S @I 3 e+l ()

IN
7 N
S
+

(d—gk) (dtllfl)> &2 49 (nloif(:cif + ;ig(%jf)

(e ()

For 6 > 0 and C > 0, if € and m satisfy the following inequalities,
£2
1) Z 2N2 exp <_2022R2p) y
e > (s,

C? d+k\ (d+
e G (e (1 () )

then for enough small § such that

%
§ < 2Ns exp ~oc2Rm )
2
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(372)

(373)

(374)

(375)

(376)

(377)

(378)

(379)

(380)

(381)

(382)

(383)

(384)

(385)
(386)

(387)

(388)



we have that with the probability of at least 1 — 6,

% (S(w (0), 0 (O))l5+ [l (w (0) 0 (O)) I3+ Y |l (w (0),v(0))||§> (389)
{=1

<2 (o () 59) )
m d d

0 p2
§§R P, (391)
In other words, if
2072 2N.
m > % (Cg (4 + (d+ k) <d+ |£>) R*log (2) + C’3R2p) , (392)
G d d 0

with the probability of at least 1 — §, we have

s(w(0),v (0)
R OO
— : < —=R7". (393)
Jm y ) 20
hw (o), v (0)) ]|,

O
Proposition C.7. Suppose the conditions @281)) holds and R, are given as in Lemma|C.3] For
1
C4 == 6\/ 1 + a%lax \Y4 Vmax (d —5 k) (d _ti|€>p£+l2pR’ (394)
if m is large enough so that
s(w(0),v(0))
py (w (0),v(0))
1 : < 20 s (395)
vm : Cy ’
pr (w(0),v(0))
h(w(0),v(0)) 11,
then
[(we), () — (we), (0)]l, < Ru, (396)
[(ve), (8) = (ve),. (0|, < Ru, (397)

forallt >0, 7€ [m]and¢=0,---, L.

Proof. We begin the proof by defining

T =sup{t>0:|(wy), (t) — (we), (0)], < Ry and||(ve), (t) — (ve), (0)||, < Re, V€ = Oj;,gg L}
(398)
Since (wy),. and (v,) are continuous, the above set in supremum is nonempty. For t € (0,T),

Cs(w(t), o) ]|

N IORIO)

= : (399)
pp (w(t),v (1)
LR (w (t),v (1) ]l
[s(w(t),v(t)]" s(w(t),v(t))
py (w (t),v (1)) oy (w (1), v ()

. : (Guw +Go) : (400)
pp (w(t),v (1) pp (w(t),v (1)
LR (w(t),v (1)) ] h(w(t),v (1))
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s(w(t),v (1) |

pr (w(t),v (1)
h(w ()0 1) |l

(401)

where the last inequality comes from Lemma and the positive semi-definiteness of (A;w. This

implies that

s(w(t),v (1)) s (w(0),v(0))
p (w (t),v () i (w (0),0(0))

h(w(t),v () 1, h(w (0),v(0)) 11,

(402)

Fort € (0,T)and ¢ € {0,--- , L}, from ||(wy), (0)], < Rand | (ve), (0)]|, < |I¢,| and (398), we

have
[(we), (), < [[(we), () = (we),. (0)[|, + [[(we), (0)],
<Ry,+R
S 2R7
[(ve), @)l < [[(ve), () = (ve), (0)]; + [[(ve), (0)l,
< Ry + ‘Iéz
<R.

From @4), (57), (32), and (@8)), we can attain

Isi (w (t), v (1)) 1 / A -
) < A/ | Te T Eer1+lop—1pp
‘ a(’wg) ) = mnoa a | 5/3‘ | A§e+1‘p )
Hah ( ) ’U(t)) < l/maxa (d+1)p22p,1Rp
9 (wo), o\ mny ’
'u’é (a,B),3 (w7 v) < Vmax 2p lRp
0 (’LU@)T 9 o mne
a(l"’l)(a,ﬁ),i (’UJ,’U) < Vmax ‘5‘4_121, 1Rp
0 (wffl)r 2 B mno

forallt € (0,T).
Therefore, we can induce that

4w, (1)

2

= i:si(w(t)7v(t)).W+zhj (’w(t),'u(t))-ahj (w (1), v (1))

Jj=1

t),v(t
+ZZ > Z a0 ) ”())-w/)(a,m}i(w(w,v(w)

i=10=1a€le, , PBE€lrg, (wg) 2
<3 |2 Lo .
e ) PGl n o 1), v 0)
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(403)
(404)
(405)
(406)
(407)
(408)

(409)

(410)

411)

412)

(413)

(414)

(415)

(416)

417)



9 (1e) (0, (w (1), (1))
9 (wy),

) a5y (0 (1) 0 (1)

2
(418)

. (1{#0} £y oy

= 10&€I£i lﬁGIAEZ

0 (I“l‘f-l‘l)(a,ﬁ),i (’LU (t) , U (t))

sy, D, D

: ‘(Nﬁ-‘,—l)(a’ﬁ)’i (w (t) ) U (t))’) .

i=1 a€le, felne,,, 0 (wy), 9
(419)
The first term and second term are bounded by
o EACIORI0)
—————| csi(w(t),v (¢ 420
> T T, e 0 @ v @) (420)

i=1

TLO
Vmax
\/» s Mer| | Jaersa | PEF2P R sy (w (1) v (1) @21)
[ Vmax +19p—1 1
_\/7%“\/|1&|Jm1\p'f' e Rp-ﬁ;|si<w<t>,v<t>>| (422)
Vmax —
<2 e e s | P12 R s (0 0w ) “23)

and
2 ahj%l’(g)eiv(t)) [hy (w (£) v (1))] (424)
sﬁam(dm 290-1 R . }Zm (1), (1) (“25)
sﬁamx (d+1)p*2" 7 R |h (w (£) v ()], (426)

The third term is bounded by

> Y X

1= laelgﬁ 1B€IA£Z

O (Be) (a,p).i (w (1), v (2))
9 (wy),

(e s w @0 0)] @2

\/m or—lpp. Z Z Z ‘H( (,B),i (t)»v(t))‘ (428)

1= 1046[55 ﬂEIAge

Vmax —
S\ P2 R e | g kel (429)

and the fourth term is

IDDS

=1 a€lg, BGIAQJrl

\/m €l +19p—1p . Z Z Z ’(“EJrl)(a,B),i (w(t)’v(t))‘ 3

i=1 (XEI&Z ,BGIA5[+1

<y B Il [Taen | e, (432)

Therefore, for t € (0,7) and £ = {0,..., L},

< wa), (1)

O (He11) (0 )5 (w ()0 (1))
9 (we),

J(e42) o s (w @) 0 )] 430)

(433)

2
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F amax,/ “k d*‘f' PEHP R s (o (1) v ()] (434)

+ =0} - f‘fxamax(dﬁ) PP2PIRP R (w (), v ()], (435)

Vmax d—i—k‘ d+

g F \/ '5' P2 LR 1y (w0 (1) 0 (0) “36)
Vmax d+k d—l—

+ 1gezry - \/7\/ |f\ PR TRY (| (w (1) 0 (1)), (437)

s(w (1), v (1))
p (w (1), (1))

<3,/ 21+ gﬂdx,/ d+k d+|§| pléliop—1Rp : (438)

2
s (w (0),v(0))
i (w (0),0(0))

§3 /71 T a?nax /l/r’rr;jx [ <d ‘Cfl' k) <d ";l|f|)p|£|+12p—lRp exp (_A2Ot>

s, (w (0), v (0))
h'(w (0),v(0)) ] |,
(439)

On the other hand,

T 2
— Z (/O % (wé)r’q (8) dS) (440)
T d T
- / 2 (/ di (we),.q (5) ds) : di (wi),, (s) ds  (441)

Tq 1T d d
S/o /0 as (W) 85| g (oo B, 4 (442)
T g T4
_ /0 a5 (0 () ds| - /0 w0 o) s a43)
and hence
[(we), (T) — (wy), (0)], "
Td
= /0 Is(wf)r (s) ds 2 (445)
T d
S/O A ? ) (446)

s (w (0),v(0))

T Hq (’lU (0) y U (0))

i, (w (0), v (0))
h'(w (0), v (0))
447)

2
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T o o 10 (0) 0 (0)
<im Vmax + +|§| |§|+12p 1Rp : (448)

prr (w
h (w (0) v (0))

A
\_/
'S
—~
(=}
=
~—

2

If m is large enough to satisfy (393), we have

[[(we), (T') = (we), (0)]|, < 2L < 2Ry < Ru.
O 04 2
(449)
Similarly, we obtain
i (ve), (1) (450)
dt

ne L (w
DD IEDS 2w, () oy (w0 (1) 0 (1))

(452)
N dsi (w (t),v(t
égsi (w (1), v ()] <8(<UZ)T () 2 .
j=1 , )
o 6 (w (t ,V t
+ L0y Z Z Z (Hz)(a,ﬁa),é;) (t),v (1)) . ‘(Hz)(a o w(®).v (t))‘
i=1a€ls, , B€lae, r )
(455)

Flusny )L D D

i=1 a€le, BElng,, ,

(456)
The first term and second term are bounded by
2 ds; (w (t), v (t
>~ s )0 )] W s7)
2
z/mdx d+k d+\§|
m ( g ) I lez () @58)
< [l amax,/(“’“) (") s, (459)
m d
and
& Oh; ( t
D Ihy (w (t) 0 ()] H (U))U()) (460)
— ¢ 9
<1/ 2 (44 1) s QR —— S [y (w ()0 (1)) (461)
m \/771,; J
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<4/ ”r;j" (d+1) amaxp 2R)? |||, - (462)

The third term is bounded by

O (k) (o), (w (£) ;v (1))
0 (’U@)T

Mo

PO DEDD

i=1 aelge 1 ﬂEIAg

| k) 0.0 (0 (00 (1) (463)
2

:;;x\/ d+k: d+|§| er?-> Y % [(140) 0,0 (w () 0 (1)) (d64)

1= 1(16]5 BEIAQ

\/T k) d+|&| @R \[Ter,| - Hae,| - Il (465)
\/m<d+k>( +5|> Y sl (466)

and the fourth term is

IDEDS

1=1 aelge ﬁEIA££+1

\/ﬁ |§|\/ d—|—k d+‘€| (2R)* Z Z ‘“é+1 (’w(t),v(t))’ (468)

aEIg ﬁEIAge

0 (He11) (o )5 (w ()0 (1)
9 (ve),

() o gy (0 00 @] d67)

max (d+ kY (d+[§
= Vm ( d )( d| |)p|5| (2R)p||ﬂé+1”2' (469)
Therefore, for t € (0,7) and £ = {0,..., L},
G w0, 0] @70)

Vinax / d+’f d+|§| P 2R ||s]), 471)

+1{g 0} Vimax d+1) amaxp(QR) ||h||2 (472)
m
Vmax (d+ kY [d+|§]

#1gegop /22 (T (D) i, @3)
Vmax (d+ kY (d+[§

e (1) (T el @

s (w(t),v (1))
p (w (1), v (1))

Vinax d+E\ (d+ €] el o mp :
<3\ m< g )( P >p (2R) el (475)
h(w(t), (t)) 2
(0),v(0))
- /Vmax\/HT(dJrk) (d+§|> @ QR ex (_t 1( Q) ,v(0))
S ) (w(0).0(0)
(0),v(0)) 11,
476)
As a consequence, we attain
[(ve),. (T') — (ve), (0), (477)
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ds (478)

s (w(0),v(0))
§3Vﬁf:xvﬁ—%¢;m(d§k)(dtfﬂ)pg(2RV:AT6“)<‘§;{>d8

iy (w (0),v(0))
s (w (0),v(0))

i (w (0),v(0))

6 Vmax (d+k d+|€| €] P .
DI | i B

0

i, (w (0),v (0))
B (w (0), v (0))
479)

2

2

Since m is large enough to satisfy (393)), we have

) d+ky (d+[€1 €l gp
61/T + 02,y (15F) (T plEI22 A LR, < R, (481)

T) - 0], < 22
Iw0), (T) ~ (w2), (O)], < = &=
L]
C.1 Proof of Theorem 4.3
Proof. For R € R, r € [m], and ¢ € [d], each (w,), , satisfies
P ||(wy), | > R| < ey (482)
wy rq exp 5 .
If we set 6, = (L + 1) mdexp (—3R?), then 6; satisfies
1 (L+1)md 1
(1 — exp <—2R2)> >1—(L+1)mdexp (—232> =1-—0d;. (483)

Hence, with probability of at least 1 — §;, we have ’(wg)rvq‘ < Rforall ¢ = {0,1,..., L+ 1},
r € [m], and g € [d].

Provided ‘(w@)nq < Rforall¢ ={0,1,...,L + 1}, i

32N, CZ R 2N
m > 22T og (1> , (484)
G 09
where
d+k\(d+EN>, (1 1 )
= | —+ — ) V1 +dd, el 41 4
“ ( G )( ) e (ot ) VI o (07 41). (485)
d+k\ (d ? d
M= (TR (Y (4 Dy 42, (486)
d d d
then by Proposition [C.4] with probability of at least 1 — d-, we have
~ ~ o0 A
WWMWMW—Q2<f- (487)

On the other hand, with the condition ‘(’wg)nq’ < Rforall ¢ = {0,1,...,L+ 1}, r € [m], and
q € [d], Proposition[C.6|shows that if

2
m> 20 (o (a4 (TR (TN piotog (222 4 cyrr), s
22 d d 5

119 https://doi.org/10.52202/079017-0003



53 S 2N2 exp (

RwSRa

where

Ao d+k\ (d+ €]
Rjzi max 1 4
= 2 (e ()

_G
203R?r )’

o mmczk) (dJ;lﬂ) (1 +1),

Ll 5 1
CganZf(mZ) a

np

- \2
> g @),
Jj=1

b'_

i=1
d+k\ (d 1
Ch = o /T 2o + + ¢ pleltigr L
d d Ry
d+k\ (d+
v (1) (e
then, with the probability of at least 1 — 3, we have
s (w (03), v (08)
w(0),v
A ORI
vm Cy

Consequently, Proposition [C.7|implies

[(we), () = (we), ()|, < Ru,
[(we),. (8) = (o), (0)l; < R,

for all ¢ > 0. Then, we have

s(w(t),v (1))
p (w (1), (1))

pp (w
h (w(

from Lemam

Setd1 = 0y = 03 = %(5 and consider all inequality conditions. First, for §; = 16,

(), v (£)
t),v(t

DRI

R =4/log

e (w (0) v (0))
h'(w (0), (0))

2

0

satisfies the condition (83)). Then, @84) is satisfied if

m >

32N, 02

Similarly, if m is large enough so that

2
o

205C2

ol

6(L+1

)\(2) (log

]

TN (1o

_|_

then (488) holds.

A3
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<log

5

)md>”,

120

s (Zv (0),v(0))

r
~
—~

g
=
~—

S
—~
=

h (w (0),v(0))

6(L+ 1)md

6(L+1)md)2plog <6]\71)

L+1
)

3

]

>md> log (

2

2N,
é

2 —1
) PRI <2R>2”‘1> ,

)

(489)

(490)

(491)

(492)

(493)

(494)

(495)

(496)

(497)
(498)

(499)

(500)

(501)

(502)

(503)



Therefore, there exsits Cs = C5 (@max; Vmax, Mo, b, Ag) such that if

m > O(d;k)ﬁ(dtl'g')gp”*%ﬁp <log T’;d>4p (504)
then with the probability of at least (1 — d1) (1 —d2) (1 —d3) > 1 — (01 + 02+ d3) =1 — 5, we
s(w(t),v(t)) s(w(0),v(0))
p (w(t),v (1)) \ py (w (0),v(0))
: < exp (—;t) : . (505)
b (w(t),v(t)) pr (w(0),v(0))
h(w(t),v () ], h(w (0),v(0) 11,
O

D Experimental Details

D.1 Problem Formulations

Poisson equation

Ugy + Uyy = fl T,y € (07 7T) (506)
u(z,0) =u(z,m) =u(0,y)=u(my) =0 =zyel0,n],
where f; : (0,7)> — R is defined so that the exact solution is given by
1.
u(z,y) = 5 sin? (z) y? (r — y)°. (507)
Bi-harmonic equation
Ugzax + 2u.L.Lyy + Uyyyy = f2 €,y € (07 7T)
u(z,0) =u(z,m) =u(0,y) =u(m,y) =0 x,y € [0,7] (508)

Hu(2,0) = Zu(x,7m) = Zu(0,y) = Zu(r,y) =0 x,y€(0,),

where the flux function fs : (0, 7r)2 — R is set to ensure that it has a solution that is identical to that
of Poisson equation (507).

Heat equation

Up = Ugy ze(-1,1), te(0,1)
w(t,~1) =u(t,1)=0 telo,1] (509)
u (0, z) = sin (7z) z e (-1,1),
Elastic beam equation
Ug + Ugzge = 0 1'6(0,71'),156(0,1)
w(t,0) =u(t,m) = Ugy (¢,0) = Uy (¢, 1) =0 t€]0,1 (510)
(0, z) = 2sin (x) x € (0,m).
The exact solution is given by u (¢, z) = 2¢ ™! sin ().
Convection-diffusion equation
ut—i—um—%um:() (t,z) € Q= (0,1) x (0,m),

u (0,z) = sin (x) z e 0,7,
w(t,0) = —e~itsin(t)  tel0,1],
w(t,m) =e tsin(r—t) telo,1],

(511)

whose exact solution is u (¢, z) = e~ i’ sin (z — t).
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Table 2: Experimental settings for each PDE

PDE width m  power p optimizer(Ir) o g
Harmonic 102 ~106 5~38 GD(10~%) 400 400
Bi-harmonic 102~10 5~8 GD(1078) 400 400
Heat 103 3~10 Adam(10~3) 300 300
Heat(PINNs) 103 3 GD(10~1) 300 300
Heat(VS-PINNs) 103 2 GD(10 1) 300 300
Beam (PINNs) 103 5 Adam(1073) 10,000 300
Beam (VS-PINNGs [¢] = 2) 103 3 Adam(10~3) 10,000 300
Beam (VS-PINNGs [¢] = 1) 103 2 Adam(10~3) 10,000 300
Convection-diffusion (PINNs) 103 3 Adam(10~3) / GD(10~?) 300 300
Convection-diffusion (VS-PINNs) 103 2 Adam(10~3)/GD(10~") 300 300
Bi-harmonic (PINNs) 103 5 Adam(1073) 10,000 400
Bi-harmonic (VS-PINNs [¢] = 2) 103 3 Adam(1073) 10,000 400
Bi-harmonic (VS-PINNGs |£] = 1) 103 2 Adam(10~3) 10,000 400
Initial 40000 epochs Total 400000 epochs
1 —— PINNs(Ir=0.01) 1 —— PINNs(Ir=0.01)
\ VS-PINNs(Ir=0.1) VS-PINNs(Ir=0.1)
0.1
0.1
2 2 o0l
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= = 0.001
N
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Figure 3: Loss of convection-diffusion equation trained by GD.

D.2 Parameter settings for experiments

Convection-diffusion equation We conducted experiments on a convection-diffusion equation:
We train 100,000 epochs of PINNs with p = 3 and VS-PINNs with p = 2, using the same settings as
represented for the heat equation (509). Figures [3]and @] show that VS-PINNs reach lower loss and
achieve more stable convergence for both GD and Adam.

Bi-harmonic equation Consider the bi-harmonic equation

Au(z,y) = f (z,y) z,y € [0,7]
u(z,0) =u(z,7) =u(0,y) =u(my)=0 x,y € [0,7] (512)
Zu(z,0) = Zu(z,m) = Zu(0,y) = Zu(r,y) =0 z,y€0,7],

where f (z,y) are defined so that the exact solution is given by u (z,y) = 1 sin? (z) 32 (7 — y)°.

We set m = 1,000, n, = 10,000, n;, = 400, and the training collocation points are fixed once they
are randomly selected. We experiment VS-PINNs with two cases: (i) ¢o =~ u, ¢1 ~ (Ugy, Uyy)
with || = 2 and p = 3 and (ii) the finest splitting of ¢g ~ u, o1 = Vu, 92 = (Uzz, Uyy),
3 = (Upga, Uzzy, Uyyy) With || = 1 and p = 2. Regularization parameters are vy = v = vz = 1
for derivative matching loss p and v = 10 for boundary loss h. Figure[5|depicts the training loss of
PINN and two VS-PINNs.

E Additional Experimental Results

Computational efficiency of VS-PINNs Table 3| measures the GPU memory, running time, and
the number of model parameters corresponding to experiments on elastic beam and bi-harmonic
equations. Because VS-PINNs need as many networks as auxiliary variables, finer VS-PINN requires
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Figure 4: Loss of solving convection-diffusion equation trained by Adam.
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Figure 5: Loss comparison between PINNs with two VS-PINNs with || = 1 and 2.

more parameters to be trained. However, reducing the differentiation order in the Loss significantly
reduces memory consumption, despite the additional loss terms.

Error with true solution As the ultimate objective of PINNS is to approximate the solution to the
PDE, we also quantified the discrepancy between the exact solution of the predicted solutions of the
three models we tested. We tested five times for each PDE and splitting setup from different random
seeds, and the averages of the Mean Squared Error (MSE) with the exact solution are reported in
Table[d We can observe that the results do not exhibit the same tendency as depicted in Figure 2}
Since there is a discrepancy between optimization ability and the generalization error, it is not within
the scope of this paper, and we believe that this is an important area for future research.

GD results for fourth-order PDEs In order to address fourth-order PDEs (elastic beam and
bi-harmonic equations), PINNs should employ p = 5 of the power of the ReLU? activation. When
optimized with GD, this configuration results in a loss value of NaN, indicating that PINNs fail to
train. Consequently, we present the results of our experiments with the Adam optimizer in Section [3]
However, in contrast to PINNs, which exhibit difficulty in training, variable splitting demonstrates
superior performance in terms of loss reduction for GD, as illustrated in Figure[6] This is attributed
to the fact that variable splitting employs a lower derivative order and lower power p.

F Broader Impacts

We analyzed the behavior of PINNs when applied to general kth-order PDEs and provided theoretical
understanding of the reasons why PINNs encounter difficulties in optimizing when dealing with
high-order or high-dimensional problems. This paper has societal impact as it bridges artificial
intelligence and physics, and hence has a wide range of potential applications. It could contribute to
the advancement in scientific understanding, and foster scientific progress and innovation, benefiting
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Table 3: Computation costs with width=1000 for experiments on the paper.

PDE Method GPU memory running time parameters
PINN 801.052Mb  0.053 s/epoch 4000

Bi-harmonic ~ VS-PINN [¢| = 2 481.094 Mb  0.049 s/epoch 9000
VS-PINN [¢] =1 81,466 Mb  0.053 s/epoch 20000

PINN 323.772Mb  0.037 s/epoch 4000

Beam VS-PINN [¢] =2 240.689 Mb  0.038 s/epoch 9000
VS-PINN [¢| =1 80.836 Mb  0.040 s/epoch 17000

Table 4: The average of Mean Square Error (MSE) with exact solution.

PDE | PINNs  VS-PINNs|¢[ =2 VS-PINNs [¢| =1
Elastic Beam | 3.0598E-08 2.2868E-08 4.3826E-07
Bi-harmonic | 3.9319E-05 5.3055E-05 5.4418E-03

researchers in physics, mathematics, and artificial intelligence fields. By providing variable splitting
which can address the convergence pathologies of PINNs, the paper suggests potential applications in
industrial and technological fields, such as engineering, medicine, materials science, and environ-
mental modeling, for complex system modeling, prediction, and optimization. Furthermore, as many
problems have arisen in sciences and engineering tied with complex PDE systems, we expect that our
work has the potential to be applicable in the enormous area such as climate forecasting, epidemics,
molecular simulations, micro-mechanics, and modeling turbulent flows. Additionally, PDEs can be
utilized in the development of military equipment. As with all numerical algorithms, however, it is
not a work of developing a technique to go to warfare; rather, it is a tool for scientific inquiry. We
encourage users of our model to focus on the positive impact of this work.
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Figure 6: Loss of VS-PINNs trained by gradient descent with variant learning rates.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]
Justification: [Yes]
Guidelines:

e The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: [Yes]
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]
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Justification: [Yes]
Guidelines:

» The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

e Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]
Justification: [Yes]
Guidelines:

* The answer NA means that the paper does not include experiments.
* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [Yes]
Justification: [Yes]
Guidelines:

* The answer NA means that paper does not include experiments requiring code.
* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

¢ The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

 The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: [Yes]
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

¢ The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]
Justification: [Yes]
Guidelines:

» The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

* It should be clear whether the error bar is the standard deviation or the standard error
of the mean.
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10.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CIL, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: [Yes]
Guidelines:

» The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

 The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: [Yes]
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
Justification: [Yes]
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
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generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: [NA|
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [NA]
Justification: [NA|
Guidelines:

» The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

« If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
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Answer: [NA]
Justification: [NA|
Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: [NA|
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: [NA|
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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