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Abstract

Occupancy functions play an instrumental role in reinforcement learning (RL) for
guiding exploration, handling distribution shift, and optimizing general objectives
beyond the expected return. Yet, computationally efficient policy optimization
methods that use (only) occupancy functions are virtually non-existent. In this
paper, we establish the theoretical foundations of model-free policy gradient (PG)
methods that compute the gradient through the occupancy for both online and
offline RL, without modeling value functions. Our algorithms reduce gradient es-
timation to squared-loss regression and are computationally oracle-efficient. We
characterize the sample complexities of both local and global convergence, ac-
counting for both finite-sample estimation error and the roles of exploration (on-
line) and data coverage (offline). Occupancy-based PG naturally handles arbitrary
offline data distributions, and, with one-line algorithmic changes, can be adapted
to optimize any differentiable objective functional.

1 Introduction

Value-based methods have been the dominant paradigm in model-free reinforcement learning, with
a solid theoretical foundation in large state spaces under function approximation [CJ19; JYWIJ20a;
ZLKB20; JLM21; XJ21; XFBJK22]. In contrast, a model-free RL paradigm based on their natural
counterparts—the occupancy functions—remains largely under-investigated. Occupancy functions
are densities that describe a policy’s state visitation, and play instrumental roles in guiding explo-
ration [HKSVS19; AFK?24], handling distribution shift [HM17; NCDL19; CJ22], and optimizing
general objectives beyond the expected return [ZBWK20; MDSDBR22]. Despite this, they are sel-
dom modeled directly in learning algorithms and appear only in the analyses, except in conjunction
with value functions in marginalized importance sampling [LLTZ18; NDKCLS19; UHJ20; ZH-
HIL22; HJ22a]. Recently, [HCJ23] developed algorithms in online and offline RL that model only
occupancies via density function classes, spotlighting their roles in handling non-exploratory offline
data and in online exploration. However, their focus was on statistical guarantees, and computation-
ally efficient policy optimization for occupancy-based methods remained an open problem.

In answer, we develop model-free policy gradient (PG) algorithms that compute the gradient through
occupancy functions, without estimating any values. By leveraging a Bellman-like recursion, we
reduce occupancy-based gradient estimation to solving a series of squared-loss minimization prob-
lems, which can be done in a computationally oracle-efficient manner. Our analysis captures the
effects of gradient estimation error, exploration (in online PG, which is characterized by the initial
state distribution), and offline data quality (in offline PG) on the sample and iteration complexity
required for local and global convergence. In the online setting, our results complement previous
works on the optimality of value-based PG [AKLM?21; BR24] and extend past their scope to in-
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clude general objectives of occupancy functions, such as entropy maximization for pure exploration
and risk-sensitive functionals in safe RL [MDSDBR22]. These objectives generally cannot be opti-
mized using value-based policy gradients because they do not admit value functions or Bellman-like
equations with which to estimate them [ZBWK?20; HDGP24].

In the offline setting, we handle gradient estimation from fixed datasets of poor coverage, which
departs from most existing (value-based) off-policy PG estimators that assume an exploratory dataset
[KU20; XYWL21; NZJZW?22]. Learning with non-exploratory data is a core consideration in recent
offline RL [XCIMA21; ZHHJL22], and gives rise to unique challenges in our setting: occupancies
are converted into density ratios for learning purposes, but these ratios become unbounded when the
data lacks coverage. [HCJ23] used clipping to handle occupancy estimation under poor coverage,
which we show is insufficient for gradient estimation (Prop. 4.2). Instead, a novel smooth-clipping
mechanism (Sec. 4.2) is developed to provide statistically robust gradient estimates.

App. A includes a full discussion of related work, and our contributions are organized as follows:

1. Online PG (Sec. 3) We propose OCCUPG, an occupancy-based PG algorithm that reduces gra-
dient estimation to squared-loss minimization, based on a recursive Bellman flow-like update for
the occupancy gradient. We analyze the sample complexities for both local and global conver-
gence, and, notably, our algorithm and analyses extend straightforwardly to the optimization of
general objective functionals.

2. Offline PG (Sec. 4) For offline RL we develop and analyze OFF-OCCUPG, which optimizes
only the portions of a policy’s return that are adequately covered by offline data. Conceptually,
our algorithm is based on combining the methods in Sec. 3 with (a smoothed version of) the
recursively clipped occupancies from [HCJ23]. As a result, our estimation and convergence
guarantees do not require assumptions on data coverage, which relaxes the restrictions of previous
works.

2 Preliminaries

Finite-horizon Markov decision process (MDP). Finite-horizon MDPs are defined by the tuple
M = (S,A,P,R, H,dy), where § is the state space, A is the action space, and H is the horizon.
We use [H] = {0, ..., H} and when clear from the context, use {{J; } = {0y, } he[#. For notational
compactness we assume that S = U, S" is the union of H disjoint sets {S"}, each of which is the
set of states reachable at timestep h. This is WLOG as we can always augment the state space with
[H] at the cost of only H factors [JKALS17; MBFR24].

Since each state can only be visited at a single timestep, we can now define the (non-stationary)
transitions as P : S x A — A(S), and the initial state distribution as dy € A(SY). We assume the
reward function R : S — [0, 1] is bounded on the unit interval and (for simplicity) state-wise deter-
ministic. This sufficiently captures the challenges of our setting since the occupancies are densities
over states, and it will be easily seen later that our results generalize to per-state-action rewards. A
policy 7 : S — A(\A) interacting with M observes trajectories {(sp, an, Sp+1, Th+1)}hH:_01, and has

expected return J(7) = E, [Zthl R(sy)]. Atany (h, s, a), its expected return-to-go is encoded in
the value function Q7 (s,a) = Ex [}, o), R(sn)|sn = s,an = a.

For each h € [H], a policy’s occupancy function df, € A(S) is a p.d.f. describing its state visitation,
d7 (s) = Pr(sp = s). In combination with the policy, the MDP dynamics dictate the evolution of the
occupancy over timesteps. This is encoded in the recursive Bellman flow equation, which mandates
that df = P™d}_, for all h € [H]. Here, P™ is the Bellman flow operator with (P™ f)(s") :=

Yo P85 a)m(als) f(s) € RY, for any function f : S — R".

Policy optimization. For an objective function f : IIg — R, the general goal of this work
is to find argmax, .y, f(7mg) over a policy class Ile = {m : 6 € ©,0 € RP ||§]] < B},
parameterized by a convex and closed parameter class © with dimension p. One example of f
is the expected return J(mg). Projected gradient ascent (PGA) will be our base algorithm for
policy optimization. For a fixed learning rate n and iterations ¢ € [T, it iteratively updates
01+ = Projg (01 + 1V f(mgw )). Here, Vf(mp) = [%]pem € RP is the gradient with
respect to 6, where superscript p indexes the p-th entry of a vector. We will assume that the gradient
of the policy’s log-probability is bounded, as is ubiquitous in the PG literature [LSAB19; AKLM21].
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Assumption 2.1. For all my € Ilg, max, , | V1ogmg(als)||s < G.

We will later analyze the convergence rate of our algorithms to stationary points with (approxi-
mately) zero gradient, and refer to ) = Ty for short. For PGA, stationarity will be measured
using the standard gradient mapping ||G" (7)) with G"(x(®)) := %(0(” — 0{+1), the parame-
ter change between iterations [Bec17]. Note that if © = RP and no projection is required, then
|G (7 ®)]| = |V f(x®)|| reduces to the gradient magnitude.

Computational oracles. As is common in the literature, we analyze computational efficiency in
terms of the number of calls to the following oracles, which serve as computational abstractions.
We desire a polynomial number of such calls in terms of problem-relevant parameters. Given an
ii.d. dataset D = {(z,y)} and function class F, the maximum likelihood estimation oracle outputs
argmax ;. » Ep[log f(z)]. The squared-loss regression oracle finds argmin ;. » Ep[(f(z) — y)?].
Both can be approximated efficiently whenever optimizing over F is feasible [MHKL20; FR20].

3 Online Occupancy-based PG

We now develop our occupancy-based policy optimization algorithm for the online RL setting,
where the policy can continuously interact with the environment to gather new trajectories. Our
gradient estimation routine is based on a recursive Bellman flow-like equation that can be approxi-
mately solved using squared-loss regression, not unlike those used to estimate occupancy functions
in FORC [HCJ23] or value functions in FQI [ASMO7]. The intuitions established for our online
algorithm form the foundation for our later offline methods.

3.1 Occupancy-based Policy Gradient

The expected return of a policy 7 can be expressed as the expectation over its occupancy of the
per-state rewards, J(m) =, >~ df (sp)R(sy). The gradient of J(7) then passes through d™,

VI(m) = 3222, Vi (sn)R(sn) = 32, Esynay [V1ogdf (sn)R(sn)] -

We use the grad-log trick above to write V.J(7) as an expectation over d™, which makes it amenable
to estimation from online samples as long as we can calculate Vlogd) : S — RP. We make
the key observation that V log d}; can be expressed as a function of Vlogdjf _,, which involves a
time-reversed conditional expectation over the previous timestep’s (sp—1,an—1) given the current
Sh-

Lemma 3.1. For any 7w and h € [H]|, Vlogd} satisfies the recursion
Vliegdf =Ef_; (Vlogm+ Vlogdf_,), (1)

P(s'|s,a)m(als)d)_, (s
where (B, f1(s') = Ex[f(sn_1,an1)lsn = &) = 32, “H 9B (5 0)!, for any

function f : S x A — RP. Further, under Asm. 2.1, max j, ||V log d (s)||cc < hG.

Eq. (1) is derived by propagating the gradient through the Bellman flow equation, and we can solve it
from h = 1to H to compute V log d}; (with V log dfj = 0 by definition). While related observations
have been made throughout the rich history of PG literature [CC97; MTO01; KU20; XYWL21], the
expression in Eq. (1) is adapted to our unique pursuit of modeling V log d™ with general function
approximators. In particular, the conditional expectation (E™) immediately hints that Vlog d™ is
amenable to estimation using squared-loss regression, a technique that is well-understood for value
functions [SB18] and, more recently, for occupancy functions [HCJ23].

Formally, to solve the dynamic programming equation of Eq. (1) in a computationally efficient
manner, we reduce it to minimizing a squared-loss regression problem. Consider the standard (super-
vised learning) regression setup. The solution to argmin ; B, ,y~o[(f(x)—y)?] maps z — Eq[y|z],
the conditional expectation given z of the target y under the joint Q. As a result (see Lem. B.2),

2
l9(sn) = (V1og (an-1lsn—1) + Viegd_,(su-1) | | @

Vlogdy = argming. g_,ge ]E,r[

'We use the convention 0/0 = 0 for ratios between two functions.
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Algorithm 1 OccUPG: Online Occupancy-based Policy Gradient

Input: Samples n; iterations T'; policy class Ilg; gradient function class {Gy, }; learning rate 7
1: fort=0,...,7T—1do

2: Collect n trajectories with 7). Set D}*® = {(s5,, an,sn+1)}7; for all h. Repeat for
{D%md}-

3:  [Initialize go = O.

4. forh=1,...,Hdo

2
Let ﬁgil(gh;ghfl) = %2(87(173/)6@;551 lgn(s") — (Viog 7™ (als) + gn—1(s))|| " Set

!7;(5) = argming g, ESL (9n; /g\l(ztz 1) )

6: endfor .
7. EBstimate V.J () = LY S L penna 3 (1) <1

h
8:  Update ('t = Projg (0“) + n@](w(t)))
9: end for

Here, g is a vector-valued function, and the norm || - ||? is equivalent to the sum of p scalar-valued
squared-losses for each parameter dimension. The RHS only requires sampling (sp—1,ap—1,55) ~
7 from online rollouts. Then, given finite samples, we can robustly estimate V log d™ by minimizing

an empirical version of Eq. (2) using regression oracles.

3.2 Online policy gradient algorithm and analyses

Alg. 1 (OccUPQG) displays our full online occupancy-based PG procedure. For each iteration ¢ €
[T, we first collect two independent datasets: {D;°*} for V log d™" estimation, and {DE Y for

V.J (7)) estimation. The former occurs in Line 5, where we recursively solve an empirical version
of Eq. (2); the latter is computed in Line 7, then used to update the policy (Line 8).

Gradient estimation guarantee. In the following, we establish that our regression-based estima-
tion procedure produces accurate estimates of V.J(7). Our guarantee holds under the requirement
that the gradient function classes {G,} can express the population gradient update (Lem. 3.1) for
any target function. It is analogous to the Bellman completeness assumption that is required for
regression-based value or occupancy function estimation [CJ19; HCJ23].

Assumption 3.1 (Gradient function class completeness). Forall h € [H], sup,cg, ses [19n(5)[loo <
hG. Further, for all 7 € Ilg, we have ET | (Vlogm + gn—1) € Gy, forall gp,—1 € G,—1.

Next, since we allow G to be a continuous function class, our sample complexity bound for gradient
estimation is expressed in terms of its pseudodimension := dg (Def. F.1). Examples of G param-
eterizations and their dg are discussed in Rem. 3.1 below. Finally, Thm. 3.1 shows that OCCUPG
produces accurate gradient estimates given the following polynomial sample size.

Theorem 3.1. Fix§ € (0,1) and w € . Under Asm. 2.1 and Asm. 3.1, we have that w.p. > 1—6,
VI () = VJ(x)|| < & whenn = O (M)

€

Remark 3.1. Lastly, we provide examples of G for Asm. 3.1 in representative MDP structures. Low-
rank MDPs (Def. B.1) are a well-studied setting where the transition function admits a low-rank
decomposition into two features of rank k, i.e., there exists ¢ : S x A — R* and pw:S — R¥
such that P(s'|s,a) = (¢(s,a), u(s)) [JYWI20b]. Tabular MDPs are a special case with one-
hot features. Due to the bilinear transitions, both the occupancy and its gradient are linear func-
tions of u, i.e., d™ = p(s)"+ and Vd™(s) = pu(s)' ¥ for some ¥ € R¥*P ¢ € RF, and
all s € S. When p is known, we can set G, to be a linear-over-linear function class G, =

{gh(s) = ZEi%:i : W€ RF*P ) € R max, ||gn(s)]|oo < hG} , which has dg = kp (Prop. B.1).

Stationary convergence. Next, we analyze the convergence rate of OCCUPG to a stationary policy,
i.e., one that has near-zero gradient. Note that, in general, stationary policies are not necessarily
optimal as the objective function is non-convex. As is standard in the literature, we will assume that
the objective has a smooth gradient [LSAB19; AKLM21].
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Assumption 3.2 (5-smooth objective). For a function f : [Ig — R, there exists 5 > 0 such that
IV f(mg) = Vf(mg)|l2 < B8]0 — || forall 6,60" € ©.

Cor. 3.1 shows that, in expectation, OCCUPG with T" = O(8H /<) iterations outputs a e-stationary
point, as measured by ||G"(7®))|| = %||9<t> — 6=1||. The proof relies on Thm. 3.1, i.e., with
enough samples the statistical noise of the gradient estimates are sufficiently small to enable conver-
gence.

Corollary 3.1. Under Asm. 2.1, Asm. 3.1, and Asm. 3.2, the iterates of OCCUPG with T' =
O(BHe"") and n = O(pdg HG? log(T/8)e™1) satisfiy  S°1_, E[||G"(71)||?] < e.

Computational efficiency. OCCUPG is not only statistically efficient but computationally oracle-
efficient as well, since it reduces to a series of squared-loss minimization problems. In each iteration,
it makes H calls to a regression oracle to compute the occupancy gradient (Line 5). Then to converge
to a e-stationary point, from Cor. 3.1 we require a total of O(3H? /¢) such calls.

Optimality. Lastly, we analyze when the policies recovered by OCCUPG are also approximately
optimal. The key inequality is an upper bound on the suboptimality of any policy in terms of its
gradient magnitude (or stationarity), and a coverage coefficient C™ with respect to the optimal
policy.

Lemma 3.2. Forany mand ', define B™ (') := >, ., dj(s)7'(als)Q] (s, ). Suppose Vr € Ile,

1. (Policy completeness) There exists 7+ € Ilg such that 7+ € argmax_, B™ (7).
2. (Gradient domination) max,: e, B™ (') — B™(7) < mmaxg co (VB™(r),0 — 0)

Given v € A(S), define the coverage coefficient C™ := 1>, d;{*/VHOOfor 7 = argmax, J(m).
Then for any g € 1lg,
J(7*) = J(mg) <m C™ max (V.J,(mp),0 —0), 4)

0'elle

where J,, () := Eg wu x>, 7h] is the expected return of m in M with initial state distribution v.

The lemma preconditions are identical to those required for value-based analysis [BR24]. B™ (')
is a one-step improvement objective with respect to the occupancies and value functions of 7, and
we require (1) the policy class to be expressive enough that it contains any maximizer; and (2)
the one-step objective to itself have optimality gap upper-bounded by the one-step policy gradient
magnitude, for which the constant m is determined wholly by the policy parameterization. For
example, the tabular policy 7y (als) = 05, has m = 1 [AKLM21].

The coverage coefficient C™ is the finite-horizon counterpart to the infinite-horizon “exploratory
initial distribution” salient to the analysis of [AKLM21] and [BR24] (which lists developing it as
future work). In RL, a small gradient magnitude alone does not guarantee optimality, as it can also
occur when the policy rarely visits rewarding states. The coverage coefficient quantifies both how
policy performance can suffer from insufficient exploration, as well as how exploratory initializa-
tions mitigates this problem. Finally, combining Lem. 3.2 with the stationary convergence result in
Cor. 3.1 shows that, on average, the best-iterate of OCCUPG is near-optimal.

Corollary 3.2. Under the preconditions of Lem. 3.2 and Cor. 3.1, running OCCUPG? with initial
distribution v satisfies E[min, J(7*) — J(x®)] < ¢ when T = O (M> and n =

52
) (BQ(C"*)2m2pdgH‘>‘c:2 10g(T))
€2 '

3.3 Optimization of general functionals

One standout feature of OCCUPG is that it can, with a one-line change, be adapted for pol-
icy optimization of any (differentiable) objective function involving occupancies. We work with
Jr(m) = >, Fn(d}) as a representative formula, where Fj, : A(S) — R is a general functional.
Such objectives often evade value-based PG optimization because they do not admit value functions
or Bellman-like recursions with which to compute them. Examples include entropy maximization

This means that trajectories are generated by first sampling the initial state s; ~ v, then rolling out the
policy according to the true MDP’s dynamics.
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where Fj,(d) = — (d,log d); imitation learning where F},(d) = —||d — d};?||3 for an expert policy
7; and the expected return with Fy,(d) = (d, R) [MDSDBR22].

The policy gradient is then V.Jr(m) = ) Esvar 6(5;((;? la=d; V log dﬂs)} . Implementation-

wise, we need only change Line 7 in OCCUPG to accommodate the new gradient formula, to

VJp(r) = LY Y sen, Gr(s) %'d:i}: . The partial derivative of F}, is evaluated with a

plug-in occupancy estimate d™ that can be obtained using maximum likelihood estimation (App. D).
Notably, the occupancy gradient estimation module for g7 ~ Vlogd; (Line 5) is reused verba-

tim. Given their resemblance to those in Sec. 3.2, the full algorithm and analyses are deferred to
App. B.5.

4 Offline Occupancy-based PG

In this section, we develop an algorithm for occupancy-based policy optimization in the offline
setting, where only fixed datasets are available for learning. A direct modification of OCCUPG, e.g.,
by converting occupancies to density ratios over the offline data distribution, will fail unless the
data covers all possible policies, otherwise the density ratio may be unbounded. In-line with recent
state-of-the-art offline RL algorithms, our goal is to establish an offline PG algorithm that adapts to
and retains meaningful guarantees under arbitrary offline datasets, for which our key consideration
is establishing an offline gradient estimation method. We begin by defining these offline datasets.

Definition 4.1. The offline dataset is D = {D}, }, where Dy, = {(Sn, G, Sh+1,Th+1)) i is gener-
ated i.i.d. as s, ~ dP for some d? € A(S) and a;, ~ 72 (-|sp,) in M, for a known behavior policy
ﬂ;? . The marginal next-state distribution in Dy, is denoted as df’T(shH).

Def. 4.1 is more general than the typical i.i.d. trajectory setting [KU20; NZJZW22], where df =

d hD ;Tl. Crucially, unlike previous works that require lower-bounded d” or all-policy coverage [KU20;
XYWL21; NZJZW?22], we will make no assumptions about the quality of D with respect to Ilg.

Additional notation. For short, we say Ep, [] = E(,, a,.sp41,rm:1)~D, -], and use (s, a, s, ") ~
Dy, when clear from the context. For any ¢ : S x.A — RP and reweighting function p : H xSx.A —
R, we define an offline reweighted analog to ET (Lem. 3.1) for all h € [H] to be

D, — _ D -pnl(s,a,s’
[Eh Pg]<s/) = ]E(s,a,s’)NDh-ph, [g(s, a)|s/} - Zs,a % g(S,a). (5)

The (time-reversed) conditional expectation is taken over [D, - ppl(s,a,s) =
P(s'|s,a)d? (s)7P(a|s)pn(s,a), the joint offline distribution re-weighted by pj,. While this
may not be a valid density, its induced conditional distribution on (s,als’) always is, i.e.,

Y a % = 1. As an example, for a given m we have E;”* = ET when

pr(s,a) = % is the policy’s density ratio and is well-defined.

4.1 Offline density-based policy gradient

A policy’s occupancy d™ may not be covered by arbitrary offline data (Def. 4.1), so neither its
expected return J(m) = ), (df, R) nor its gradient V.J () will be estimatable from D. As a result,
there is no hope of recovering argmax, .y, JJ (). Our solution is to instead maximize return only
on areas of the state space that are sufficiently covered by offline data, which is captured exactly
by the recursively clipped occupancy d™ from [HCJ23]. It clamps the policy occupancy to preset
multiples C}, C} of the offline data distribution, thereby representing only the “sufficiently covered”
portion.

Definition 4.2 (Recursively clipped occupancy). Let (O A O) := min{0J, OJ}. Given clipping con-
stants {C5, C2} > 1, define the clipped policy to be 75, = (7 A Cw), and recursively define
dp =P™ (df_y AC5_1dp), Vh € [H]. (©6)

Eq. (6) resembles the Bellman flow equation with clipped policy 7, and acts on the previous-timestep
dr_, clipped to at most C5_,dP . Above this threshold the occupancy is considered to be insuf-
ficiently covered for estimation, and C® strikes a bias-variance tradeoff between the amount of
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clipped mass vs. distribution shift. The clipped occupancy’s density ratio is always well-defined and
bounded as JZ / thjl < Cy_,C}p_,, and we use it to define our (now learnable) offline objective,

I7) = S0 S, diCsn)Ro) = 5 B, | ARG

For any “fully covered” policy with df < C$_,C2_ d", for all h € [H], we have d™ = d™ and
J(m) = J(7). In this sense, argmax,. .J(7) will be at least as good as the best policy fully covered
by offline data. Next, define the density ratio be @} := dF / dfjl. The gradient of J(7) is

V(7)) =3, Ep,_, [@] (sn)R(sn) Vg df(sn)] -

To calculate this gradient we must compute both @™ and V log d™; for the former, [HCJ 23] provides
a method that we will later call as a subroutine. Our focus is on computing V logd}, which is
enabled by the following recursive equation, which is an offline analog of Lem. 3.1.

dy (s)AC.d)? (5)) Th(als)
dp(s) P (als)

. Then

Lemma 4.1. For any 7 and all h € [H), define pf. (s, a) := (
Viegdy =E;" (Viegn © 1[r < Cprl y] + Viegdy , © 1]}, < Cidl 1), (D)
where Ef;ﬁ: is from Eq. (5), and [M ©v](-) :==v(-)M(-) e RP for M : O — pandv : 0 — R

Lem. 4.1 is derived from applying the chain rule to Def. 4.2, and the clipped occupancies play an
instrumental role in handling insufficient offline coverage. Notably, the indicator function zeroes-out
both the gradients V log 7w and V logd} ; where they are insufficiently covered, e.g., d7_,(s) >

C$_,dP | (s). Further, under full offline coverage we recover Lem. 3.1 and V log d™ = Vlog d".

Because the rewards are nonnegative, V log d™ induces a pessimistic policy gradient that shifts poli-
cies away from out-of-distribution actions, even if they generate high return. This is seen more
clearly in Prop. 4.1, that rearranges the resulting expression for V.J () into a value-based form:

Proposition 4.1. We can equivalently write

VJ(m) =3, Ep, 7 (s,a)V log m (als)Qf (s, )],
where Q™ is a pessimistic value function that obeys the Bellman-like recursion QF(s,a) =
1 < CprP)(als) Sy P(s'ls, @) (R() + 1df 1 < CRaadPya)(s) QFa (5 Fns) ).

In Q’T, future returns are zeroed out at states and actions that exceed the threshold of data coverage,
due to indicators functions that are inherited from V log d™. Prop. 4.1 can be seen as a pessimistic of-
fline analog to the classical PG theorem V.J(7) =}, Es oray [V log m(als)Q7F (s, a)] [SMSM99],
entirely induced by the definition of the clipped occupancy.

Non-robustness of V log d™ estimation to plug-in densities. With finite samples, however, it turns
out that consistent estimates of V log d7 in Eq. (6) cannot be computed. To make this argument, we
first outline the high-level gradient estimation procedure for a fixed policy:

* Estimate occupancies {JZ} and {c/l\,? }
e Compute Vlog JZ using Eq. (7) with plug-in indicator function estimate 1[d}_, <
Chiy]
The problem arises in step two, as 1[-] is a stepwise function and not smooth. Even if d™ is van-

ishingly close to d™, the gradient calculated from plug-in occupancy estimates can have constant
error.

Proposition 4.2. There exists an MDP and policy m such that, for any € > 0, max, s |V 1og d} (s)—
Viogdr(s)|| = O(1) when ||df — df |1 < € and H&f\f —dP||y < eforallh.

4.2 Smooth clipping
To resolve this issue, we will use a “smooth-clipping” function o (z, ¢) to approximate the “hard”-
clipping (x A ¢) in Eq. (6), whose non-smooth gradient was the source of our estimation problems.

Figure 1 plots 1-D examples of o (z, ¢) against (x Ac) as reference (dashed), and Asm. 4.1 describes
the properties of o that enable our later estimation and convergence guarantees.
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o(x,c=0.5) iy (x,c=0.5)

1.0
Do =
12
— U4
— 18 Figure 1: We plot o(z, ¢) from
031 — ;’16 2 Prop. 4.3 for different b, that
. trade-off between clipping ap-
proximation error and smooth-
00 ness (D, < 1/L,).

05
Assumption 4.1. XAssume that o satisfies Vx, 2, ¢, ¢ € dom(o),

1. (Approximate clipping) 3D, > 0 such that 0 < (z A¢) — o (z,¢) < D, (x A c).

2. (Monotonicity) o (2',¢) < o (x,c¢) if &’ < x; 0 (z,¢') <o (z,¢)if ¢ < ¢; and vice versa.
3. (Smooth gradient) Define the smoothed indicator 1 (z,¢) := z 9, logo (x,c), where 0,

is the partial derivative w.rt. 2. Then 1 (x,¢) € [0,1] and 3L, > 0 s.t. Va,2',¢, ¢/ €
dom(o),

c1(z,¢)—1(2',¢)| < Lg|x — 2’|, and z|1 (z,¢) — 1 (z,¢)| < Lo|c— €.
Note that o (z,¢) = (z A ¢) is a special case with 1 (z,¢) = 1[z < ¢], thus D, = 0 and L, = oo.
The following choice of o, which is plotted in Fig. 1, fulfills Asm. 4.1.
Proposition 4.3. Foranyb > 1, o (x,c) = (xib + cib)il/b has L, = band D, = 1/b.

Next, we define the smooth-clipped occupancy function d7, which is no larger than JZ.

Definition 4.3 (Recursively smooth-clipped occupancy). For smooth-clipping function o satisfying
Asm. 4.1 and clipping constants {C}, C}, define 7, 1= o (7r, Canp ), and inductively set

dr = P (a (Jg_l, cz_ldf_l)) , Vh e [H]. ®)

Then letting W} := Jg/dfjl, our new objective is J(7) = > nEp, , [wf(sn)R(sp)] with gradient
VJ(n) = > nEp,_,[w](sn)R(sp) Vlog c?;{(sh)], where V log J}{ obeys the following recursion.
Lemma 4.2. For o satisfying Asm. 4.1, recall 1 (z,c) := x 9, log o (x,¢c) . Then for all h € [H],

Viegds = EX7 (v logr ® 1(r,C2 (7P )+ Viegdr_,® 1 (52_1,02_1d,?_1> ) )

o(df_1(5),Ch_1dR-1(5)) Fp_1(als)
d}?ﬁl(s) w,lDil(a|s)

under Asm. 2.1, max, , |V 1og df () o < hG.

where pf_,(s,a) = and Ef;’? is defined in Eq. (5). Further,

Eq. (9) replaces the (non-smooth) indicator function in V log d™ (Lem. 4.1) with its smooth approxi-
mation 1, which, as we will show shortly, enables robust gradient estimation with plug-in occupancy
estimates. As before, we can reduce it to squared-loss regression (Eq. (11)). Further, by optimizing

J(7), we also approximately maximize our target objective J (7 ), with bias proportional to D,.

Proposition 4.4. Under Asm. 4.1, 0 < max e, J(7) — maxyen, J(7) < H2D,.

4.3 Offline smooth-clipped gradient estimation

Alg. 2 describes the offline PG algorithm for optimizing J(7). To reduce clutter, we have used
Viegny, := Viegn © 1 (7r, C’gw,’?). First, OFF-OCCUPG estimates d571 using MLE (details
in App. D due to space constraints). Then, for each iteration ¢, it estimates the smooth-clipped

occupancy gif” using FORC (adapted from [HCJ23], see App. E). This is plugged into a squared-

loss regression problem approximating Eq. (9) to learn V log %f ) (lines 8 to 10), then estimate
VJ (1) (line 12).
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Algorithm 2 OFF-OCCUPG: Offline Occupancy-based Policy Gradient

Input: data D; iters T'; learning rate 7; function classes I1g, F, W, G; clipping constants {C}SL C,i‘}
1: Split D equally into D™l¢, DFORC preg perad each with n samples.

2: Estimate {&E, dD T} +— MLE (Dmle F) // Alg. 4
3: fort=0,. T —1do
Estimate {wh } + FORC (M DFORC yy (G P }) // Mg. 5

Set occupancy estimate c/i(h) = @,(Lf ) th_’Tl forall h € [H].

4
5

6: Initialize g = 0.
7. forh=1,...,Hdo

70 o(dP o5 dP_
8: Set density ratio 5521 = 5 (3.2 gDh — 1>.
h—1 h—1
9: Set gradient regression target ﬂ,(l ) 1= §(t) (ofgf) 1 0271&\571).
100 Let £ (g:.0) = £ X0 wwyepiee, 0(s a)llg(s") — (Vlog 7y (als) +y(s)) > Solve
g = argming, cg, £ (90 501,71 21) (10)

11:  end for . ® ©

12 Set VJ(n®) =157 Z(&a’s/’r/)epirad W, (s") g, (s") -1
13:  Update 0¢+1) = Proj, (0®) + nV.J(x®)).

14: end for

Before stating the estimation guarantee for VJ (), we first introduce the required assumptions.
For simplicity, we assume that the function classes used in MLE and FORC are finite, and defer
their guarantees to the respective appendices, as they have been well-established in previous papers
[AKKS20; HCJ23]. We focus on discussing Asm. 4.2 for the offline gradient function class, which
requires a stronger level of expressiveness. Since the regression target in OFF-OCCUPG involves
plug-in occupancy estimates, the completeness condition naturally requires Gy, to express the gradi-
ent update in Lem. 4.2 for all possible targets composed of functions from Fp,_1, Wp_1,Gn_1. As
a result, Asm. 4.2 is generally stronger than Asm. 3.1 for OCCUPG.

Assumption 4.2. For all h, sup,cg, ||9nllec < hG; and for all (7, g, f, f',w) € Tlo X Gr—1 X

Fn X Fr_1 X Wp_1, we have Eff’l(Vlog%h_l +9g06 i(wf’,Cz_lf)) € G, where p =
o(wf'.Chf) 7y

.
f Th—1

When the underlying MDP has favorable structure, however, we can expect that dg is not much larger
than was required for OCCUPG. This is indeed the case in low-rank MDPs, where the G defined in
Rem. 3.1 also satisfies Asm. 4.2 (proof in Prop. C.1). Due to the bilinear transition structure, the
offline gradient update (Lem. 4.2) applied to any target remains a linear-over-linear function.

The guarantees for the MLE (Alg. 4) and weight estimation (Alg. 5) subroutines require Asm. D.1
and Asm. E.1, respectively, which are included in the preconditions of the main result below. Briefly,
Asm. D.1 requires F to realize the true data distributions th and df ’T, which is standard in super-
vised learning. Asm. E.1 requires WV to be closed under the Bellman flow operator, and can be
viewed as a 1-dimensional version of Asm. 4.2 where p = 1. In this sense both assumptions are
weaker requirements on expressivity than that of the gradient class in Asm. 4.2, and more detailed
discussions are left to App. D and App. E.

Having established its preconditions, we now present our main estimation guarantee for OFF-
OcCUPG, which pays additional factors for the coverage of offline data (3, C5C}) and the smooth-
ness of 0.
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Theorem 4.1. Suppose J(-) satisfies Asm. 3.2 and fix 1 € llg. Under Asm. 2.1, Asm. 4.1,
Asm. 4.2, Asm. D.1, and Asm. E.I, wp. > 1 — & we have |[VJ(rw) — VJ(n)|| < & when
5 (pdgH‘*GQ(Zh cion)’L: log(Wf|/6)>

n=0 =2

Stationary convergence & computational efficiency. Similar to OCCUPG, OFF-OCCUPG with
T = O(BH?/&?) converges to an e-stationary point. The formal statement is given in Cor. C.1 and is
based on the estimation guarantee in Thm. 4.1. As a result, OFF-OCCUPG is also computationally
oracle-efficient. Each invocation of MLE involves 2H calls to a likelihood maximization oracle
(see Alg. 4), and each invocation of FORC requires H calls to a squared-loss regression oracle (see
Alg. 5). Then local convergence is still achieved with O(3H? /£?) such calls, as increasing T further
cannot reduce error from statistical noise (that depends only on the fixed n).

Optimality. Analyzing the conditions under which offline PG recovers global optima is more
challenging, as we can no longer utilize exploratory initialization (from Cor. 3.2). However, since
all occupancies have been clipped to the data distribution, we show in App. C.5 that the offline data
itself can sometimes suffice as an exploratory initial distribution, and the corresponding bound is
in terms of {C}} (instead of the online C™). However, this is not guaranteed in general and our
current result only holds under strong all-policy offline data coverage. Briefly, some hardness comes
from the fact that clipping causes gradient signals to vanish, so a stationary policy might be far off-
support, rather than optimal. Investigating the possibility of more relaxed conditions for offline PG
convergence (or, conversely, refining hardness results) are especially interesting directions for future
work.

5 Conclusion

For the first time, we demonstrate how policy optimization can be conducted with (only) occupancy
functions for both online and offline RL, and comprehensively analyze both local and global conver-
gence. In the online setting our method directly extends to optimizing general objective functionals
that cannot be optimized using value-based methods, and in the offline setting the occupancy-based
gradient naturally handles incomplete offline data coverage. As our work is the first in this line
of research and theoretical in nature, for future work we plan to launch empirical investigations of
our methods, especially those for optimizing general functionals. Additionally, the conditions un-
der which offline PG can converge to global optima is not well-understood, and we hope that our
preliminary results here encourage greater interest and investigation into this question.
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A Related work

In this section, we discuss related works in greater detail that concern the convergence and estimation
of policy gradient in RL.

While a handful of recent papers have similarly observed that the gradient of the log density can
be utilized to compute the policy gradient, especially in the context of using it to optimize general
functionals, none of them have analyzed methods that are sample-efficient under general function ap-
proximation. In particular, [KJDC24] requires on-policy sampling from the time-reversed transition
(s, als’), which, as they note, is highly restrictive. To overcome this issue they propose a min-max
algorithm that converges under linear approximation, which is computationally a far more difficult
to solve (under a more stringent structural assumption) than the regression objective in Alg. 1. Simi-
larly, [BFH23] consider only online policy gradient, and to handle large state spaces they use linear
function approximation, which may incur a large error through bias in many settings. [ZBWK20]
approach the problem of optimizing risk functionals through a primal-dual approach that involves
occupancies as dual variables, but they only analyze convergence in tabular settings.

A number of works on off-policy gradient optimization utilize all three of the density ratio, value, and
policy class functions to compute the gradient [NDKCLS19; HJ22b; UIJKSX21; XYWL21]. This
is because the density ratios are required to handle distribution mismatches with offline data. The
downside, however, is that even max-min optimization is difficult, so performing optimization over
all three functions requires complex optimization loops. By using simply projected gradient ascent
on a policy class, our algorithms avoid such complexities and are amenable to classical convergence
analysis that allow us to focus on the role of coverage coefficients in our final results.

https://doi.org/10.52202/079017-0014 429



Because the density ratio is generally not well-defined with arbitrary offline data, all of these works
require some form of all-policy coverage for both estimation and convergence guarantees. The
weight gradient calculation in [UIJKSX21] exhibits a recursive decomposition that is related to ours.
However, their formulation is not compatible with our data assumptions and they require policy
coverage to be well-defined. A follow-up paper in [XYWL21] uses squared-loss regression on the
same updates, which is similar in flavor to our gradient estimation objectives. However, they use
linear function approximation for weight functions, which is not realizable in general, and also
require all-policy coverage for their convergence results.

One close work of comparison is [LSAB19], whose PG algorithm uses learned density ratios
to reweight the data distribution and approximate the expression of the policy gradient theorem
[SMSM99]. To handle coverage issues in offline PG, they “zero out” portions of the trajectory that
exceed data coverage, but only do this for (s, a) such that d”(s)7” (a|s) = 0. This is done (in the
infinite horizon setting) by resampling the dataset based on an augmented MDP where such (s, a)
transition to an absorbing state However, this does not control the (potentially extremely large) vari-
ance of the estimator, e.g., on states where d”(s) ~ 0. Their objective can be seen as a special
case of J(m) with finite but extremely large choices of C® and C®. They show convergence to a
stationary point in terms of weight and value estimation errors that are left implicit, and leave the
high variance and coverage issues with offline data implicit.

Another is [DWS12], that takes the complementary approach and simply calculates the gradient aver-
aged on d”. However, this is a biased gradient object and does not express the policy gradient of any
specific function, which means its stationary point may not even exist, thus precluding convergence
analysis.

The PSPI algorithm in [XCJMAZ21] is a policy optimization algorithm based on pessimistic value
functions. Their setting is somewhat orthogonal to ours in the sense that they study values and
we study occupancies, and we note that they do not perform policy optimization with respect to
a standalone policy class but rather an implicit one induced by the value functions, which an be
extremely large. In the value function sphere, [NZJZW22] leverage the linear structure of linear-
MDPS to develop closed-form gradient estimators through the value functions. They largely only
analyze estimation errors and additionally require a form of all-policy coverage for their results.

Lastly, our optimality analysis builds off the results in [BR24] and [AKLM21] that analyze global
optimality in the (infinite horizon) online setting.

B Additional results and proofs for Sec. 3

B.1 Proofs for Sec. 3.1

Proof of Lem. 3.1 First we expand Vd] using the Bellman flow equation, df(s’) =
Zs,a P(S/|Saa)w(a‘5)dzfl(s):
Vi (s') =30 P(s'ls,0)(Vr(als)df_, (s) + 7(als)Vdf_, (5))
=250 P(s'ls,a)m(als)df_ (s)(V1ogm(als) + Viogdf_,(s)).

In the last line above we use the grad-log trick. Note that V logd™(s) is not well-defined when
d™(s) = 0, but the two terms will cancel out in the above expression for this case. From Bayes’
theorem, P (s;,_1 = s,ap—1 = a|sp, = §') = P(s'|s,a)n(als)d}_,(s)/d} (s’), thus

Vlogdj(s') = Vdj(s')/dj(s)
=E"[Vlogm(als) + Viogd}_,(s)|sn = §']
=[E}_;(Vlogm + Viogd}_;)](s").
We use the convention that 0/0 = 0, thus V log df is always well-defined.

Lastly, the second statement results from Lem. B.1, which shows that ||V logdf (s')| is always
bounded and well-defined under Asm. 2.1.

Lemma B.1. Under Asm. 2.1, we have max; p, |V log d}; (s)|| < hG.

Proof. The lemma statement can be derived inductively starting from the observation that Eq. (1) is
an expectation over its target functions. As a result, the maximum gradient magnitude should accrue
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additively over horizons. More concretely, fix i and s. Then
IV log dj;(s')|| = |[E"[V log w(a]s) + V log df;_; (s)|s = &'l
< | Viogm(als)l| + |V log di_ ()]
<G+ [ Viogd_y(s)l],

using Asm. 2.1 in the last line. Since Vlogdf = 0 by definition, unrolling the above recursion
through timesteps gives the stated result. O

LemmaB.2. Forg: S — RPand f : § x A — RP, define the squared loss

Lu(g; f,7) = Ex[llg(sn+1) = f (s, an)|*]-
Then for any such f,

E} (f) = argmin Ly(g; f, )
g:S—Rp

and

Vlogdy,, = argmin Ly, (g; Vlogm 4 Vlogd}, ).

g:S—Rp

Proof of Lem. B.2. Since the objective is convex, can solve for the minimizer in closed form by
taking the derivative and setting it to O in an element-wise manner. Fix s’. Taking the gradient of
Ly(g; f, ) with respect to g(s’), we have that

0=dJ(s ZP (s'|s, a)w(als)dF_,(s)f(s,a).

Rearranging and using the definition of E} gives the result. The second statement follows from
Lem. 3.1. O

B.2 Proofs for Sec. 3.2 : Estimation and local convergence

Proof of Thm. 3.1 First we split up the errors contributed by regression and the estimation. Fix 7,
then Epres [VJ(7)] = 3}, Eswar [97 (s) Ra(s)] and

IV (x) = VIOl < [V (7) = Epees[VI (@)]l| + [Epres [V (7)] = VI ()|
The first term is related to the regression error in g7 approximating V log d7,

IV () = Epres [V I ()]l = | Bz [V log 5 () Ri(5)] — Ea [G7 () Ra(5)]|
>on [|Eag [Viog dfi(s) — h(S)}H
S /Sy VP log df — (717
For a fixed h and p, we recursively decompose
VP logdf; — [g5 )" lv.ap < [IVPlogdy — [Ef_y(Viogm + g7 _1)]"|l1.az

+ [ER- (Viogm + 971" — [9717[|1.45
<|VPlogdy_, = [g5-1]"lv.a;_, + I[EF-1(Viegm +g5_1)" — [95]"l|2.a5,

using the fact that Vlogd} = EJ_,(Vlogn + Vlogdf_,) in the second line. Then unrolling the
recursion, we have

IV7 log dff — [P |14z <Z|| ~1(Vlogm +g7_1)IF — [g7]

IN

Applying Lem. F.2 (more exactly, this is an offline version but we invoke it with p = 1 and no
clipping for the online setting) with 6’ = ¢ /2H p and a union bound over all & and p, we have

B+ (Viog 7 + G5 I — (G717 13,05 = ElLirex (G707 -1) — Liprex (Bf_1(Viogm +37_1), 37 1)]
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< 2(52651)27

22
where £,°%, = \/Cdgh G %sg(sz/‘;). Then for any h, p we have

2cdgh*G?log(2Hp/))
n

IV 0Bt — 7] g < VEY 2% < VEhef® =
g<h

Implying

2¢pdg H6G? log(2Hp/0d)

n

IV (7) = Bpees [V ()| < VRHIIV” log dFy — (G5 1,5, = J
For the second term,
[Epres[VPT (1)) = VPI(m)] < D [Banar [G7 () Ru(9)] = — D Gh()Ru(s)| < H'Gy| ===,
h

where we use Hoeffding’s inequality with union bound, for all h € [H| and p € p in the last line,
given that the randomness of g is independent given D;. Thus

\V/ v/ log(2pH
[Epres [VJ ()] — VI (7)|| < H2G M
Combining the two terms, our final bound is
< H6G?1og(2H
VI (x) — VI(m)]| < \/ pdgHOG :g( P/9).

with the regression error dominating.

Proof of Cor. 3.1 For any fixed run of Alg. 1, calling Thm. 3.1 for 7(*) with ' = §/T and taking
a union bound over 7" gives with probability at least 1 — ¢ that

~ dg HG?log(2HpT /6
V0 — G n0) 5 PTG BRHBLS) Ly gy
Then setting 6 = 1//n, we have
pdg HSG? log(2HpTn)

E[19569) - 90))] 5/ ,

n

where the expectation is over random samples in D**8, D, Finally, plugging this into the PGD
stationary convergence bound in Lem. G.1 gives

1 48H  6pdg H®G?log(2HpTn)
= m (- (t) o2l <
T%:E[HG (D, V(= O)2] < T +

n

Setting the RHS to € and setting 7', n appropriately gives the result.

B.3 Proofs for Sec. 3.2: Global convergence

We will establish the conditions under which J(7) satisfies a gradient domination property, meaning
that for any 6 € ©, the suboptimality of 7y is bounded by some function S that includes a measure

of its stationarity, i.e., max./erg J(7') — J(mg) < S(VJ(mp)). This combined with the sample
complexity bounds for stationary convergence established in Cor. 3.1 enables our global optimality
result in Cor. 3.2.

Though we are concerned with optimizing J () induced by running 7 starting from initial distribu-
tion dy, it will be useful to consider performing Alg. 1 using a different exploratory initial distribu-
tion € A(S). By exploratory, we mean that we allow y(s) > 0 for all s € S, unlike dy € A(SY).
In the (stationary) infinite horizon this is a common trick for obtaining well-defined gradient domi-
nation bounds [AKLM21], but its finite-horizon (nonstationary) counterpart is nontrivial and to our
knowledge has not previously been formalized (it is listed as future work in [BR24]).

We state and prove a more general version of Lem. 3.2:
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Lemma B.3. Forany m and ', define B™(n') := 3=, . . df(s)7’(a|s)QF (s, a). Suppose Vr € Ile,

1. (Policy completeness) There exists 1 € Ilg such that 7™ € argmax_, B™ (7’
2. (Gradient domination) max, cn, B™(n') — B™(7) < mmaxgco (VB™(7), o — 0)

Given v € A(S), define the coverage coefficient C™ := 1> d;:*/l/”oofor 7 = argmax, J(m).
Then for any g € 1lg,

J(m*) — J(mg) < ’ S i max (V.J,(mg),0 — 0)

Zh dﬂ—e G/GH(_)
< " !/
<cC Jnax <VJ,,(779), 0" —0),

where J,, (1) := Egymu,x (>, T'n] is the expected return of w in M with initial state distribution v.

Proof of Lem. B.3 First we note two facts that hold regardless of M. We have Qg(sh, ah) =
QF (s",a") forany g < h, and d7 (s") = 0if g > h.

) — ) = 3 ST () (*(als) — mo(als)) QX (s, 0)

h=0 s,a

Then we will write Q™ (s, a) = Q7 (s, a), thus

H-1
J(n*) = J(mo) = Y _ dij () (n"(als) — mo(als)) Q7 (s, a)
h=0

=2 <Z df(ﬁ)) (7" (als) = mo(als)) Q™ (s, a)
h

s,a

< max (Zd” ) (als) — mo(als)) Q™ (s, a)

max Zhdz (s) ™0 (s 7t (a|s) — mg(als ™0 (s, a
ot gazh (S) (;d,u,h( ))( (l) 9(|))Q (7 )

dﬂ'
szhﬂh max (Z dre ) (als) — ma(als)) Q™ (s, a)
For the RHS, observe that d;fg(sh) = 0 for g > h. Then

SOS @ (s) (wt (als) — mo(als)) QT (s, a)

h s,a
= sz (als) — mo(als)) QF (s,a)
= ZZdIZ% (als) — malals)) QT (s,a)

:Bm’(ﬂ- ) — B™(my)
< uy’) / _
< mmax (VB™ (mp),0" — 0)

A

IN

IN

—mg}a}((VJ (79),0" — 0)

Combining the two inequalities results in the final guarantee.

Proof of Cor. 3.2 Fix {n(!)},c7 from Alg. 1. Then for any ¢ € [T, from Lem. 3.2 we have

J(r*) = J(x®) <mC™ max <VJ(7T(t)),9/ - 9>

0’ clle
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< BmC™ ||G"(z®)|| (Lem. G.4)

Then summing through 7" and taking an expectation over the randomness in the algorithm, we have

T* 1
TZJ J(x®)| < BmC™'E lTZIIG"(ﬂ(”)II]
t
48H N 6pdg HG? 1og(2Han)>

(Cor. 3.1)

< BmC™
= (T n

B.4 Examples of gradient function class G

This section contains formal statements of the claims in Rem. 3.1, and their proofs. We begin by
defining the low-rank MDP, noting that for notational compactness we have dropped the features’
h-dependence given our assumption that there is a one-to-one correspondence between states and
the timestep at which they are visited.

Definition B.1 (Low-rank MDP). We say M is a low-rank MDP with dimension % if Vh € [H],
there exists ¢ : S x A — RF and pj, : S — R such that (s,a,s’), we have P(s'|s,a) =
(¢(,a), u(z")). < C?and )7 p(s) < C*.

Prop. B.1 shows that, in low-rank MDPs, a linear-over-linear parameterization for the gradient func-

tion class satisfies the completeness requirement in Asm. 3.1, with pseudo-dimension linear in the
low-rank dimension and the parameter dimension, i.e., dg, = O(kp).

Proposition B.1. Suppose M is a low-rank MDP (Def. B.1), and suppose (i is known. For each
layer h, define the function class

p'e
On = {gh = 7y PV ERVPY R gnlloe < G, VR € [H]}'

Then {Gy} satisfies Asm. 3.1 and has pseudodimension (Def. F.1) dg, = O(kp).

Proof of Prop. B.1. Tt suffices to show that, for any function f : S x A — RP and policy 7, its
gradient update from Lem. 3.1 is Ef (Vlog m + f) € Gp41.

Since [ET (Vlogm + f)](s') = Ex[Vlogn(s,a) + f(s)|s'], from Bayes’ rule and the definition of
the Bellman flow operator (see proof of Lem. 3.1), we have

(P71 (Vlegm + f)|(s")
dr(s’) '

First, we will show that [P7 f](s") = u(s’) T ¥ for some ¥ € R¥*P and all s’ € S. Below, we use
fP(s) to denote the p-th parameter of f(s) € RP. For fixed p € [p],

ZP (|5, a)m(als) (V7 log m(als) + f7(s))

[BA(Viogm + f)](s') =

(Zaﬁ s,a)m(als) (V*logm(als )+f”(8))>

= p(s") ",
where 1) = 37 ¢(s,a)m(als) (Vlegm(als) + fP(s)) € R*. Stacking this result for each p into
the matrix W shows the desired statement that [P f](s") = u(s') T 0.

We can apply similar reasoning as above in the Bellman flow equation to show that d(s') =
(1u(s"), %) for some 6 € R¥. Combined with the above, this shows that

p'w
pry’
Combining the linear forms of the numerator and denominator reveal that Vlogd; € Gy,. Lastly,

the pseudo-dimension of G, follows directly from applying Lemma 24 of [HCJ23], which bounds
the pseudo-dimension of linear-over-linear function classes with p = 1, in all p dimensions. O

Vliogdj(s') =
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Algorithm 3 Online Occupancy-based PG for General Functionals

Input: Functional F' = {F}, }; Samples n; iterations T'; policy class Ilg; function class G; learning
rate 7; function class F;
1: fort=0,..., T —1do
2. Forall h € [H], deploy 7(*) for 3n trajectories. Set D;*® = {(sp, an, sn+1)}7 1, and simi-
larly for D%rad and Dyl
3: forh=1,...,H—1do
Define ‘Cgtll(ghv gh-1) = %Z(S,ms/)eDif_gl th(s/) - (V IOgﬂ(t) (afs) + ghfl(s))|
and set

2

)

~(t . t (¢
gf(z) = argmiig, g, Egzzl(ghagl(zzl)'

5. endfor
6:  Estimate df +~ MLE(D™°, F). // Alg. 4

7. Estimate V.Jp(7) = L5 Zsebgft a7 (s) L(;‘;h(g)

8:  Update (1) = Projg (9(t) + n@](ﬁ(t)))_
9: end for

d=dj;

B.5 Policy optimization of general functionals

Alg. 3 displays the full algorithm for optimization of general functions (described in Sec. 3.3). It
shares its occupancy gradient estimation module with OCCUPG. Compared to Alg. 1, the only
change is the objective gradient calculation in Line 7, which uses a plug-in estimate of the occupancy
(Line 6) to evaluate the partial derivative.

Since the algorithmic change is small, the analysis for Alg. 3 requires only a few adaptations from the
analysis of OCCUPG. For smooth and differentiable functionals, we provide the gradient estimation
guarantee below. The smoothness ensures that using plug-in occupancy estimates to evaluate the
partial derivative leads to consistent gradient estimates, and is in line with the spirit of standard
objective smoothness requirements (Asm. 3.2).

Assumption B.1. Suppose that for all h, F}, has a smooth gradient, i.e., for any f, f/’ € A(S) that

=57 s Tl

<Lellf = fll,

and has bounded range ||0F}(d)||cc < Cr.

Theorem B.1. Suppose that Asm. 2.1 and Asm. B.1 hold. Fix m € llg. With probability at least
1-4,

~ log(2pH|F|/6 dgHSG?log(2Hp/o
||VJF(7T)—VJF(7T>||SHQGLF\/p g( pn| |/)+CF\/p g ng( p/ )

When Asm. 3.2 holds, this result directly leads to a stationary convergence guarantee similar to
Cor. 3.1, by union bounding Thm. B.1 over all T then plugging it into Lem. G.5 (see proof of
Cor. 3.1). We expect that the global convergence in Cor. 3.2 can also be extended with little overhead
when {F}, } are convex, but leave a full investigation to future work.

Proof of Thm. B.1 The analysis follows largely the same lines as the proof of Thm. 3.1. However,
we must additional account for the error of approximating 852‘((;)1) i with the plug-in occupancy
=dp

estimate. This was unnecessary for the expected return in Sec. 3.2 since ae;jih(g) = Ry,(s) is indepen-

dent of the occupancy.

First, for all h € [H], with probability at least 1 — § we have occupancy estimates from Alg. 4 such
that
2log(H|F/6)

=™ vh ¢ [H].
n

ldi = dilly <

https://doi.org/10.52202/079017-0014 435



This follows directly from Lem. D.1 with a union bound over H.
Next, we isolate the occupancy estimation-related term from the error we would like to bound. De-

fine Vjp(w) = Esnar [881;"( 3 |l = d,rVIOg df (s )], and decompose

IV Tr(x) = VIp(m)| < IV Ir(r) = VIp(m)| + |V Ip(r) = Ve ()|

For the first term,

OFy(d) OF,(d)

oz Viogaz(s) - G, 3 vioxai)|

IV Jp(n) — VIp(r)|| < Z’Eswzz {
h

th th(d)
HGZ‘ =T "0d(s) la=a;

< H*GLp max ||df; dy 1.
S HZGLFgmle~

using Asm. B.1 in the second to last inequality. This takes care of the aforementioned occupancy
estimation error.

Conditioned on such {J}{}, the second pair of terms ||V Jg (1) — V.Jp(7)|| is analogous to the error
bounded in Thm. 3.1, and the proof follows identically thereon, but with dependence on the range
C' of the functionals.

C Additional results and proofs for Sec. 4

C.1 Proofs for Sec. 4.1

Proof of Lem. 4.1 By passing the gradient through the clipped Bellman flow equation in Def. 4.2,
we have

Vvdr(s')
P(s'|s,a) (Van—1(als)d_1(s) + m(als)V (df_1(s) A Ch_1di1(s)))
(

'[s,a) -1 (als) (dF 1 () A Ci1dfy (s)) (Vlog Fna(als)

=2
=
+ Vlog (dj_1(s) ACs_yd})_1(s)) )

Next, dropping the A — 1 subscript for a moment, observe that

Viogd™(s), ifd™(s) < CsdP(s),

Vlog (d™(s) A C%dP(s)) = {07 if d™(s) > CsdDES),

with a discontinuity at d"(s) = C*dP(s). For simplicity, we set Vlog (d™(s) A C5dP(s)) =
Vlogd™(s) ®1[d™(s) < C%dP(s)]. Similarly, we have V log 7(als) = Vlog 7(a|s) ® 1[r(als) <
carP(als)].

Finally, Vlog dF (s') = VdZr(s')/dF(s'), where df (s') = >ea P(8]s, a)rP_ (als)dP | (s)pr_,.
The lemma statement follows from the definition of Ef_’ﬁl, and the gradient magnitude bound results
from invoking Lem. C.2 with o (z,¢) = (z A ¢).

Proof of Prop. 4.1 This result follows from applying Lem. C.7, which is a more general version
of the proposition statement that holds for any (smooth-)clipping function, to o (z,¢) = (z A c¢).
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Proof of Prop. 4.2 The MDP we will describe corresponds to a multi-armed bandit with 2 actions.

Consider an MDP with H = 2, and 8° = {s0}, S* = {sp,sr}, S? = {s_, s } which are terminal.

In any state there are two actions, A = {L, R}, with deterministic transitions. For the first level, we
L

have sg — s, and sg £> sg. For the second level, we have s, — s_ and sg — s, regardless of

action taken. For the reward function, R(s;) = 1 and is 0 otherwise.

The policy is parameterized by a single parameter € such that 7(L) = 1 — 6, and 7(R) = 6, such
that d7° (sg) = d3°(s4+) = 6. Further, both the offline data and behavior policy are uniform in each
level. Consequently, 7§’ (L) = n?(R) = 1 and dP = unif(S'). We set C§ = C§ = 2, and C§ = 2
so that 7, = m;, for all h.

Fix 6 and estimated occupancies d™ and dP. For any s’ € S? we have

HV log d3°(s") — ¥V log d3 (s

(') (117 (') < dP(s")] = 1d* (') < d (s )H

Next, we instantiate d™, d? for any my. The preconditions of the proposition are satisfied by an
estimated occupancy with d7°(s) = 6 + €/2 and d{°(sg) = 6 — ¢/2. In addition, we have an
estimate d” with dP(sp) = 1/2 — ¢/2 and dP (sg) = 1/2 + ¢/2.

We will consider § = 1/2, so that dJ° < C$dP. However, c?f" (sp) > dP(sp). As a result,

Hv1ogd§0(s) ¥ log & (s ()| = 0(1)

C.2 Proofs for Sec. 4.2

First, we formally state and prove the claim that Lem. 4.2 can be reduced to minimizing a squared-
loss regression problem recursively over timesteps, i.e.,

Vlogc’lvz+1 (11

= gggﬁ%ﬁlﬁph [Hg(s’) — (Vlogﬂ®1( Crd; )+V10gdh 1O (E,Cid,?))“z} :

This is a reweighted offline analog of Eq. (2) from the online setting, and a more general version is
presented below with proof.

Lemma C.1. Forg: S — RPand f : § x A — RP and reweighting function p : S x A — R4,
define the offline reweighted squared loss regression objective

Li(g: f:p) = B, [p(sn, an)llg(sns1) = f(sn, an)|?]-
Then for any such f,

Ehl?,p(f) = agr‘ggﬂgl Eh (95 1 P)~

0(5’;{(8)»Cid5(8)) Trh(a|s)
ap (s) 7P (als)
target function yj = Vlogm © 1 (7r CadD) + Vlogd; © 1 (d CSdD) from Lem. 4.2, we have

Further, for the smooth-clipped density ratio p; = and smooth-clipped

Vlogdh+1 = argmin Ly, (¢;y7, pF) -
g:S—RP

Proof of Lem. B.2. Since the objective is convex, can solve for the minimizer in closed form by
taking the derivative and setting it to O in an element-wise manner. For each s/,

0=g(s) (Z P(s'|s,a)my; (als)dy; (s)p(s, a)) =Y P(s'|s,a)m (als)dR (s)p(s,a) f (s, a).

s,a s,a

Rearranging and using the definition of Ef’p (Eq. (5)) gives the result. The second statement follows
from Lem. 4.2. O
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Proof of Prop. 4.3 Part 1 follows from the gradient formula
aﬁvo (l‘, C) - l‘_ﬁ_l (J?_B + C_B)_l/ﬁ_1 — (1 + xﬁc—ﬁ)_l/ﬁ_l )

It can be seen that 0,0 (x,¢) € [0,1] and is non-increasing in its inputs, thus o is monotonic.

Additionally, |o (z,¢) — o (2/,¢)| < |x — 2'|. Since o is symmetric in its arguments, we also have
0* (z,¢) — 0° (2, /)] < |e — .

Next, we prove Part 2. Let z = (z A ¢), and observe that z — o (z,¢) < z — 0 (2, 2) since o is
monotonic. Further,

Z = U(Z,Z) — Z— (2Z—6>_1/ﬁ -1 2—1/[3 <1-— 6—1/5 <
z z

=

Rearranging and plugging in the expression for z gives the result.

Part 3 can be derived algebraically (but not easily), and is best intuited from the plot of the maximum
slope Sup, . ¢ refo,1] 11 (z,¢) —1(z',¢)|/|x — /| in Figure C.2, which corresponds to L, /c in
the RHS of the bound. The left plot shows that the maximum slope increases linearly in 3, and the
right plot shows it increases inversely with c. The dashed red line is a “guess” for the exact constant
L, /¢ = 0.38/c, that upper-bounds the maximum slope. Clearly, L, = O(f3).

Varying B; fixed c=0.5 Varying c; fixed B=4

1--- =038/c - 124

-—- =03B/c

Maximum slope

104

10 20 30 40 50 0.2 0.4 0.6 0.8 1.0

Figure 2: The y-axis plots the maximum slope sup,, .+ . cre[0,1] Heo-1(l _ L,/c

lz—a'] -

Proof of Lem. 4.2 Using the chain rule,
Vi (s)

= " P(s'ls.a) (VAn-1(als)df1(s) + 7(als) Vo (4 (s). C_df 1 (5) ) )

s,a

= " P(sls.a)fn-1(als)o (df_1 (), 711 (s)) (VIog s (als)

s,a

+Viogo (df1(s), G 11 (5)) )
= 3" P(s/]s, a)hyals)df 1 ()77 (5, 0) (Vog a1 (als)

s,a

+ Vlogo (67271(5)7 027165571(5)) )7

where in the last line we use the definition of p}_; from Lem. 4.2 to make a change-of-measure.
Further,

Vlogo (67271(5)70271‘1571(3)) = V‘IZA(S) © 00 (67271(3%027165571(5))

= Vlogdi_,(5) © (di_1(s) - 00 (41 (), Chydf1 (5)))
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= Vlogdi_y(s) © 1 (df_1(), C_1df 1 (5))

by definition. We can make the analogous statement for V log 7, _1. Next, using the same change
of measure in Def. 4.3, we have

dw ZP (s']s, a)“h 1(als )dh 1(8)Ph—1(s,a).

s,a

The lemma statement follows from V log df (s') = Vd7 (s')/dF (s'), and the definition of E7 ? in
Eq. (5). The gradient magnitude bound is proved in Lem. C.2.

Lemma C.2 (Bounded gradient magnitude). Suppose o is differentiable almost everywhere. Under
Part 1 of Asm. 4.1 and Asm. 2.1,

max
h,s

’Vlogdv;lr(s)”m < hG.

Proof of Lem. C.2. As a consequence of Asm. 4.1, which states that the gradient of ¢ is nonincreas-
ing in the first argument, for any x, ¢ > 0 we have

o(z,c)= / 0,0° (z,¢)dz > / 0,0° (z,¢)dz = x 0y0 (x,¢)
0 0

Then substituting =  «+ élv’,{ (s) and ¢ <« dP (s), the above shows that
Vlego (Jg,l(s),dﬂl(sn < Vlogdf_, pointwise. Since Lem. 4.2 involves a valid (con-

ditional) expectation, for any s € S we have

"Vlog&vg(sl)

oo

< max {||V log o (w(als), Gy 1 (als)) |, + |[Viog o (d7 1 (), CF a1 (9)) |}

<G+ max [Viogo (0719 CF101 )|

oo
< hG
where we use Asm. 2.1 in the second line, and unroll the same inequalities through levels in the last
line. O

Proof of Prop. 4.4 First, we bound the difference between the soft-clipped and clipped density
functions:

(e

For the second term and any s,

=l (Frms CiadR) = (A A o)+ ma [Fnca () = Fna ()

[Fn1¢15) = Fna Cls) s = [l (mnma (), G (1) = <7fh 1(19) A Gz (1)
< Dy || (mn-1(15) A CR_ymi 1 (19)) ||, <

For the first term,
lo (1 O3 ad) — (@ n Gl
< HU (dg—ucisz—ldf—l) - (dZ—l A Cfsl—ldf?—l) H1 + H (dz—l A C’Sl—ld’?—l) = (df A C’,Sl_ld;?—l)Hl

(NZ_I/\CZ_Ith_l)Hl _EZ_IH1

where in the last line we use Asm. 4.1 to upper bound the first term, and the properties of the

<D,

pointwise minimum A to upper bound the second term. Since (givg_l A CZ—1d}?—1) < EZVZ_I <

dy_,, we have

JZ - (ZZ 1= _a;zr—lul < h(Da +DU)
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after rolling out the induction. Then for any 7,

_ N H
Jm - Jm <y ‘

h=1

dy — df

<2H?D,
1

Lastly, let 7* = argmax, ¢ J(r), and define 7* similarly. Then
J(7) — J(7) < J(7%) — J(7*) < 2H?D,.
C.3 Proofs for Sec. 4.3

First, we give an example of G that satisfies Asm. 4.2 in low-rank MDPs.

Proposition C.1. Suppose M is a low-rank MDP (Def. B.1), and suppose p is known. For each
layer h, define the function class

Ty
Gy = {n = Lo W e RNP,p € B ol < G, v € [H]}.
Then {Gy} satisfies Asm. 4.2 and has pseudodimension (Def. F.1) dg, = O(kp).

Proof of Prop. C.1. 1t suffices to show that, for any f : & x A — RP, reweighting function p :
S x A — Ry, and h € [H], the gradient update in Lem. 4.2 has [E}?’pf] € Gpta-

Fix p, f, and h. From the definition of E?, we have

Yosa P(s'ls,a)my (als)df (s, a)p(s, a) f (s, a)

[Ehf](s ) = Zs)a P(5’|5,a)?ThD(CL|S)dE(57a)p(Sva)

Then since P(s'|s,a) = (¢(s, a), u(s")), we can apply the same steps as the proof of Prop. B.1 to
show that there exists U € R**P and ¢) € R¥ such that

, 1 T\If ,
B = B e s.
Specifically, 1 = >, , ¢(s,a)my D(als)dP(s,a)p(s,a), and the p-th column of ¥ is WP =
Zs,a d)(S,G/ T ( | )dh, (S Cl) ( f ( ) O

Proof of Thm. 4.1 For the remainder of this section, we define the constants e™ and ™ to be the
estimation errors of @™ and d”, respectively, such that for a given 7 and any h € [H] we have

T T W
[@f, = whlly qpr <€
~D D
drP — P < e™e  and dPt Pt < gile,
h |, h holy

We can obtain such estimates using Alg. 4 and Alg. 5, and a direct application of Lem. D.1
with union bound gives e™¢ = O (\/ log(H,L}—l/é)), and similarly Thm. E.I states that V"¢ =

o < /log(HlLW|/6)>.

Next, recall that

() Dgrad|z S @) RTE).

h=0 (5,q s’)Engd

The expected value over draws of D& is

E,Dirad [@j(ﬂ)} = ZES’NCZ?;TI [@;(S’)Rh(s’)’g\g(s/)} .
h
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First we bound the statistical error from using samples to approximate v.J (m), given the gradient
estimate. Fix the other datasets, then

H@jw — Eparaa [%j(ﬂ')} H

pmaxZ\Es/ 42t [BF () R(TE ()] — By gt [0 (5 B () ()|

p€E(p]
<Vp (Zh: CiC ) pe[p] he[H] E, ~dp [NZ( - Eswdfjl @Z(sl)]‘
<P (Z Chch> stat (12)

where 5%t = HG/ log(ng/ 9 is obtained by using Hoeffding’s with §' = §/4, since the random-
ness in @ and g are fixed. Then for any p € [p],

HEDiM [ﬁj(w)} - vi(w)H

<X ) (@) Gls) — wi () - Vlogdi (")) H
h

a () Bi(s ) wi () (37 (') = Viogdi ()

> A (s Ru(s)Fi () (@ (s') — wZ(S’))H

s’/

. ) (13)
1,dx

The first term is bounded by Thm. E.1. For the second term, we use the following decomposition,
which is proved at the end of this section.

P€(p]

< \/BZ (hGHw — willy gp +max | [g7]° — V1og dy
h

Lemma C.3 (Gradient estimation error decomposition). Let €™ and &% be such that for all h € [h]
and 7 € Ilg, we have

D, D, —~ ~
VR — Pl 2 — a2y < e and @F Gl g0 < X

Then under Asm. 2.1 and Asm. 4.1, for any p € [p|, g} from Alg. 2 satisfies

‘ 9,7 — VPlog JZ _ < 6hCS_,C® | L,GeMe (data distribution estimation error)
L.dy
+3hL,Gey_y (occupancy estimation error)
+ ‘ gt — [Efﬁ (Vg 1 + /g\h_l)]pH 5 (statistical regression error)
1,dx
+ |lgn", — VP log a7, 1 (recursive term)

h—1

From Lem. C.4, we have

H[E}?—’qah—l]p - EZ’pul . < \/2 (14 C5_ 1)) ep® + 2hG (2C5 _1e™ +ef_y)
Ay,

dgC; _Ch_ h2G?log(npH/§)
n

where ;% = O . Then plugging the above into the decomposition
h plugging p

in Lem. C.3, we have

Hﬁﬁ—vplogtﬁf _ <100h 1Ch_1hG Ly 5% + 5hG Ly e}y

+ \/2 1+ Ch_yeply)en® + 1gh—y — VP logdj Il z
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Unrolling through timesteps, we have

_ <10h2GL, Yy C5C3er™® + 5h2GL, Y e + > \/2(1 + Ciemle)eres

g<h g<h g<h

<10H2GL, (Z c;c;;) mle | 5H3GL, Y, + Zsreg (\f +Cse m‘e)
h

— V?log EZ

Since ¢} < (55, CLCE + 2, O) & + V2 (S, C0p) v,

"h

Hﬁz — VPlogd]

< 25H*GL, (Z Czc;;) e+ 5vV2H G L, (Z czc;;) ek 4 3 el® (VI + )
h h h
Finally, combining with Eq. (12) and upper bounding £"°# further, we have
IV T(m) = 93|
<Vp (Z czc;) (sstat + 25 H3G L e™e + 5\/§H3GLaswreg) +Vp (Hﬂ ey cz) <m}?x ggfg> ,
h h

Combining inequalities and plugging in the expression for each €, we have

~ "~ HG 2 S a2L21
|V - 9| 50%@’ G2 (£, CCR)” L3 log(IWIIF1/6)

n

Additional results Lastly, we state and prove the helper lemmas used above.
Proof of Lem. C.3. First from Lem. C.1, the population minimizer of Eq. (10) given p”,yJ_, is
gF = (] ffF, where

Ch =By, (VlegT +75_,)

fi=E_,0)

Below, we use superscript p to select the p-th parameter of a gradient object. We first separate out
the statistical regression error by decomposing

HVP log d’r an’

SR =Gl gy + | ros dr — g7

"h

1,d7

The first term appears as the regression error in Lem. C.3. Since V log JZ = V&VZ/ dr, for any
p € [p] we have

77 b 77 C}T;’p 77 Vpdﬂ-
VPlogdf —gr*|| = |df 2 —df
H b Il g hofr dr |,
~ Ch’p ~
< ||(dr - — VPdr
H( h h) i, hil,
< 1Gnlloe N = f7 1 + 1167 = VPR
<203 11Gnllos || A = a2, | + 16 i),
+ 116" = VP (14)

The error ||df — f7||1 bounded by Lem. C.5, and 95 " loo < [|Gh|o is bounded by Lem. C.2.
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We will bound the second term above. Letting y;_; := Vlogo (gg_l, C,Sl_ld,?_l) be the (true)
regression target and using the gradient Bellman equation for V log &VZ in Lem. 4.2, we have

16,7 = VPdj |1y

— B (VP rog 7+ 570) — B, (V7 log 7 + i) |
B a(gzilé?s:ﬁil) iZD:dg—lﬂf?—l (Vp log 7 + @Zfl) —-0 (gZ—vaiSqu?fl) Th—1 (vp log 7 + y;:fl) .
<o (3271702715}?71) (VPlog T +55") — (szl7czfldgfl) (vr 10g7~T+?JZf1)H1

+ Gy (G + T2 ) 1Ry = Ryl
<o (AZ—vaZ—lgg—J Unti—o (JZ—va}iqd?q) y;ﬂHl

+ G o (G1 Choadiy) = o (G0 Choadfy )|+ Chit (G + 1G0-1010) a2y = R
<o (Aﬁ_lyCZ_lc@?_l) Ut —o (C?Z—lvc}sz—ldg—l) yzle1

AT( ~7T /D
+Glldf_y —di 1|l + Cry 2G + 1Gh-1lloe) ldi-y —di) 1 (15)
Now consider the first term above, where
Uha=0r,01 (dZ_uCZ_lch_l) and y; , =Vlogd; ;01 ( 2—1702—1th—1> .
Then plugging this into the first line from the previous block, we have
o s 7D T, T s T,
HU (dhq’ Chfldh71> Ut —o (dhfh Ch71d571> Yty L
dr  Cy ydl )1 (df_y,Cqydp ) an — o (df 4. C5_yd 1)1 (df_y,Ch_ydl ) VP logds,
O \@p_1,Up—10p1 h—1Ch—10p—1 | 9p—1 — O\ Op—1,Ch—10p 1 h—1>Ch—10p—1 0g ap_1 L
HAﬂ’p — VPlogd] _

IN

1”1%71

11Gnloo | (@510 CRadRr) T (G5, Croadln ) = o (G5 Croadf ) T (don Cioadf )|
(16)

where we add and subtract o (dh L O3 dP 1) 1 (dz OS5 dP 1) g’ to obtain the inequal-
ity. The first error is the recursive term, so it remains to bound the second, for which we will use the
smoothness properties of 1 (z, ¢) from Asm. 4.1.

o (820 ) T (800 O] = (700 s ) T (870, R )
< o (@r.Gtaal) (3 (or. Choadfn) =1 (810, Gt ) )
o (@ Chadin) (L (@ €)= T (8. G )|
(7 (s Chsd) = o (T Car)) (B G )
U(Jzéi,c,leafE 1) ( T 1) 1+LJ o(dj_ 121?11% 1) (35_1_d5_1)
(o (v €)= (d0. G )|

< (Lo + 1) [diy = dia | + (Lo + Gy Ao — i (17

<L,

1

Lastly,
dj, — dj

 <cen Pt — alt H + 1@ — @l g0 (18)
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Finally, after combining Eq. (14), Eq. (15), Eq. (16), Eq. (17), and Eq. (18), we have

va log cl7r — §,7Lr’p

S H/g\z)pl VP logdy Hlﬁ;’{,l

+ 16" =" ll1
+ (G + (Lo + D|Gn-1lloe + 19nlloc) 10—y = @RIy g0 1

+ ChACh1 (G + (Lo + DGl + Galoe) || 47, — a2 |

+ (205 1G + (Lo + Ci_)lIGn-1lloc + 1Gnlloc) IR — diy |1

Plugging in ||Gr || < hG and consolidating terms, gives the result.

O

Lemma C.4. With probability > 1 — 6, for all h € [H| and a fixed ™ we have
Jo7 B2 (ViogTu + 10| 5, < /2 (L4 Chacfi)eq™ + 206 (207 1eh™ + €1)
(19)

Proof. Let ff(s') = 3, , P(s'|s,a)p™ (s, a)d;)_, (s)w" (als) be the data distribution reweighted
by p™. For short, we use y; ¥ = [EthT (Vdlog7p—1 +gj_4)]". Forany p € [p],

lgn™" =

A

7 7 P el T

&,

where in the second line we use Cauchy-SchwarZ on the first term and Lem. C.2 on the second term.
Consider the first term. One can loosely bound

’\7"717

IN

dﬂ'

)

_yh7pH2 S

|7l Z P(s/|s, )Py (s, @)k (als)df_ (5)
<Ch 1 Z s'|s,a)n—1(als )th—l(S) < Ch-1,

s,a,s’

or a get a tighter result with

7l = X Pls. )t (s abm s (als)df- o (s)
o (dp_\(s),C5_ dP_(s)
= X Pl (- P il (d81(9) — dP-1(5))
+ Y P/l a)fu-a(als)o (d1(s), Ciadf a1 (s)

<Cha Hd5—1 - &?—1“1 +1

Next we bound ||g;

— y;{’pHQ’f},:. Define

—~ ~ 2
£h_1(g:0) = Bloasnomy, [p(5,0) (67(5)) = (Vlog Fna(als) + 47 (5)))’]
to be the p-th parameter version of Eq. (10). Recall the regression target 37 _,, then we have

||’\7T7P

m,p|2 . .
Yn p”z,ffr =E [} (G Tn—1:Ph-1)] —E[Lh_, (Wis Gn—1. Ph—1)]
<2(Lh (R Un-1Ph—1) = Lh 1 Wh:Uh-1,Ph—1)) + 22, (Lem. F2)
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<2, (Y7 € Gh, Asm. 4.2)
Then

A \/2 (1+Croy by b, ) it +2nG | 17 -

1

Plugging in the bound from Lem. C.5 for || fT — c?}{ |1 gives the result.
O

Lemma C.5. For any m and estimates {c?;;}, {c@ }, let p™ be defined as in Alg. 2, and for any
h € [H]and s' € S define

Fi(s') =)0 P(s'|s, )" (s, a)mp_y (als)dR_y (s),

to be the next-state marginal distribution induced by reweighting d° with p. We have

e -], <26t i - ], -
Proof. Using  the  definition  of  p~, we  first  rewrite  f7(s) =
~ o(d7_,(s),C5_ &?7 s
Y sa P88 a)mh—1(als) G 1(;?7:(31) () dP | (s). Then
s _ C’l\'ﬂ'
|7 =z,
0(32_1,02_13}?_0 D T s D
< 73 dp_1—0 ( h—1vch—1dh—1)
h—1 L
o 9D
g (dh—17cz—1dh—1> ~
7D T 7D ™
< ap (dhq _thf1) + H0< h71»C§71dh71> _U< hfl’cifldgfl>H1
h—1
1

/D AT( ~7T
<ach e+ -

where in the last inequality we use Asm. 4.1 to bound the second term. O

C.4 Local convergence of OFF-OCCUPG

We demonstrate that OFF-OCCUPG can converge to a e-stationary point. In order to establish this
result, we will need the guarantee in Thm. 4.1 to hold for all possible policies, i.e., vJ (m) —
VJ(m)|| < e for all # € Ilg. This is because the fixed offline data is reused throughout the
algorithm, which introduces additional correlations between iterations. In the online setting it was
sufficient to simply union bound over iterations, and not functions in our function classes, because
we drew fresh trajectories for each policy iterate.

Since G and Ilg are continuous function classes, we will start our result in terms of their covering
numbers, defined below. We handle this in the simplest manner by using /., coverings, and leave
a more refined analysis to future work. Def. C.1 is a covering on the clipped policy ratio over .
For example, the direct policy parameterization with g = 6 has N2 (7, 1lg) < (max), C2/y)H54
(Lem. C.10). In the below definition, we overload the definition of 7 (the clipped policy in Lem. 4.1)
temporarily.

Definition C.1 (Policy ratio y-cover). Let Ilg be an /., covering of IIg such that for any 7 € Ilg
(‘n’,CﬁTr,?) U(F;L,C,aﬁr,?)
i _

s

there exists 7 € Tlg with || Z lo < 7. Let N2 (v, 1) denote its minimum

D
3 Th

cardinality.

Definition C.2 (Gradient function class y-cover). Denote N (7, G) to be the £, covering number
of {G,} with resolution .
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Next, we state the stationary convergence guarantee in terms of these function class complexities, the
offline coverage coefficient determined by input clipping constants {C5, C}, and L, that represents
the second-order smoothness of o.

Corollary C.1. Suppose Asm. 3.2 holds. Then under the preconditions of Thm. 4.1,

S E[lEn, v <<

oo

~ <pH6G2 (3, C502)% L2 10g(Na (e, N e, He>|W||f|>>

when

n=0
€

Proof of Cor. C.1 First, we invoke a union-bounded version of the offline regression estimation
guarantee in Lem. F.2. For any 7, g : S — RP, reweighting function p : & x A — R, and target
function y : & — RP, define the p-th parameter squared loss for a fixed policy to be

Li?(9:9:0) = Eqoasnen, |(97(5) = (V7 log T (als) +47(5)))°)]

Then from Lem. F.3, With probability at least 1 — ¢’, forall h € [H],p € [p], g € Gnt1, and p,y
induced by F, W (see preconditions of Lem. F.3 for more exact statement), we have

|EIL3 P (g0, 0) — L3 (gh 15y 0] — L37F (959, 0) — L1 (914139, 9)|

1 ™ m, * re
< iE[ﬁh’p(QQ y.p) — Ly (gh1:y: )] + (Ehfl)27

n

. r 57 87 2 2 o 717 ) . 5/
where g; | = Ef’p[v log T 4ys) and €,°% = O (\/Ch 1O G o Woe (0 L ORIV 170/ )) )

To complete the regression part of the analysis we need to take a union bound over the result in
Lem. FE3 for all 7 € Ilg. For any 7 € Ilg, let 7 € Ilg of Def. C.1 be its ¢, cover. We need to

bound the covering approximation error L (g;y, p) — Ez’p(g; y, p). Consider a fixed (h, s,a, s")
and fix the inputs (g, p, y, ), for which

‘Czﬁp(g; Y, p)[S, a, 3/] - ‘Ciﬁp(% Y, P) [S, a, S/]

o(r(als).CanP (als) ~ . .
= p(s) L) (o) 297 logF(als) +97(5)) + 74() (() — G ()
Then
‘E[EZ”’(Q; y:p) = L3 (g3 9, p)) — (L7 (939, 0) — L7 (959, p))‘
< 8CSh2G? Wf?”—”“ﬁ“W’+@ﬁ0%ammmmgﬂﬂg—ngﬂmwu

< §(C5C*R2G2 + C5C*hG Ly fB)e

where we get smoothness of the gradient portion using Asm. 4.1 and Asm. 3.2. Then by setting
e = (8(C3C2*h%G? + C3C*hGL,3))n~! and combining the above errors with Lem. F.3, we have
that with probability at least 1 — ¢ for all = € Ilg that

|]E[£%h (pha Gh+1,Yh, ﬂ-) - L;DD,L (thgZ-H: Yn, 7T)] - LPD,L (ph7gh+17 Yn, 7T) - E%h (pha g;;-i,-la Yh, 7T)|

1 *
S iE[‘C%h (phv gh-‘rl) Yh, 71') - [':%h (ph? gh+17 Yh, 7T)]

N \/ G Ch WG og (W2 (n =" Tlo)Noc (0" G)pH Wi 173l /0)

n

. ~reg
T %h

for some absolute constant c. The remainder of the proof is identical to the proof of Thm. 4.1 using
the above £,®, which is then combined with Lem. G.1 to give the result.
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C.5 Global convergence of OFF-OCcUPG

We now turn our attention to analyzing gradient domination of the offline objective J (m). The
preconditions of our result are written in terms of the smooth-clipped analog of the pessimistic

value function Q™ (Prop. 4.1), induced by the smooth-clipped occupancy gradient Vd™. For each
(h, s,a), define

Qi(e,) 1= O (r(als), R als) 3 Pls s, ) (R(s)
+ 050 (A7 (5), Chindfa () Qa5 Fng) )

Lem. C.6 shows that the optimality gap of a policy for the smooth-clipped objective J(7) is bounded
by a measure of its gradient magnitude, as well as a coverage coefficient. This is because our trick
with exploratory ;v in Lem. 3.2 isn’t applicable, as it is not covered by the data in Dy supported on
S°. Without this, our offline gradient domination guarantee in Lem. C.6 has a coverage coefficient
that resembles the first inequality of Lem. B.3 when p = dy, the original initial state distribution.

Lemma C.6. For any 7 and 7', define B™(r') := Y ohsa gg(s)%’(a|s)ég(s, a). Suppose that
Vr € H@,

1. (Policy completeness) There exists n+ € g such that 7+ € argmax,, B~ ().
2. (Gradient domination) max,crrg E"(W’) — é’r(ﬂ') < mmaxg co <V§’r (m),0" — 0>.

Then for any comparator policy m% and 7y € Ilg, we have

> E
E (i ) o
J(7m7) = J(mg) <m | max || ——— max (V.J(mg),0" —0).
h o (d;l!'s’cvid?) 0'cO

Compared to Lem. 3.2, the first precondition of Lem. C.6 may be stronger because 7" can be a
stochastic policy, whereas deterministic policies suffice in the online setting. The second precondi-
tion is of similar strength. More importantly—as we have previously discussed— coverage coeffi-
cients of the form in Lem. C.6 are not ideal because they involve my in the denominator, which are
variable over the learning process.

Offline data as an exploratory initialization Since all occupancies are clipped to some constant
of the offline data, however, we might wonder if the offline data distribution itself might serve as an
exploratory initial distribution to use with OFF-OCCUPG (in some sense, this, or some reweighted
version of it, is the only thing available to us in the offline setting). Prop. C.2 shows that this is indeed
possible when the offline data is exploratory enough, and we use clipping for simplicity. Notably, the
coverage coefficient present in the gradient domination bound is the input clipping constant ), C5.

This can be seen as an offline analog of C™ in Lem. 3.2, since all occupancies are clipped to have
this ratio over the offline data.

Proposition C.2. Given {dﬁ’ }, define a new data distribution where dP" = + Zf 01 dY, vh € [H).

Then for any , use {dF "}, o = A, and clipping constants {Ch Ch } to define [d”] according to
Def. 4.3. Let J'(rr) = Zh<[d;§] , R).
For any 7 and 7', recall B™ (1) := Zhvsva[c’ivg]’(s)%’(a\s)[@“Ml(s, a). Suppose that ¥r € Ilg,

1. (Policy completeness) There exists 7+ € Ilg such that 7+ € argmax_, BT (7).
2. (Gradient domination) max,cri, B (') — B () < mmaxgy co <V§” (m),0" — 9>.

Then if {C5', C2'} are such that [JZ"]' < C5'dP', Vh, for any Ty € Mo, we have

max J(m) — J(mg) < mH <Z c;) ggggwf(m, 0 —9).
h
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In practice, we can easily generate a new dataset D’ satisfying Prop. C.2 by first splitting each
Dy, into H equal parts {D? }, | then setting D}, = U_leDg. The sample complexity of running
Alg. 2 on D’ will then scale with ), C}, which are input parameters, instead of the coefficient
in Lem. C.6, which is 6-dependent and cannot be controlled. In exchange, it requires all-policy
coverage w.r.t the new [d™]’, which, while strong, was insufficient for optimality in Lem. C.6. One
justification (formalized in the hardness result of Prop. C.3) is that the exploratory initialization can
cause policies to exceed coverage thresholds on reward-generating states, despite being covered on
(the original) dy. Clipping causes gradient signals to vanish, so a stationary policy might be far
off-support, instead of optimal. While everything works out conceptually if {C, C2} are set to be
high enough, it’s unclear whether doing this will require exponentially large coefficients in the worst
case.

Lastly, we combine the above gradient domination claims with the stationary convergence guarantee
in Cor. C.1 to state the following global convergence result. Cor. C.2 is stated for J(7), our original
offline optimization objective, and therefore takes into the account of approximating the clipping
function with its smooth-clipped version.

Corollary C.2. Suppose J(m) satisfies Asm. 3.2. If Alg. 2 with D' as defined in Prop. C.2
satisfies the preconditions of Prop. C.2, then set CC = H ), Cp. Otherwise, define CC =

MaXrelle, Maxp HJ (JZ , CZth) /o (J};, Cf;d{?) H and assume the preconditions of Lem. C.6.
Then under Def. C.1 and the preconditions of Thm. 4??, Alg. 2 satisfies

E

%Z {maxj(w) — J(W(t))}] <e+2H?D,

T

when T = 5 (w) and

2

e O <B2m2(00)2pH6G2(zh C5C32) L2 log(Noo (£,9) NODO(E,H@)l]-'W))
= = )

Though we optimize J(), the guarantee in Cor. C.2 is with respect to our target offline objective
J (), which implies that the learned policy competes with the best policy fully covered by offline
data. Generally L, and D, trade-off between ease of convergence (smoothness) and approximation
error, respectively. For example, instantiating the bound with o from Prop. 4.3 with b o € results in
a final e~ /4 rate.

C.6 Proofs for App. C.5

Proof of Lem. C.6 We will use superscript & to refer to s € S", the set of states visitable at
timestep h, and drop C}; below to reduce clutter. By the performance difference upper bound for the
smooth-clipped objective in Lem. C.§8, we have

J (") = J (7o)

IN

H—1
>3 o (d (9),dP(s)) (7 (als) — Folals)) QF° (s, )

h=0 s,a

H—1
S o ("), dR (") (7 (a"]s") — Fola"[s") QF (5", a")

h=0 sh ah

since d”(s) > 0 only if s € S" Now define 7 such that for any s, 77 (:]s) =
argmax, c o (4) <7~r, @Z”(& )> Then
T(w?) = J(mg)

H—
S0 o (@7 ("), R (") (FF(a"s") — Fala"[sM) QF (s, a")

h=0 sh ah

H—

DI (JgE(sh),df(sh)) (7 (a|s") — Fp(a"|s")) Q¢ (s, a") (20)

h=

IN IN
=) - O —

sh,a“
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h o “r%h h=0 sh,ah
-1 (mg(a"|s"), Cpm® (a"]s")) Q7 (s", a")
U( ) = o ~t RN~ ( h|h hoh
=" @ csdD) 2 3 o (e aR (") (7 (01" Fofs1) Q7 (4"
h =0 s ,a
T Z—((d;{@:osdD; mex (57r (mo) — B e(ﬂe))
J(dl , SdD) _ _
~ o (@ cpap) | et (B o) = B r)

Proof of Prop. C.2 Under all-policy coverage, we can apply the result in Lem. 3.2, noting that
0= %dP,andd} < C3dP.

e

+1/e +0

Figure 3: Example in Prop. C.3

Proposition C.3 (Vanishing gradient from clipping with exploratory data). Consider the MDP in
App. C.6, and the data distribution where dP (X) = 1/2 and d° (V) = eand dP(Z) = (1—¢) /2 for
some € € [0,1]. For any C, we have all-policy coverage, i.e., dj < Chth for all h and all policies
m. Let  be the stationary (and in this case, optimal) policy of running Alg. 2 with D’ described in
Prop. C.2. Then

J(*) = J(r)=(1—¢€) (1 —-2Cye).
If € is exponentially small, J(m*) — J(m) = O(1) unless Cy is exponentially large.

Proof. The example boils down to a simple bandit problem of choosing either L or R in state X.

m(L|X) = %)gy) = 2Cye, and 7(R|X) = 1 — n(L|X). In comparison, 7*(L|X) = 1. Then

J(7)=J(x) = %)g)) +€(1 — m(L|X)). In comparison, J(7*) = 1, so
J(m*) = J(m) = (1 —¢€) (1 —2Cye)
For reasonable choices of C'z (say, 2 or 3), Cy must be proportional to e ~! for the suboptimality gap

to shrink, and in particular if € is exponentially small then C'y must be exponentially large, which
blows up the RHS of the bound.
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Proof of Cor. C.2 The first step follows the proof of Cor. 3.2. Combining Thm. 4.1 with Lem. G.5
and plugging in above, we have

Z F(r <t>)1

S a 2
< smco (/2 \/ PHOG? (3, CACA)® L2 lon(Noo (2.0) NB (e Tho) LDV

n

Then we also have
l = >l
ZJ )

6 (2 s a2 72 D
< SHD, + BrGC //3;1 . \/ PHOG? (3, C1O3)* 2 log(Nos (5, 6) N2(=, Tle) | F[ W)

n

+2H?D, (Prop. 4.4)

Additional results Helper lemmas are stated and proved below.

Lemma C.7. Suppose o satisfies Parts 1 and 2 of Asm. 4.1. Then for j(w) => 1> JZ(S)Rh(s),

S (@5(5), C3aP (s)) Vnals)Q5 (s, a),

h=0 s,a

where

Qh(s,a) ZPh s, (Rhﬂ +Zm1 15) 020 (dfas (), ChisdPa () @zms',a')).

Proof of Lem. C.7. For notational clarity we omit C}} below. Expanding Vc?”, we have

Vdi(sn) = > Ploalsnrsan-1)(Van-r(anlsn1)o (doy(sn1),df 1 (sn1))

Sh—1,Qh—1

+ Tn—1(an—1|sn-1) 020 (5271(%—1)7 dﬂ1(8h—1)) VJZq(Sh—l))

h—1
=2 > [ I Plseralse an)milaclse) duo (d (s¢), d?(st))]

g<h (sp_1,an_1,...,84,a4) Lt=g+1
. P(Sg+1|sg, ag)a (d;r(sg), df(sg)) V%g(ag‘sg)

For short, define

P(sg11lsg,a4)

t=g+1

h—1
P7 (5|54, ag) := > l I Psesalse, an)mi(auls:) 0w (df(st),dtD(st)>
+1,8g41)

(Sh—1,an—1,..-,5¢

observing if 71, = 7, and 0,0 (d7T dD> = 1forall h, we have fﬁ(sh|sg7ag) =P7(sp]s4,0a4), the

standard transition kernel from (s,, ay) — sp. This occurs, for example, when ¢® is hard clipping
and 7 is fully covered by data. Then using the above definition, we have

th Sh) Z Z (d7r Sg); ( g)) V%g(ag‘sg)ﬁ%(Sthvag) e2y)

g<h sg,ag
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Plugging this expression into V.J(7), we obtain

7T) = ZZVJZ(S}JR Sh
P> Sy (559,42 (59) ) T lag]35)P7 (511555 05) | Rlsn)

Sh g=0 s4,a4
H
= Z Z (d7T Sg); ( g)) Vig(ag]sg) Z Zfﬁ(shbga%)R(sh)
9=0 sg,a4 h=g+1 shn
-y Y (5 (59), 42 (54)) V7, (ag135)Q" (5, )
g=0 s4,a4

where we have defined

Syaag Z ZP (snlsg,aq)R(sn)

h=g+1 sn

= Z P(59+1|59’ ag) R(Sg-‘rl) + Z %g+l(ag+1|sg+1) 0z0 (Jgﬂ—l(sg-ﬁ-l)adﬂ-l (59+1)> @§+1 (Sg-i-lvag-i-l)

Sg+1 ag+1
O
Lemma C.8. If o is concave in its first argument, for any ™' and ™ we have
H-1
T = J(m) < 3230 (8 (), 4P (5)) (Fials) — Fulals) @ (s, a),
h=0 s,a

where @Z is defined in Lem. C.7.

Proof. This statement follows straightforwardly from plugging in Lem. C.9 and rearranging, similar
to the proof of Lem. C.7. O

Lemma C.9. If o is concave in its their first arguments, then for any h and 7, 7'

di (s') = dj (s )
Z Z ( s)) (o (my(als), WgD(a\s)) -0 (wg(a|s),7rgD(a|s))) P (s, = 5'|sy = 5,0, = a),

where

P(sg+1l8g,ag)-

h—1
P™ (5159, ag) = 3 l T1 Plsesilse an)i(as:) 0. o—( ™ (30), dD(st))

t=g+1

Sh—1:g+1:0h—

Proof of Lem. C.9. Define 79 = {m{,...,m,_1,7,,...,TH-1}, i.e., a policy that starts playing 7
at timestep g, and plays 7’ for the timesteps before that.

Ay (s) = dp(s) = di (') —df (") +dfy (s') — dj(s)

For the first pair of terms, 7/ and 7! only differ the policy used to take the action a;_; (and both
’ h—1
play 7’ before that), thus df_, = d}_, and

di (s') = df ()
= 3" P(s')s,a) (o (mhs(als), 71 (als) = o (ma(als), w2y (als))) o (5 (9), 41 ()
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h—1

For the second pair of terms, 7 and 7 both play 7 at time h — 1, but the former uses 7 for

timesteps 1,...,h — 2:
di (s — di(s)
= > P(s/ls,0)0 (mu-a(als), 7P (als) (o (7 (5). a1 () = o (d_s(), 021 (5) )

= 2 P(/ls ) (mn-s(als), s (als) (o (1 (5),d20(9)) = 0 (a9, 0 (9)) )

< > P(s1s,0)0 (mn-1(als), 7 (als)) B0 (d7i(s), a1 (5)) (dF(s) = df_s(5))

where the last inequality above uses the concavity of ¢® in the first argument (recall concave func-
tions f satisfy f(y) < f(z) + f'(z)(y — «)). Combining the above two inequalities, we have the
recursive relationship

dy (s') — df(s'

)
<> P(s')s,0) ( (0 (mh-s(als), 71 (als)) = & (mn-1(als), 71 (als)) o (A (5), AP (5) )

+ 0 (mn-(als), 7hy als)) Door (d7_1(), A1 (5)) (A7 (s) = dia(s)) )

Unrolling through timesteps gives the lemma statement. O

Lemma C.10. Let C* = maxy C;. Suppose llg is the direct policy parameterization, i.e.,
mo(als) = Osq, and o is such that D, < C? for all h. Then for any v € (0,1], in Def. C.1
we have N2 (v, Tle) < (C/y)S4H.

Proof of Lem. C.10. Typical gridding-style arguments discretize the range of 7(a|s) for each (s, a).
Since we are concerned with creating a cover for the policy ratio, however, a naive argument will
incur 1/ ming , 72 (als) in the grid’s cardinality. Our solution is to grid Ilg adaptively according to
the magnitude of 7% (a|s). Intuitively, we only need to grid up to the threshold

For each (h, s, a), define the adaptive gridding scale to be v} ., = y7F (als). For any 7 € Ilg, set
its cover 7 as follows.

Yhsa
C2rP (als), otherwise.

Let ﬁ@ = {f T E H@}. Then |ﬁ@‘ < (maxh Oa/’)/)HSA. Further,
|(m(als) A CRmy (als)) — (Fa(als) A Oy (als))| < vy, (als),

TAC2aP)— (7 ACR P . .
thus ||( NCim?) ,g nACRTI’) loo <, and applying Lem. C.11 gives the result. O

Th

Lemma C.11. Suppose g satisfies Def. C.1 with oxc = (x Ac). Then for any © € llg, let
7 € Ilg be its cover. Under Asm. 4.1, we have
U(W,Cﬂ'D) a'(?,C'ﬂ'D)

< C(y+ Dy).

‘ﬂ'D s

Proof of Lem. C.11. If w(a|z) < OrP(
o ((als), CmP(als)) — o (7 (a|8),C7TD(a|S))|
= |o ((w(als) A CnP(a]s)),CnP (als)) — o (7(als), CnP (a]s)) |
< | (n(als) A CP(als)) — 7(als)]

alx), using the 1-Lipschitzness of o we have
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Algorithm 4 Maximum Likelihood Estimation

Input: datasets {Dy,}, function class F
1: forh=1,...,Hdo
2:  Estimate marginal data distributions c/i\,?_l and dfjl by MLE on dataset Dy,

AP, = argmax ——— Y log(du-1(s)) (22)
dn-reFn_y [Dnal | 4=,
dP1 = argmax —— Z log (dp(s")) .
) dnE€Fp |Dh—1‘ ( /)ED
3758 h—1

3: end for R
Output: estimated data distributions {(ﬂ? Yhepm) and {df’T Fhera]

< CvyrP(als).

If m(alx) > OrP(al|z),

o (n(als), CmP(als)) — o (7(als),CnP (a]s)) | < CnP(als) — o (7(als), C7P(als))
< CrP(als) — (1 — D) (7(als) A CP(als))
< C(Dy + )77,

using Asm. 4.1 in the second inequality. As a result,

o(n(als),CnP (a|s o(7(als),CnP (a|s
((Lr)D(a|s)(|))_ ((er)D(a|s)(l)) < C(y+ D)

D Maximum Likelihood Estimation

Algorithm 4 displays the data distribution estimation procedure used in offline gradient estimation
(Algorithm 2), which is a direct application of MLE. The general formulation of the MLE problem
utilized in this paper is to estimate a probability distribution over the instance space S. Given an
i.i.d. sampled dataset D = {s(¥}7_, and a function class F, we optimize the MLE objective of the
form

f = argmin \%| > log (f(s))- (23)

We assume F is finite, and refer readers to [LNSJ23; HCJ23] for techniques for handling infinite
function classes. The general MLE guarantee is stated below, and is a well-established result (for
example, a proof can be found in Appendix E of [AKKS20]).

Lemma D.1 (MLE guarantee). Let D = {59}, be a dataset, where s®*) are drawn i.i.d. from
some fixed probability distribution f* over S. Consider a function class F that satisfies: (i) f* € F,
and (ii) each function f € F is a valid probability distribution over S (i.e., f € A(S)) Then with

probability at least 1 — ¢, ffrom Eq. (23) has £ error guarantee

1F = foi < o/ 2RoelF1/0),

n

The formal guarantee of Algorithm 4 is stated below, which is a straightforward application of
Lemma D.1 with union bound (over all functions in F, and over all timesteps).

Assumption D.1 (MLE Realizability). Suppose that Vi € [h], we have dP, dfjl € Fp for D
defined in Def. 4.1. Additionally, f € A(S) is a valid distribution for all f € Fy,.
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Algorithm 5 Fitted Occupancy Iteration with Smooth Clipping

Input: policy =, datasets {Dy, }, function class W, clipping thresholds {C},C?}, data estimates
{d} and {d;"}.
1: Initialize df = c/l%) .
2: forh=1,...,Hdo
3:  Define Lp,_, (wh, wh—1,Th—1) := \D:ﬁ Z(s,a,s’)eD,L,l (wh(s’) — wp—1(8)
and estimate

77h71(fl|5))2

aD_ (als)

P in Ll o(dp_1,Ch_1di 1) ca D 24
Wy, = argminbLp, , | Wh, =5 50 (7Th—1a h—17rh—1) ) (24)
wp EWY9, h—1

4:  Set the estimate C/I\Z =y ghD_’Tl.
5: end for
Output: estimated state occupancies {7}, },e[-

Lemma D.2. Suppose {F,} satisfies Asm. D.1. Then with probability at least 1 — 0, for all h € [H|
the outputs of Algorithm 4 satisfy H&? — df H < e™e and cth’T — d,?’T H < e™le where
’ 1 1

Emle R 210g(2H|f|/6)
- #.

E Offline Density Estimation

The algorithm for offline density estimation is displayed in Alg. 5, and is directly copied from Algo-
rithm 1 of [HCJ23], but with two minor modifications. The first is that the densities are clipped
using a function o, that can take clipping as a special case. The second is that it outputs the
learned weights instead of the learned densities. The weight function class completeness assump-
tion is shown Asm. E.1, and is satisfied in low-rank MDPs using linear-over-linear function classes
that have pseudo-dimension bounded by MDP rank. It can be seen as a 1-dimensional version of
Asm. 4.2 where p = 1 and in that sense strictly weaker.

Assumption E.1 (Weight function completeness). For any 7 € Ilg and h € [H], we have

D
f Th-1

a(wf',Ch_1f) 7ne
E’[L)ill ( ( f h lf) h 1) c me Yw c Wh—l, vf7f/ c -Fh—l,

Theorem E.1. Suppose o satisfies Asm. 4.1 and W satisfies Asm. E.1. Let {é\f tg and {JhDT} be
such that Yh € [H],

L
Then with probability at least 1 — 0, the outputs {W] } of Algorithm 5 satisfy for all h € [H]

|7 — @7l o0 < | D CsCs+2) Cs | e™e V2| Y CiCa ) ™, (25)

g<h-—1 g<h g<h

“log(H
where V58 1= , / M for some absolute constant c.
reg

Proof of Theorem E.1 We begin by stating the following decomposition on the error of @7, which
is proved at the end of this section.

Lemma E.1. Suppose o satisfies Assumption 4.1. Then for any h € [H], the error between W}, and
the target wi = df / dfjl can be recursively decomposed as

@7 = @ go, < [ BF—2 = ] g0t
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D 7D, D,
+2C5_, Hdhq - dqul +Ch_2Ch s Hdh—Tz - dh—TQHI

+ [|@f —Ef_y (di-y W) [lg a2t
where W™ = %

Applying Lem. E.2 with union bound over all h, we have
@7 — B (4P wi) [ ot
=E [ﬁp;ffl (@7, WLPW)} —E [ﬁD;“fl (Bf1 (471 wh-1) w;’{flﬁ)}
<2 (ED;;efl (@F, wi—1.7) = Lozes (BF_y (di-1 wi_1) s WZ—lvﬂ) +2 (02—102—1)2 (e"78)?,

clog(H|W|n/d)

Then unrolling Lemma E.1, for any h, we have for e"'°& = o
reg

|@F — @7l o < | D0 CsCa+2d Co| ™ +v2 (Y CsCy | e

g<h—1 g<h g<h

Lastly, we state and prove the intermediate results below.

Lemma E.2 (Deviation bound for regression with squared loss from [HCI23]). If {W,} satisfies
Asm. E.1, then with probability > 1 — 6, for any h € [H|, there exists a universal constant ¢ such
that

'E |:£D;leg (wh+1, Wh,, 7T) - ,Cp;ég (Eﬁwh, Wh, 7T):| — (ﬁpzeg (U}h+1, Wh, 7T) — ﬁD;Leg (Eﬁwm Wh,, 71')) ’

1 - c(C5C2) 2 log (HIW|/§
< QE |:£D;fg (wh+1,wh,7r) —ﬁpzeg(Eth,wh,ﬂ)} + ( h h) g( | |/ )

Nyeg
Proof of Lemma E.I. Decompose
\@F — @, ot
7 7D 7 D
. - n ¢ (d;;fpc}slqdhq) o - n 7 (dzfpciqdhq)
< l|wh —Ef_y | diy = + l|wp —Ef_y | diy =
h—1 h—1

D,t D,t
27dh,1 1’dh—1

The first term is the statistical error of regression. The second term reflects the bias between the popu-
lation regression solution (involving plug-in estimates for the regression target) and our target weight
function. Since df = Py (o (df_y,C5_ydf., ) ). then @ = By (o (df_y, C_ydf, ) )
for the second term we have

~ _ I O-(dZ—DCiSL—lC/Z?—l)
wy — E7 d
h h—1 | Gh—1 oD
ot L2,
7 s D T D O—(dh_l’c}sl_ldh 1)
= ||Ea1 (U(dh—1a0}z—1dh—1))* he1 | i1 D
" e
(o)
= ||Ph-1 (U(dhfpchqdhq))_ he1 | dh1 D
Ay, L
S s D D U(dgfl’cfshlgl?*)
< U(dhflachfldhfl) —dpy )
dh—l 1
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<Cp,4 H‘ﬂl{l - dflel + HU (dzpriingfl) -0 ( Zflaczfla\thl) Hl

<2Cy_,4 Hc/i?_l - df_lHl + ‘ T Az_lHl (Assumption 4.1)

> 1 ATF — ANTT AD:T
Finally, since d_; = wj_,d; "5,
T T _ Al D} ~ 7Dt
Hdhq - dthl = Hwhfldh72 — Wh_1dy "y 1
s a D,t 7Dt ~7 ~7
< Ch_20h 5 Hdh—Q - dh—2H1 + w5y — wh—lul,d,?;E

Combining the inequalities completes the proof. O

F Probabilistic Tools

Definition F.1 (Pseudodimension). Suppose a function class 7 C R¥, and 2} = {z;}1, € A"
We say z7 is pseudo-shattered by F if there exists v € R™ such that for all y € {—1,41}", there
exists f € F such that sign(f(2] — ¢)) = y. The pseudo-dimension of F is defined as

dr = max{n € N: 32T € X" s.t. 27 is pseudo-shattered by F},

i.e., the cardinality of the largest set of points in X’ that F pseudo-shatters.

Lemma F.1 (Lemma 26 from [HCJ23]). Forb > 1, let H C (Z — [—b,b]) be a hypothesis class
and Z"™ = (21,...,2n) € Z™, where z; are iid samples drawn from a distribution supported on Z.
Then for any h € H, we have

&

Lemma F.2. Fix m. For any h € [H], consider functions y, : S x A — [-hG,hG]? and py, :
S x A — [0,C5C2] that depend only on the datasets D¢ and DEQRC and D&, Let G = {Gn}
be function classes and with pseudo-dimension dg (Def. F.1). For any gny1 € Gp+1 and p € [p],
define the loss function

! ne?
E[h(2)] - — Z h(z:) 6400 52) P < 128V[h(z)] + 51251))

3 4 b2
>5> < 36\, (5 g, d0n

™ 1 ~ 2
L3P (Gha1:Yns pr) = o Z pn(s,a) (ghyi(s") — (ViogTh(als) + yh (s, a)))
(s,a,s")eD}®

Then with probability at least 1 — §, for all g1 € Gpy1 and p € [p| and h € [H], we have
|E[£Z’p(9h+1;yh,/)h) = L3P (Ghs13Yns pr)] — L3P (Gna1s yno pn) — L3779 415 yh7ph)|
< %E[EZ’p(thrl; Yns pr) — L3P (Ghars Uny pr)] + (€782
where gj, | = Ef’p(v log 7y, + yn) and for some absolute constant c,

s \/dgcglcglh2G2 log(npH/&)
n

. (26)

Proof. Fix D2J¢ and DEQRC and Dirsd. We first prove the stated bound conditioned on these
atasets, which means g7 and p7 are fixed, and the randomness below comes from random draws o
datasets, which g7, and p} fixed, and th d bel fi dom d f

D%Lrad. Consider the following hypothesis class induced by G, 1 1:

Z(pn g n) = {onls.0) ((9n1(s) = wn(5:0)° = (G12(5) = wn(5.@)") 5 s € G §
and for any Z € Z, we have |Z| < 2C5CP (th“Hio + ||yh||io) < 4C5C2h2G2. We also have
E[Z7(p, gn 1 yn)] = |hsr — 0 [ - Further,

v [Zp(pha Jh+1, 'Uh)] S ]E[Zp(pha 9h+1, yh)2}
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2 2\ 2
=K |:ph(8,a)2 ((gﬁﬂ(s’) —yn(s,a))” = (9271 (s") — yn(s,a)) ) }
=E |pn(5,0)? (951 (5) = 20(5,0) + ;71 (5)” (011 () — 9311 ()]
<16CECRRAGE | pi(s,0) (g 11(5)) = g1 ()]
= 1GC§CZh2G2E[Zp(Phagh+1»yh)]

Next, we show that the uniform covering number of Z can be bounded by the uniform covering
number of G, since for any gp+1, g;LH € Gp41 we have

| Z(ph ghs 15 Un) — ZP(Phs Ghr s )| = pu(s,a) [(gna1(s') — yn(s,a))® = (ghy1(s)) — un(s, a))?|
< 16CRCR(h+1)°G?|gns1(s") — ghya ()]
In other words, any 7/ 16C§_1C§_1h2G2 covering of Gy, is a covering of Zj,. Then combining the
above with Lem. F.1, we have
> 5)

IED (

g3 640n(C5_,C2_)2h*G*
< 36 z B B
< 36M (102400;02h2gz7 (Ghs Ph—1,Yn—1), )

1
E[Z¥(pn-1:9n, yn-1)] = — > ZP(pn—1,9n,yn-1)

£2

ne?
- exp ( 2048C%5 _,C2_ h2G2E[ZP(ph—1, Ghs Yh—1,7)| + 204860210211126?2)
g3 G 640n(C5_,C2_)?h*G*
163840(C5C2)2RAGE 7™

< 36M\; (

2

n<€2
P (‘ 2048C5_,C2  W2GPE[Z"(pn_1, g yn_1)] + 2048602_102_1h202)

640n(C5 _,C2_)?h*G* .
Define N := N (163840(05303)%4(;4 .G, n( h7182h71) ) Then setting the RHS equal to
h~"h

d’, this implies that
2048C7 _Cp_ | h*G? (E[ZP(ph—1,9n, yn—1)] + €) log (36N /&)

n

o2
and
o \/2048021C’,ij1h2G2E[Zp(p;L_1,gh,,yh_l)] log(361N/4") N 2048C% _,C?_ h*G? log(36N/5’).
n n
Since n > 20480;*10?’1}L2G2, there exists an absolute constant ¢ such that log(36/N/d¢’") <

cdglog(n/é"). Then with probability at least 1 — §’,

1
E[Z*(pn-1,9n, yn-1)] = — > ZP(pn—1,9n,yn-1)

IN

\/ 2048cdg, C5_,C2_ | h2G2E[ZP(pp—1, gh, yn—1)] log(n/d') N 2048¢dgCs_,C2_ h2G?log(n/d")
n n

1 3072cdgCs_,C2  h2G?log(n/d’)

iE[Zp(ph—laghvyh—l)] + hol hnl

Since the above bound holds for a fixed datasets, it also holds for the expectation over the datasets.

Applying the above bound for all p € [p] and h € [H] with §' = §/Hp and taking the union bound,
then plugging in the definition of Z?, gives the result. O

IN

Lemma F.3. Fix h and denote the product class composed from G, W, F to be

a(wf'.,sz)
f

Vh X P, = {(y,p)ry=g®i(wf’702f)7p= , Gh EghawewhvaFhﬁ-laf/th}-
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Fix 7 and p € [p], and define the loss function

7, 1 o(w(als),C2xP (als) ~ 2
gy = S pls) UG (g () (97 logR(als) +47(5)))”
(s,a,s’)EDy,

Then with probability at least 1 — 6, forall h € [H|,p € [p] and g € Gn+1, (y,p) € Yn X Pp, we
have

[ELL7P (59, 0) — L3P (ghs1s v )] — LRF (959, 0) — L1 (G413 9, 0)]

1 s T * T r
< SEILET (939, 0) = L3 (G130 )] + (€150

n

_ Cs_ C"_ h2G2?log(Nw(n-1, s
where g; | = EhD’p(Vlog Tn +yn) and €, = O <\/ ol Rl o8 Wos (n L GRHPVIIFY )> )

Proof of Lem. F.3. Use the same notation for Z? as in the proof of Lem. F.2. Using Bernstein’s
inequality with a union bound over all W}, and F;, and the /., covers of Gy, G;, 1, with probability
at least 1 — 0 we have

n

1
E[Z¥(pn, gn+1,y0)] = > ZP(pn: gni1,un)
=1
< \/2V [Z7 (phs Yn+1, gn)] log (W[ FIN (€, G)/9) + ACRCRR?G? log(IW|| FI N (e, G) /9)
B n 3n
< \/320202h2G2E[Z”(Ph,yh+179h)] log(|WI|F|Noo (£, G)/9) n ACHORR*G? log(N (e, G)IWIIF1/9)
- n 3n

By accounting for the /., covering error, we then have

1 n
E[Zp(ph,, 9h+1, yh)} T n Z; Zf(thgh-&-la yh)

<

\/320;0,3h2G2E[ZP(ph, gh+1, yn)|og(WI| FINoo (€, G) /9)
n

| ACRCRR*G? log(Nox (e, G) WIIFI /9)

3n

+ 16C5 CaR%G2e
Using the AM-GM inequality with e = O(1/C5 C2h2G?n) gives the result. O

G Optimization Tools
Definition G.1 (Gradient mapping).

G'(z.9) = 1 (o = Profy (& +19)) @
Lemma G.1 (Stationary convergence of PGD). Suppose f : X — R is B-smooth over X, a
nonempty closed and convex set, and that we have access to a gradient oracle such that E[g(x)|x] =

Vf(z)and E[||g(z) — Vf(z)||*|z] < &2 Then ifn = 1/, we have

LY e[l viaoyR] < LS g

T
Proof. For any x, define z+ = Proj y (z — ng(x)). Since T = prox_ ;, (x — ng(x)), where Ly is
the indicator function for the set X', from Lem. G.2 we have

(x —ng(x) —at,z—at) <0.
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Rearranging, this implies

1
(9(z), 2% =) + ~[lz — ™| < 0.
1

Next, since f is -smooth, for any z and z™ we have
153 2
F) < F@) + (Tf@)at ) + 2 e — o
B

= f(z) + (g(z), 2" —2) + (Vf(z) — g(x), 2" —z) + ) |2 — x+"2

< 10+ 0 0(0) = 9700 ool + (L8 —0) 167w gD P

= F(a) 4 7 g(e) — V(). G VF@) + 1 o(x) — V(). G, g(x) — (e, ¥ (@)
+ (%5 - 0) 16" gt

where we substitute the definition of G(x, g(x)) =
that

(g(z) = V[(z), G"(x, g(x)) = G"(x, Vf(2))) < lg(z) = V[ (@)[[|G"(x, g(x)) — G" (2, V f(2))]
< llg(a) = V()|

from the non-expansion of the projection operator. Then we have

%(x —27) in the the second to last line. Notice

) < @) 4 nla) = V£, 6. V@) + alg(o) - V@I + (=) 167w gt

Next, we take the expectation of both sides conditioned on x.
E[f(z7)[z] < f(z) +n (Elg(x)|z] = Vf(z),G"(x, V f(z)))
2
+Ellota) = V@IPlel + (5 ) Bl o, 9(0) Pl

< s+ (U5 = 0) EIG @)l

Then unrolling the recursion through iterations and substituting n = 1/, we have

%ZE[HGW(I@,g(xa)))”z} < 26(f<x(0))Tf f@T) | o2 o 280@) — f@) o

T

if f is nonnegative. Lastly,
*ZE IG7 (@, V(@) ZE 167", g(2®) = @ (2™, g(z®) + G (21, V (&)
< TZE[IIG"(W, (@))? + Z]E 1672, g(a)) — G (2™, V f(2))||?]

4B(f (=) — f(z*))

< T +4e? + T ;E[Ilg(ﬂc(”) — V()]
AB(f(@) = f(@™) . o
< T + 6¢
O

Lemma G.2 (Theorem 6.39 from [Becl7]). Let g : £ — (00, 00] be a proper closed and convex
function. Then for any x,y € &, the following three claims are equivalent:

1. y = prox, ()
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2. z—y € dg(u)
3.z —yu—y) <g(u) —g(y) foranyu € &
Lemma G.3. Suppose f is M-gradient dominated and B-smooth, and

%Z HGn(x<t>,Vf(z<t>))H2 <é?
t

where G"(z, g) is the gradient mapping defined in Def. G.1. Also, suppose ||z — 2’|z < r for all
xz,2 € X. Then

min {£@) = £} <rMmB +1e. (28)

Proof of Lemma G.3. If f is gradient dominated, for any ¢ € [T] we have
*) — ®) Oy 4 — 2®
f@) = f@) < M max (VF(a), 2 —2).
Applying Lemma G.4 with — f, we have
VI®) € Na(a®) + B (8 + D670, V)]

From the definition of the normal cone, we have <v, z — LU(t)> < 0 for any v € NX(x(t)) and
2’ € X. Then for any 2’ € X,

(Vi@®).a' —2®) < (8 +1) [ 6", VF DN o~ 2O < (B + D |G, VD))
Combining the above inequalities,

min {£(z*) ~ £} < 08 + My min |60V VA0 < (08 + 1) Mre.

O

Lemma G.4 (Lemma 3 from [GL16]). Let f : R? — (—o0, 00) be be 3-smooth over a convex set
X Foranyt € [T), consider z**1) = Proj, (V) — 9V f(z®)). Then

—V (D) € Ny(@ ) + B (18 + DG, = (= )])
where N is the normal cone of X and B(r) = {z € R? : ||z|]2 < r}.

Proof of Lemma G.4. Projected gradient descent can be equivalently written as [Bec17]

: : 1
Projy (¢ =7V f(a®)) = argmin [f(w(”) + (V)2 =20} + o -2 3 + fx<x>} :
zeRd n

where Ix(z) = 0if x € X, and +oo otherwise, is the indicator function for X. Then by the
subgradient optimality condition, we have

0€ VF@@®) + L@t —20) 4 Ny(a®D)
With some rearrangement, this implies that
—Vf(x(t+1)) e NX(x(t-‘rl)) + Vf(x(t)) _ Vf(x(t+1)) + %(x(t-i-l) _ x(t))
which implies the lemma statement since
®)y — (t+1)y 4 1 (41) _ .(8) () _ LD 1B — ,@+1)
IVf(@) = V") + 5 (@ )| < Bl — U 4 et — 2|
< @B+ )G, V)]

using the S-smoothness of f in the first inequality, and Definition G.1 in the second. O
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Lemma G.5. Suppose f is 3-smooth and that at each iteration t, we have g% from a gradient
oracle such that E [g(t)\z(t)] = Vf(z®W) and E [||Vf(x(t)) - g(t)\|2|x(t)} < e forallt € [T)
Then gradient ascent using {g\¥'} satisfies

LS o] < 4
t=1

Proof of Lem. G.5. From the -smoothness of f,
F@D) < f@O) + (V@) 26D — 1) 4 Djaterd g0
2
= 1) =1 (Via®),g) + L g2
= 1) =0 (V). V) - Vi) + g0 + P19 1) - T 1) + 0]
UR s’
— 1)+ (B =) IV SO + (02 =) (T 50,5 = 9700 + OV ) - O

Taking the expectations of both sides conditioned on :(*) (prior histories), we have

Bn? Bn?e?
2

I/ < 1) + :

n) IV £ +

Substituting 7 = 1/, unrolling through iterations, and using the law of total expectation gives the
result. O
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The introduction contains a list of our contributions and matches our theoret-
ical results. The abstract summarizes them.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these
goals are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: We provide justifications for all of our assumptions, and discuss the ramifica-
tions of our theorems.

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means
that the paper has limitations, but those are not discussed in the paper.

 The authors are encouraged to create a separate "Limitations" section in their paper.

» The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The au-
thors should reflect on how these assumptions might be violated in practice and what
the implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the ap-
proach. For example, a facial recognition algorithm may perform poorly when image
resolution is low or images are taken in low lighting. Or a speech-to-text system might
not be used reliably to provide closed captions for online lectures because it fails to
handle technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to ad-
dress problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [Yes]

Justification: We fully disclose all assumptions and discuss their strengths and weaknesses.
While theorems/lemmas in the main text are not cross-referenced with pointers to their
proofs in the appendix, the appendix is organized with a table of contents according to
section, and proofs are clearly labeled with the theorem or lemma they pertain to. We did
not have space to provide proof sketches in the main text, but, where possible, we attempted
to provide a brief intuition.

Guidelines:

* The answer NA means that the paper does not include theoretical results.

 All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

 All assumptions should be clearly stated or referenced in the statement of any theo-
rems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a
short proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be comple-
mented by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main
experimental results of the paper to the extent that it affects the main claims and/or conclu-
sions of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We do not have experimental results other than the graph in Figure 1, which
is a plot of 1-D functions that are fully disclosed in the caption and referenced proposition.

Guidelines:

» The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps
taken to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture
fully might suffice, or if the contribution is a specific model and empirical evaluation,
it may be necessary to either make it possible for others to replicate the model with
the same dataset, or provide access to the model. In general. releasing code and data
is often one good way to accomplish this, but reproducibility can also be provided via
detailed instructions for how to replicate the results, access to a hosted model (e.g., in
the case of a large language model), releasing of a model checkpoint, or other means
that are appropriate to the research performed.

* While NeurIPS does not require releasing code, the conference does require all sub-
missions to provide some reasonable avenue for reproducibility, which may depend
on the nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear

how to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to re-
produce the model (e.g., with an open-source dataset or instructions for how to
construct the dataset).
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(d) We recognize that reproducibility may be tricky in some cases, in which case au-
thors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [NA]

Justification: We do not believe that Figure 1 constitutes as an experiment that requires
code.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not
be possible, so No is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [NA]
Justification: Per our answer to the previous question, we do not have experiments.
Guidelines:

* The answer NA means that the paper does not include experiments.

» The experimental setting should be presented in the core of the paper to a level of
detail that is necessary to appreciate the results and make sense of them.

¢ The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropri-
ate information about the statistical significance of the experiments?

Answer: [NA]

Justification: Per the answer to the previous question, we do not have experiments with
statistical error.

Guidelines:
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* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

¢ It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

¢ Itis OK to report 1-sigma error bars, but one should state it. The authors should prefer-
ably report a 2-sigma error bar than state that they have a 96% ClI, if the hypothesis of
Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

o If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
8. Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [NA]

Justification: Per the previous answer, we do not have experiments requiring computational
resources.

Guidelines:

» The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

» The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments
that didn’t make it into the paper).

9. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: We do not believe we deviate from the Code of Ethics.
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]
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Justification: Our paper is purely theoretical, and we do not believe there is a societal
impact to be discussed. We do not see a direct path to negative applications.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact spe-
cific groups), privacy considerations, and security considerations.

» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitiga-
tion strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: We do not use data or train models.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by re-
quiring that users adhere to usage guidelines or restrictions to access the model or
implementing safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [NA]
Justification: We do not have code, data, or models.
Guidelines:

» The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.
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* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

* If assets are released, the license, copyright information, and terms of use in the pack-
age should be provided. For popular datasets, paperswithcode.com/datasets has
curated licenses for some datasets. Their licensing guide can help determine the li-
cense of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
13. New Assets

Question: Are new assets introduced in the paper well documented and is the documenta-
tion provided alongside the assets?

Answer: [NA]
Justification: There are no new assets.
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can
either create an anonymized URL or include an anonymized zip file.
14. Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the pa-
per include the full text of instructions given to participants and screenshots, if applicable,
as well as details about compensation (if any)?

Answer: [NA]
Justification: We do not use human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research

with human subjects.

* Including this information in the supplemental material is fine, but if the main contri-
bution of the paper involves human subjects, then as much detail as possible should
be included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, cura-
tion, or other labor should be paid at least the minimum wage in the country of the
data collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: We do not use human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research
with human subjects.
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paperswithcode.com/datasets

* Depending on the country in which research is conducted, IRB approval (or equiva-
lent) may be required for any human subjects research. If you obtained IRB approval,
you should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity
(if applicable), such as the institution conducting the review.
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