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Abstract

We consider the dataset valuation problem, that is, the problem of quantifying the
incremental gain, to some relevant pre-defined utility of a machine learning task,
of aggregating an individual dataset to others. The Shapley value is a natural tool
to perform dataset valuation due to its formal axiomatic justification, which can be
combined with Monte Carlo integration to overcome the computational tractability
challenges. Such generic approximation methods, however, remain expensive in
some cases. In this paper, we exploit the knowledge about the structure of the
dataset valuation problem to devise more efficient Shapley value estimators. We
propose a novel approximation, referred to as discrete uniform Shapley, which is
expressed as an expectation under a discrete uniform distribution with support of
reasonable size. We justify the relevancy of the proposed framework via asymptotic
and non-asymptotic theoretical guarantees and illustrate its benefits via an extensive
set of numerical experiments.

1 Introduction

One of the main challenges for training machine learning (ML) models with enough generalization
capabilities is to access a sufficiently large set of labeled training data. These data often exist but are
commonly spread across many parties, impairing their usage in a direct and simple way. Real world
examples range from the advertising industry, where different retailers hold sets of observations with
either similar or complementary features from consented data about browsing and shopping habits of
individual users; to the medical sector where hospitals may improve their diagnostics accuracy by
sharing their data. By collaborating with each other and pooling their individual datasets together,
these dataset owners could learn better ML models for their applications. Naturally, many questions
raise from such collaborations. Federated learning [8, 9], for example, addresses the issues related to
the practical ways that dataset owners can share their data. We consider a complementary problem to
the one in federated learning: measuring the additional value each party would obtain by participating
in the joint ML effort. In order to compute or estimate compensating rewards allowing to incentivize
parties to share their data, a first stage that is commonly considered in the literature is to perform
so-called dataset valuation [1, 42, 44].

Motivated by natural properties expected for fair valuation, different solution concepts from coopera-
tive game theory [3] have been considered, the Shapley value [40] being arguably the most broadly
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studied valuation scheme in ML due to its axiomatic justification. Agarwal et al. [1] designed a
data marketplace and used the Shapley value to allocate the data among buyers. Tay et al. [44]
considered a cooperative environment where agents can jointly train a generative model, from which
synthetic data are drawn and distributed to the parties according to their Shapley values. Sim et al.
[42] rewarded parties based on the Shapley value and information gain on model parameters. The
critical challenge when using the Shapley value is its well-known computational intractability. To
cope with it, [1, 44] considered Monte Carlo (MC) approximations, while [42] worked with a small
set of three players. This approximation methods, however, remain expensive whenever computing
the marginal contributions involve retraining. Moreover, they are generic and do not use the specific
structure of the dataset valuation problem at stake, leaving open the possibility to find more adapted
approximations for that problem.

The Shapley value was also used in the related problem of data valuation. Data valuation measures
the contribution of a single data point within a dataset in the training of a given prediction model.
Several solution concepts based on the Shapley value have been proposed for the data valuation
problem including Data Shapley [10, 16], DShapley [11, 24], Beta Shapley [23] or CS-Shapley
[38], together with different MC variants to cope with the computational intractability issue. For the
data valuation problem, the structure was exploited to give easier-to-compute solutions in certain
cases, in particular for the k-nearest neighbor problem [12, 15, 25, 26, 35, 41, 46]. Unlike data
valuation, however, dataset valuation aims at quantifying the marginal contribution of a whole dataset
to a given ML task with respect to (w.r.t.) the datasets brought by other dataset owners. Although
data and dataset valuation are related problems, they are different and the techniques developed for
data valuation cannot be used for the dataset valuation problem that we study (we further develop this
point in Section 2.3).

Contributions. We consider the dataset valuation problem. Following the ML literature, we
model it as a cooperative game whose value function relates to the considered ML task, and aim
at estimating the Shapley value to measure the dataset owners contribution. We propose a new
way to address the computational intractability issue of the Shapley value. Instead of relying on
generic MC approximation schemes, our approximation method leverages the structure of the dataset
valuation problem as well as a convergence result for a key random variable of the problem. Our
approximation behaves well in many cases, both theoretically and empirically. More specifically, our
main contributions can be summarized as follows:
1. We propose DU-Shapley (Definition 3), a novel Shapley value approximation that exponentially

reduces the number of utility function valuations required for the computation. This is the first
dataset valuation approach leveraging the specific structure of the utility function.

2. Based on three different use-cases, we establish asymptotic and non-asymptotic theoretical
guarantees for DU-Shapley, showing notably that it converges almost surely to the Shapley value
as the number of dataset owners grows.

3. We assess the benefits of the proposed methodology using extensive numerical experiments on
both Shapley value approximation and dataset valuation use-cases. We show, in particular, that
DU-Shapley outperforms all considered MC approximations of the Shapley value.

Additional Related Work. Cooperative game theory has been applied to solve multi-agents ML
problems beyond data and dataset valuation [6, 18, 29, 47]. In particular, the Shapley value has been
used to solve several problems including variable selection [5], feature importance [7, 27, 28], or
model interpretation [4]. In these problems, similarly to the data and dataset valuation problems, the
computational intractability issue of the Shapley value is usually addressed via MC [2, 31, 32].

2 Problem Formulation and Main Concepts Involved

This section presents the dataset valuation problem we aim to solve, along with preliminaries
including the definition and classical approximations of the Shapley value. For n ∈ N and A, we
denote [n] := {1, .., n} and U(A) the uniform distribution with support on A.

2.1 Generic Model

We consider a collaborative ML setting involving a set I of I = |I| ∈ N∗ dataset owners, also
referred to as players in the sequel, who are willing to cooperate in order to solve a common ML
problem. Each player i ∈ I is assumed to possess an individual dataset Di = {(x(j)i , y

(j)
i )}j∈[ni]
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where x(j)i ∈ X ⊂ Rd stands for a feature vector, y(j)i ∈ Y is a label, ni = |Di| refers to the number
of data points in Di, and samples are drawn independently from a player-dependent distribution pi,
i.e., (x(j)i , y

(j)
i ) ∼ pi, for all j ∈ [ni] and i ∈ I.

Our basic motivation is to quantify the incremental contribution that a given player i ∈ I brings by
sharing her dataset Di with other players towards solving some ML task. Hence, we are interested in
scenarios in which, even though the data distribution might differ across players, they face a similar
ML task, for instance the minimization of the expectation (with respect to pi) of some loss function
ℓ(Ŷ , Y ), where Ŷ denotes a prediction of Y . In such cases, players can usually learn from others’
datasets, in the sense that given some X , the optimal prediction Ŷ that minimizes E[ℓ(Ŷ , Y )|X] is
the same for all player. This holds, e.g., if the conditional distributions (or, in many cases, simply the
conditional expectation) of y(j) given x(j) are the same but the marginal distributions of x(j) differ.

To model this problem with full generality, we assume that the players i ∈ I collaborate in solving
an ML task whose success is measured through some abstract metric u that maps any dataset to a real
number (say, the prediction accuracy in a classification problem). With a slight abuse of notation,
for any coalition of players S ⊆ I, we define u(S) = u(DS), where DS := ∪i∈SDi. Hence,
u : 2I → R can be seen as a game-theoretical utility function that quantifies how well coalitions of
players can solve the considered ML task based on the union of their datasets.

The following subsections provide three theoretical use-cases that instantiate the generic model and
give specific utility functions u to illustrate the dataset valuation problem. Using different tools and
techniques, Section 3 provides theoretical guarantees in each of them. These theoretical results are
then complemented in Section 4 by numerical evidence of our proposed approach in more intricate
practical problems on real data.

2.1.1 Theoretical use-case 1: Non-parametric Regression

The first use case we shall investigate is quite generic and consists in non-parametric regression. We
assume the existence of a function f∗ such that y(j)i = f∗(x

(j)
i )+η

(j)
i with η(j)i i.i.d., and a quadratic

loss function. Without regularity assumption on f∗(·), learning can be arbitrarily slow; hence it is
usually assumed that this mapping is Lipschitz (or at least β-Hölder [13, 45]).

The standard estimation method of f∗ we shall consider is called the regressogram or binning
(also applied in [13] to study local differential privacy within regression) and consists in learning
optimal piece-wise constant functions. More precisely, given some parameter B ∈ N—chosen
exogeneously as a function of the function regularity β, the ambient dimension d and the total number
n of datapoints, typically B ≃ nd/(d+2β)—, the feature space X is partitioned into B cubic bins. The
excess risk of learning f∗ can then be decomposed into

E
[
(f̂(x)− f∗(x))2

]
= E

[
(f̂(x)− f̄(x))2

]
+ E

[
(f̄(x)− f∗(x))2

]
, (1)

where f̂ is the estimator of f∗, f̄(x) :=
∑

b∈[B] f̄b1{x ∈ b}, and f̄b is any value that f∗ can take on
the bin b. The second term in (1) being agnostic to the players’ datasets, the problem of measuring the
contributions of the players to estimating f∗ can be decomposed into measuring their contributions
to estimating each f̄b. In particular, the utility u(S) of a coalition S can be defined, and split into the
sum of B sub-utilities ub(S) functions, as follows

u(S) := −E
[
(f̂S(x)− f̄(x))2

]
=

∑
b∈[B]

−E
[
(f̂S,b − f̄b)

2
]
P(x ∈ b) =:

∑
b∈[B]

ub(S)P(x ∈ b),

where f̂S is the estimator of f̄ when using the datasets of all players in S and f̂S,b is the estimator
f̄b when using, for all players in S, the datasets of points in the bin b. Interestingly, after this
reduction, the problem is decomposed into B independent sub-problems—one per bin—, where
the utility is a sole function of the number of data points used to estimate f̄b, i.e., we can write
ub(S) = wb(

∑
i∈S ni,b) for some function wb : N → R, where ni,b is the number of data points that

player i has in the bin b. This last property motivates our second theoretical use-case.

2.1.2 Theoretical use-case 2: Homogeneous case

The second theoretical setting considers a general learning problem (not necessarily restricted to
regression) and supposes that all players have the same sampling distribution, i.e., it takes pi = p

3
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for all i ∈ I. This homogeneity on the players allows to reduce the problem of measuring the
contribution of the players to just counting the number of data points contributed by each of them.
Formally, and similarly to the previous use-case, we suppose the existence of a function w : N → R
such that u(S) = w(

∑
i∈S ni).

2.1.3 Theoretical use-case 3: Heterogeneous Linear Regression - Local Differential Privacy

The third theoretical setting we consider is linear regression with random design and different variance
of the features and labels per player. Although the setting is more general, one of the motivations
behind it is standard linear regression with homogeneous data between players, but where players
can purposely add noise when sharing their dataset (in order to provide Local Differential Privacy, for
instance). Formally, for any i ∈ I, we consider the following linear model that generates the dataset
Di of size ni:

y
(j)
i = x

(j)
i θ + η

(j)
i , where η(j)i ∼ N(0, ε2i ) , and x(j)i ∼ N(0d, σ

2
i Id) , for any j ∈ [ni], (2)

with θ ∈ Rd a ground-truth parameter, σi positive and known, and εi the differential privacy level
chosen by player i. Under the linear regression framework defined in (2), and following [8], the
utility function of a set S ⊆ I of players is defined by the negative expected mean square error over a
hold-out dataset, i.e.,

u(S) = −E
[(
x⊤θ̂S − x⊤θ

)2]
, (3)

where the expectation is taken over the distribution ptest of a hold-out testing datum x ∈ Rd,
the sampling distributions N(0, σ2

i Id) for all i ∈ S, and the linear regression error distributions
N(0, ε2i ),∀i ∈ S, j ∈ [ni], and θ̂S stands for the generalized least square estimator defined by
θ̂S = (X⊤

S Σ−1
S XS)

−1X⊤
S Σ−1

S YS , where ΣS = diag((ε2i )i∈S) ∈ R|S|×|S|. The notations XS and
YS refer to the concatenation of {Xi}i∈S and {Yi}i∈S , respectively, and Xi ∈ Rni×d is defined by
Xi = ([x

(1)
i ]⊤, . . . , [x

(ni)
i ]⊤)⊤ while Yi ∈ Rni is defined by Yi = (y

(1)
i , . . . , y

(ni)
i )⊤.

The following result provides a close-form expression for the utility function in this case:

Proposition 1. Let S be a coalition of players and consider the value function as above. It follows,

u(S) =
−Tr

[
E
[
xx⊤

]]
q(S)− d− 1

, where q(S) :=

⌊(∑
i∈S(

σi/εi)ni
)2∑

i∈S
(
σi/εi

)2
ni

⌋
, with the convention q(∅) = 0.

In particular, considering ptest = N(0, Id), we get u(S) = d
d+1−q(S) .

Proposition 1 shows that, in this use-case, the utility function can be written as a function w(q(S)) of
a scalar quantity q(S) that captures the datasets heterogeneity. Notice that in this use-case, if we add
the homogeneity assumption that σi/εi = σ/ε, for all i ∈ I, then the term q(S) becomes

∑
i∈S ni

and, as a consequence, we get

u(S) = w(q(S)) = w
(∑

i∈S
ni

)
=

d

d+ 1−
∑

i∈S ni
.

Recall that, in the non-parametric regression use-case, it holds u(S) =
∑

b∈[B] P(x ∈ b)wb(qb(S))
where qb(S) =

∑
i∈S ni,b. Therefore, in our three uses-cases, the utility of a coalition can be

summarized as the function of some scalar quantity of interest. This observation will be useful to
state later our theoretical results.

2.2 Shapley Value

The Shapley value [40] is a classical solution concept in cooperative game theory to fairly allocate
the total gains generated by a coalition of players. Given a utility function u, the Shapley value of a
player i is defined as the average marginal contribution of her dataset Di to all possible subsets of
{Dj}j∈I\{i}, built by aggregating the datasets of the other players. Formally, the Shapley value φi

of player i writes

φi(u) =
1

|Π(I)|
∑

π∈Π(I)
[u(Pπ

i ∪ {i})− u(Pπ
i )] , (4)

4
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where Π(I) refers to the set of permutations over I and Pπ
i to the set of predecessors of player i ∈ I

in permutation π ∈ Π(I). The Shapley value of player i is equivalently expressed as

φi(u) =
1

I

∑
S⊆I\{i}

(
I − 1

|S|

)−1

[u(S ∪ {i})− u(S)] . (5)

The Shapley value has been commonly used in ML and cooperative game theory as it uniquely
satisfies the following set of desirable properties.

1. Efficiency.
∑I

i=1 φi(u) = u(I), i.e, the sum of all Shapley values is equal to the value of I.
2. Symmetry. If, for any S ⊆ I \ {i1, i2}, u(S ∪ {i1}) = u(S ∪ {i2}), then φi1(u) = φi2(u), i.e.,

whenever two players have the same marginal contributions, their Shapley values coincide.
3. Dummy. If, for any S ⊆ I \ {i}, u(S ∪ {i}) = u(S), then φi(u) = 0, i.e., whenever a player has

null marginal contributions, her Shapley value is zero.
4. Linearity. φi(u1 + u2) = φi(u1) + φi(u2), i.e., the Shapley value of sums of games is the sum

of the Shapley values of the respective games.
MC approximation of the Shapley Value. Evaluating the Shapley value is unfortunately computa-
tionally expensive in general. As a consequence, many MC approximations have been considered by
sampling with replacement T terms from the sum of either (4) or (5). Regarding (4), this boils down
to considering the estimator

φ̂i(u) =
1

T

∑T

t=1
[u(Pπt

i ∪ {i})− u(Pπt
i )] ,where πt ∼ U(Π(I)). (6)

2.3 Data valuation vs Dataset valuation

A tentative, but naive, approach to solve the dataset valuation problem could be to run an auxiliary
data-valuation algorithm on all the data and to assign to each dataset the sum of the values of its
datapoints. We highlight the cons of this idea on a very simple, yet insightful example. Consider two
datapoints x1 and x2, three datasets D1 = {x1}, D2 = {x2}, D3 = {x2, x2}, and the following toy
utility function u(D) = 1{x1, x2 ∈ D}. In data valuation, any point x2 shall have the same value, as
they are identical. In particular, a naive summation would value D3 twice the value of D2. In dataset
valuation, and for this toy problem at hand, it is quite clear that both datasets should have the same
value. Moreover, the Shapley values are 1/6 for D2 and D3 versus 2/3 for D1.

The message here is twofold. Data valuation and dataset valuation are two fundamentally different
concepts and one cannot directly reduce the latter to the former. This is actually true, and this is the
second message, because the utility function u is highly non-linear (even for the regression task).

3 Discrete Uniform Shapley Value

This section introduces and studies our approximation scheme for the Shapley value. Section 3.1
shows an asymptotic property that gives the general intuition behind our approximation. The result
holds for the three use-cases of Sections 2.1.1 to 2.1.3. Section 3.2 presents a general approximation
methodology for dataset valuation and shows its almost surely convergence as the number of players
grows for our three uses-cases. Section 3.3 studies the rate of convergence, first for the homogeneous
setting (Section 2.1.2), and then leverages this result to obtain a similar one for the non-parametric
regression setting (Section 2.1.1). All proofs are postponed to the supplementary material.

3.1 Insights behind DU-Shapley

The Shapley value, by re-arranging the coalitions S ⊆ I \ {i} by their cardinality in the sum in (5),
can be equivalently expressed as

φi(u) = EK∼U({0,...,I−1})ES∼U
(
2
I\{i}
K

) [u(S ∪ {i})− u(S)] , (7)

where 2
I\{i}
K denotes the subsets of I \ {i} of cardinality K. In our three uses-cases, it follows that

φi(u) = φi(w) = EK∼U({0,...,I−1})ES∼U
(
2
I\{i}
K

) [w(q(S ∪ {i}))− w(q(S))] , (8)

5
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where w : R+ → R is such that u(S) = w(q(S)) for any S ⊆ I, and q(S) is the scalar quantity of
interest identified in Sections 2.1.1 to 2.1.3 for each use-case:

q(S) :=
⌊(∑

i∈S γini
)2∑

i∈S γ
2
i ni

⌋
, where, for any i ∈ I, γi =

{
1 for the second use-case,

σi/εi for the third use-case, (9)

and for the first use-case, qb(S) is analogously defined at every bin, with γbi = 1 for all players and
all bins. We remark that the definition of q(S) in the first and second use-cases is not restricted to
linear regression. Equation (8) explicitly reveals a key random variable, namely q(S). Interestingly,
Figure 1 suggests that q(S) converges in distribution to a uniform random variable as the number of
players increases (with i.i.d. datasets sizes). Theorem 2 proves this result formally for any (γi)i∈I .
Theorem 2. Let {ni, γi}i∈[I] be two sequences of positive numbers such that the following limits

lim
I→∞

1

I

∑
i∈[I]

niγi = µA, lim
I→∞

1

I

∑
i∈[I]

(niγi − µA)
2 = σ2

A,

lim
I→∞

1

I

∑
i∈[I]

niγ
2
i = µB , lim

I→∞

1

I

∑
i∈[I]

(niγ
2
i − µB)

2 = σ2
B ,

all exist, for some constants µA, µB , σA, σB > 0. Let K ∼ U({0, . . . , I}), SK ∼ U([2IK ]). Then,

almost surely, q(SK)
q(I)

I→∞−−−→ U([0, 1]).

Figure 1: Distribution of q(S)/q(I) when S is sampled as in (8) (i.e., first sample a size K uniformly,
then sample a coalition S of size K uniformly). (left) I = 10, (middle) I = 50, (right) I = 500. We
considered 104 samples for each random variable, and the third use-case with ni ∼ U([100]) and
σi/εi ∼ U([10]) for each i ∈ I.

3.2 Discrete Uniform Shapley value

The Shapley value re-arrangement in (7) exposes the main tool behind our approximation: it is
enough to approximate the distribution of the random variable DS that takes values on the subsets
of D−i := ∪j∈I\{i}Dj (recall that u(S) = u(DS)). Theorem 2, taking the example of the second
use-case for intuition, indicates that these datasets have uniformly distributed numbers of points in the
limit. Generalizing this intuition, we propose to approximate DS by taking I samples of increasing
size from the pool D−i by sampling data points uniformly. This leads to the following definition of
DU-Shapley for our generic model:
Definition 3. [DU-Shapley] For any i ∈ I, the discrete uniform Shapley value (DU-Shapley) of
the i-th player, denoted by ψi, is given by

ψi(u) :=
1

I

∑I−1

k=0
u(D(k) ∪Di)− u(D(k)),

where D(k) is a set of data points uniformly sampled without replacement from D−i of size kµ−i,
with µ−i =

1
(I−1) |D−i|.

Compared to the Shapley value defined in (5), which involves 2I terms to compute, note that
DU-Shapley only involves I terms and hence it presents an exponential reduction of the number of
utility function evaluations. Of course, these computational savings come at the cost of some bias.
The latter is precisely quantified in Section 3.3 for our first two use-cases.

By definition, DU-Shapley is a random variable which depends on the sampled data points. However,
whenever u(S) = w(q(S)), with q(S) some scalar quantify of interest, as in our use-cases, we

6
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can get rid of the stochastic nature of DU-Shapley by considering I real values from well chosen
intervals. In particular, in our uses-cases, DU-Shapley boils down to:

ψi(w) =
1

I

∑I−1

k=0
w(q̄ki )− w(q̄k−i), (10)

where

q̄ki :=

⌊
(γini +

k
I−1

∑
j∈I\{i} γjnj)

2

γ2i ni +
k

I−1

∑
j∈I\{i} γ

2
jnj

⌋
and q̄k−i :=

⌊
k

I − 1
·
(
∑

j∈I\{i} γjnj)
2∑

j∈I\{i} γ
2
jnj

⌋
.

We remark the notation abuse as we should write ψ(w ◦ q). For simplicity, we omit the composition
and only write ψ(w). Equation (10) coincides exactly with Definition 3 in the first two use-cases,
i.e., when γj = γ for all j ∈ I. Indeed, as the random datasets D(k) have a fixed size and the value
function only looks at the number of data points within the coalition, we obtain,

ψi(u) =
1

I

I−1∑
k=0

u(D(k) ∪Di)− u(D(k)) =
1

I

I−1∑
k=0

w(|D(k) ∪Di|)− w(|D(k)|)

=
1

I

I−1∑
k=0

w(kµ−i + ni)− w(kµ−i) = ψi(w).

For the third use-case, Equation (10) is an approximation that comes from assuming that, for any
j ∈ I \ {i}, |Dj ∩D(k)| = k · nj

I−1 , which holds with high probability for large values of I , since

q(D(k) ∪Di) =

⌊(
γini +

∑
j∈I\{i} γj · |Dj ∩D(k)|

)2
γ2i ni +

∑
j∈I\{i} γ

2
j · |Dj ∩D(k)|

⌋
.

Theorem 2 implies the following result.
Corollary 4. Let φi and ψi be, respectively, the Shapley value (5) and the DU-Shapley (10) of
player i. Then, in our three uses-cases, it holds, limI→∞ |φi − ψi| = 0 almost surely.

While our theoretical results are based on Equation (10) for the cases where u(S) = w(q(S)), we
will see through numerical experiments that Definition 3 gives good results in more general cases.

3.3 Non-Asymptotic Theoretical Guarantees

Corollary 4 states asymptotic guarantees for DU-Shapley. In this section, we show non-asymptotic
results that give the convergence rate for the first two uses-cases.1 Recall that in non-parametric
estimation, the utility writes as u(S) =

∑
b∈[B] ub(S)P(x ∈ b), and therefore, by the linearity axiom

of the Shapley value, for any i ∈ I, φi(u) =
∑

b∈[B] φi(ub)P(x ∈ b). As a consequence, in order to
estimate φi(u), it is enough to compute each φi(ub). In particular, the Shapley value approximation
error over the whole feature space becomes a simple aggregation of the Shapley value approximation
errors over the bins. We focus firstly on bounding the bias of our method in the homogeneous use-case
to then extend it to the non-parametric regression case.

As in the homogeneous use-case the utility function writes as u(S) = w(
∑

i∈I ni), we consider the
following regularity assumptions on w.
H1. The function w : R+ → R is increasing, twice continuously differentiable, and such that
limn→∞ n2|w(2)(n)|<∞ (where w(2) represents the second derivative).
Monotonicity is a natural assumption in our framework as, the more data, the more precise the ML
prediction is expected to be. The condition over the limit aims at controlling the growth behavior of
the utility function and it is automatically satisfied whenever w is bounded and w(2) is monotone, by
the mean value theorem. Theorem 5 bounds the bias of DU-Shapley for the homogeneous use-case.
Theorem 5. Under Assumption H1, there exists a constant κ > 0, such that, for any i ∈ I, it holds,∣∣φi − ψi

∣∣ ≤ κ

(I − 1)µ2
−i

(
σ2
−i(1 + ln(I − 1)) + ζ−i

)
,

1A similar result, albeit more technical, can be shown with the same arguments for the third use-case.
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where φi and ψi are respectively the Shapley value and the DU-Shapley of player i, µ−i =
1

(I−1) |D−i| is the average dataset size of all players but i, σ2
−i =

1
I−1

∑
j∈I\{i}(nj − µ−i)

2 their
empirical variance, and ζ−i measures the variability of the dataset sizes across players. Formally, it
is defined as ζ−i := R2

−iτ
2
−i/4n

max
−i whereR−i := maxj∈I\{i} |nj−µ−i|, nmax

−i := maxj∈I\{i} nj ,
and τ−i := nmax

−i /minj∈I\{i} nj .

The full proof of Theorem 5 is included in Appendix C.3 and it relies on controlling the absolute
value of E[w(µ−iK)− w(

∑
j∈S nj)], where K ∼ U({0, ..., I − 1}) and S is the random variable

in (7). Using a second order Taylor expansion, the problem is reduced to controlling the term related
to the second derivative of w by using the regularity assumptions in H1.

As advertised before, Theorem 5 can be directly generalized to the non-parametric use-case, since,

u(S) =
∑

b∈[B]
wb

(∑
i∈S

ni,b

)
P(x ∈ b), for ni,b = |{(x, y) ∈ Dj , x ∈ b}|.

Corollary 6. Under Assumption H1 for all functions wb, there exist constants κb > 0, such that, for
any i ∈ I, it holds that∣∣φi − ψi

∣∣ ≤ ∑
b∈[B]

κbP(x ∈ b)

(I − 1)µ2
−i,b

(
σ2
−i,b(1 + ln(I − 1)) + 2ζ−i,b

)
, (11)

where φi and ψi are respectively the Shapley value and the DU-Shapley of player i, and all terms
are equivalently defined to Theorem 5 at each bin b ∈ [B].

The upper bound in (11) depends on natural quantities related to the dataset valuation problem
described in Section 2.1 at each bin, such as the first two moments µ−i,b and σ−i,b of the datasets’
size distribution. More precisely, the error increases when there are some outlier players with a very
small or large dataset size. This behavior is expected since, in this particular setting, the random
variable inside of the Shapley value differs from a uniform random variable. As showcased in
Theorem 2, the error vanishes when the number of players I tends towards infinity.

4 Numerical Experiments

We illustrate the benefits of DU-Shapley by measuring numerically three properties: (1) how well
DU-Shapley approximates the Shapley value in real data, (2) how many (theoretical) iterations need
other methods to achieve the same accuracy level than DU-Shapley, and (3) how well DU-Shapley
performs in classical dataset valuation tasks with real data. Appendix A.1 complements the results by
a complexity comparison between our method and SVARM [22] and Appendix A.2 by experiments on
synthetic data. The experiments strongly suggest that DU-Shapley performs well in all tasks.

4.1 Approximating the Shapley Value in Real-World Data

We consider the real-world datasets in Mitchell et al. [32], whose details are provided in Table 3 in
the appendix. To tackle these problems we consider logistic regression models and gradient-boosted
decision trees (GBDT). For classification tasks, the utility function has been taken as the expected
accuracy of the trained logistic regression model over a hold-out testing set while for regression
tasks, the utility function corresponds to the averaged MSE over a hold-out testing set. In both cases
we took a hold-out testing set with 10% of the size of the training dataset. For each dataset, we
considered two worst-case scenarios for our method, namely I = 10 players and I = 20 players.

Starting from the datasets in Table 3, we heterogeneously allocate datasets to the players. We compare
ourselves with two approaches, referred to as MC-Shapley, for the standard MC approximation
defined in (6), and MC-anti-Shapley that considers, in addition, antithetic sampling [32]. We
compute the averaged MSE across all players between the true Shapley value and each estimator.

Since computing the marginal contributions in this experiment requires re-training, which is clearly not
feasible for a large number of epochs, we chose to restrict ourselves to 20 steps of stochastic gradient
descent for logistic regression and 20 boosting iterations for GBDTs. For MC-based approaches, we
considered I samples to compare those approximations with the proposed methodology on a fair
basis, i.e., associated to the same computational budget.
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Table 1 depicts the results. We clearly see that, even in the worst-case scenario where the number of
players is small and far from the theoretical assumptions from Section 3.3, DU-Shapley competes
favorably with the MC-based methods.

Table 1: Worst-case comparison between DU-Shapley and competitors, for real-world datasets
considered in Table 3. We report the averaged MSE across all players w.r.t. the exact Shapley value.

Dataset adult breast-cancer bank cal-housing

Players 10 20 10 20 10 20 10 20

DU-Shapley 2.10−3 6.10−4 3.10−3 1.10−4 5.10−2 4.10−3 1.10−2 3.10−3

MC-Shapley 1.10−2 4.10−3 3.10−2 1.10−3 9.10−2 6.10−2 5.10−2 2.10−2

MC-anti-Shapley 8.10−3 2.10−3 1.10−2 8.10−4 8.10−2 4.10−2 3.10−2 1.10−2

Dataset make-regression year

Players 10 20 10 20

DU-Shapley 9.10−2 2.10−2 1.10−3 7.10−4

MC-Shapley 4.10−1 3.10−1 5.10−3 1.10−3

MC-anti-Shapley 4.10−1 2.10−1 5.10−3 1.10−3

4.2 Complexity of Computing the Shapley Values of all Players

We have looked at the number of iterations that DataShapley and the Improved Group Testing-Based
method [46] (IGTB) require to achieve DU-Shapley’s accumulated bias, formally given by

DUbias(I) :=
κ

I − 1

(∑
i∈I

(9σ2
−i(1 + log(I − 1)) + ζ−i)

2

(µ−i)4

)1/2

.

To do so, we have replaced ε = DUbias(I), respectively, in the formula in Section 4.1 in [16] and
Equation 5 in [46], with a value function motivated from our third use-case under the homogeneity
assumption σi/εi = σ/ε for all i ∈ I. The results are illustrated in Figure 2. Remark DU-Shapley
requires I2 iterations to compute all Shapley values. We observe that in all tested instances, both
methods require a higher number of iterations to achieve the same error than DU-Shapley.

Figure 2: Iterations required by DataShapley and the Improved Group Testing-Based method to
achieve DU-Shapley’s accumulated bias with function w(nS) = 1 − 10k(I)

10k(I)+nS
, where nS is the

number of data points of the coalition S ⊆ I, and k(I) := ⌊log(
∑

i∈I ni)⌋ − 1 is a normalization
factor. (top) δ = 0.01, (bottom) δ = 0.1, (left) nmax = 10, (middle) nmax = 50, (right) nmax = 100.

4.3 Applying DU-Shapley to dataset valuation problems

We considered non-tabular datasets used in [17], namely bbc-embedding, IMDB-embedding, both
text datasets, and CIFAR10-embedding, an image dataset. Feature embedding have been generated
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using pretrained DistilBERT and ResNet50 models, respectively. In addition we have adapted three
baselines from data valuation to our setting: Leave-One-Out (LOO), DataShapley, and KNN-Shapley.
Appendix B.2 gives the implementations details. For these datasets associated to classification
problems, we used a multi-layer perceptron classifier as prediction model.

We have considered three dataset valuation problems, none of them needing the real Shapley values,
which allows us to increase the number of players w.r.t. the experiments in Section 4.1. We
investigated noisy label detection (NLD), dataset removal (DR), and dataset addition (DA) [17]. For
NLD, we used as a metric the F1-score (the larger the better). For DR, we used the testing accuracy
(the lesser the better). For DA, we used the testing accuracy (the lesser the better).

We considered splitting the dataset across I = 100 players. The results are summarized in Table 2.
We observe that DU-Shapley has competitive results compared to classical baselines despite of the
fact that none of the considered cases verifies the structural assumptions from Section 3.3. In addition,
we can see that DU-Shapley tends to have similar and even better results as Data Shapley (which
is a MC based method). This is in line with our theory as, for larger number of players, DU-Shapley
tends to better estimate the true Shapley value.

Table 2: Comparison between DU-Shapley and competitors for real-world datasets considered in
[17] in Noisy label detection, Dataset Removal and Dataset Addition.

Dataset CIFAR 10 BBC

Problem NLD DR DA NLD DR DA
5% 15% 5% 15% 5% 15% 5% 15% 5% 15% 5% 15%

Random 0.11 0.19 0.61 0.60 0.25 0.41 0.11 0.19 0.90 0.88 0.68 0.81
LOO 0.13 0.18 0.62 0.60 0.15 0.32 0.11 0.17 0.90 0.88 0.61 0.77
DataShapley 0.13 0.25 0.61 0.59 0.12 0.18 0.12 0.20 0.89 0.87 0.08 0.12
KNN-Shapley 0.14 0.28 0.60 0.57 0.12 0.15 0.19 0.29 0.88 0.86 0.13 0.12
DU-Shapley 0.14 0.30 0.61 0.55 0.11 0.14 0.18 0.34 0.89 0.85 0.07 0.11

Dataset IMBD

Problem NLD DR DA
5% 15% 5% 15% 5% 15%

Random 0.10 0.16 0.77 0.75 0.62 0.68
LOO 0.11 0.18 0.77 0.74 0.53 0.59
DataShapley 0.17 0.28 0.75 0.69 0.36 0.33
KNN-Shapley 0.18 0.29 0.76 0.68 0.41 0.37
DU-Shapley 0.18 0.32 0.76 0.66 0.33 0.34

5 Conclusion

We model the dataset valuation problem as a cooperative game and design a Shapley value ap-
proximation, named DU-Shapley, that exploits the underlying structure of the utility function and
exponentially reduces the number of functions valuations required for the computation. In three
different uses-cases, DU-Shapley is proved to almost surely converge to the real Shapley value as the
number of players grows. Moreover, we find the rate of convergence, which depends only on natural
parameters of dataset valuation. Numerical experiments showcase that DU-Shapley performs well in
approximating the Shapley value and performing dataset valuation tasks, even when the assumptions
needed for the theoretical guarantees do not hold, and it has a good complexity when computing the
Shapley values of all players.

Limitations of our method. Our non-asymptotic bound for the non-parametric regression setting in
Corollary 6 indicates that DU-Shapley works better when agents’ datasets are regular in the sense
that they have similar sizes. Hence, a limitation of our approximation is that it may work poorly in
settings where some players have large datasets compared to others, as the distribution of the random
variable within the Shapley value drives apart from being uniform. Moreover, our convergence
result in Theorem 2 (for all use-cases) assume the existence of limits, which roughly requires that
heterogeneity between players—in terms of both dataset size and variance—can be bounded. This
also indicates that convergence may be not be guaranteed if the heterogeneity is arbitrarily high.
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A Complementary Numerical results

All experiments were executed on a laptop running macOS 13.3.1 and equipped with Apple M1 chip
with 16GB of RAM. The minimum amount of compute was roughly 5 minutes while the maximum
one roughly 10 hours.

A.1 DU-Shapley vs SVARM

We have looked at the probability at which SVARM (Theorem 4 [22]) can ensure, after I2 iterations
(without considering the warm up as part of the budget), an error equal to DU-Shapley’s accumulated
bias. We have considered the same value function than in Section 4.2 with nmax ∈ {2 · 103, 3 ·
103, 5 · 103, 104} and 100 simulations of sets of players at each time. Figure 3 shows the results. We
observe how SVARM cannot ensure, with high enough probability, an approximation error equal to
the one of DU-Shapley.
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Figure 3: Probability that SVARM guarantees an error equal to DU-Shapley’s bias

A.2 Approximating the Shapley value in Synthetic Data

We consider a toy dataset valuation problem associated to our heterogeneous linear regression with
local differential privacy use-case (Section 2.1.3) and we measure the value of a coalition S with the
utility function in close-form from Proposition 1. We consider d = 10.

In order to benchmark the performances of DU-Shapley, we consider four competitive approaches,
relying on Monte Carlo (MC) approximation strategies [32]. The first one, referred to as MC-Shapley
is the standard MC approximation defined in (6). The second one, coined MC-anti-Shapley
is a variance-reduced version of MC-Shapley that considers antithetic sampling. The third one
coined Owen-Shapley stands for the multilinear extension of Owen [34] which represents the
Shapley value as two nested expectations (further explained in Appendix B.3). Finally, the fourth
approach, coined Orthogonal-Shapley, relies on efficient permutation sampling techniques on
the hypersphere to draw permutations in (4) in a dependent way. To assess the performance of the
aforementioned Shapley value estimators, we used the mean square error (MSE) averaged over all
players. DU-Shapley is computed exactly by using (10) while, for each MC-based estimator, we
performed 25 Shapley value estimations to compute the MSE, and did it 10 times to obtain confidence
intervals for the MSE.

Figure 4 compares DU-Shapley (the horizontal line which does not depend on the sampling budget as
we compute it exactly) and the MC-based methods, which are computed at several different budgets.
The x-axis corresponds to the sampling budget allowed to the MC-bases methods w.r.t. DU-Shapley,
i.e., 10−1 means a budget equal to 10% the one of DU-Shapley, 100 means same budget (indicated
by the black vertical line), and 101 means 10 times the DU-Shapley budget. Remark that, even when
the MC-methods use 10 times the budget of DU-Shapley, our method keeps approximating better
the Shapley value.
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Figure 4: Worst-case comparison between DU-Shapley and MC-based approximations with different
budgets on synthetic datasets. From left to right, I = 10 and I = 20, ni ∼ U([103]),∀i ∈ I.
(top) Scenario with small heterogeneity, σi/εi ∼ U([0, 10]),∀i ∈ I, (bottom) scenario with high
heterogeneity, σi/εi ∼ U([0, 100]),∀i ∈ I.

B Further details about numerical implementations

B.1 Datasets considered in Section 4.1.

Table 3 summarizes the real-world datasets considered in Section 4.1.

Table 3: Datasets considered in Section 4.1.
Dataset Size d Task

adult [21] 48,842 107 classification
breast-cancer [30] 699 30 classification
bank [33] 45,211 16 classification
cal-housing [19] 20,640 8 regression
make-regression [36] 1,000 10 regression
year [36] 515,345 90 regression

B.2 OpenDataVal implementations

In this section we describe more in detail the implementations of DataShapley, Leave-One-Out
(LOO), and KNN-Shapley for our numerical results in Section 4.3.

DataShapley, applied to the dataset valuation problem, simply corresponds to the method coined MC
in Section 4.1. Therefore, we sample datasets and output the averaged marginal contribution.

Regarding LOO, notice that it corresponds to compute just one marginal contribution, usually
computed on the big coalition, i.e.,

LOOi := u(I)− u(I \ {i}).
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As players’ marginal contributions to large datasets tend to be small, we have preferred to sample one
dataset D from D−i and to output

LOOi := u(D ∪Di)− u(D).

Finally, regarding KNN-Shapley, we refer the reader to [15], Section E.3 of the appendix who explain
how to adapt the method to dataset valuation.

B.3 Owen’s Shapley value approximation

In Section A.2, we considered the Shapley value approximation referred to as Owen-Shapley as a
state-of-the-art competitor to DU-Shapley. We provide in the following additional details regarding
Owen-Shapley. For the other competitors, we directly refer the interested reader to Mitchell et al.
[32]. Owen [34] studied the multilinear extension of a cooperative game and an alternative way to
express the Shapley value. Formally, a cooperative game G = (I, u) consists on a set of I players
I = {1, 2, ..., I} and a value function u : 2I → R such that, for any S ⊆ I , u(S) corresponds to the
value generated by the coalition S. The multilinear extension of G, denoted Ḡ = (I, ū), is obtained
when considering the value function ū : [0, 1]I → R given by,

ū(x1, x2, ..., xI) =
∑
S⊆I

∏
i∈S

xi
∏
j /∈S

(1− xi)u(S).

Intuitively, ū(x1, x2, ..., xI) corresponds to the expected value of a coalition when each player i ∈ I
joins the coalition with probability xi. Theorem 5 in [34] gives an alternative way to compute the
Shapley value φi(u) of player i in game G, namely,

φi(u) =

∫ 1

0

∂ū

∂xi
(τ, ..., τ)dτ =

∫ 1

0

∑
S⊆I\{i}

τ |S|(1− τ)I−|S|−1[u(S ∪ {i})− u(S)]dτ

=

∫ 1

0

E
[
u(Ei(τ) ∪ i)− u(Ei(τ))

]
dτ = Eτ∼U([0,1])

[
E
[
u(Ei(τ) ∪ i)− u(Ei(τ))

]]
,

where Ei(τ) is a random subset of I \ {i}, such that, ∀j ∈ I \ {i}, j is included in Ei(τ) with proba-
bility τ . In words, the Shapley value of player i corresponds to her expected marginal contribution to
the random set Ei(τ), when τ is uniformly distributed on [0, 1]. This brings an alternative way to use
Monte Carlo to approximate the Shapley value φi(u), coined Owen-Shapley, as,

φ̂Owen
i (u) =

1

T

T∑
t=1

u(Ei(τt) ∪ i)− u(Et
i (τt)),

where for each t ∈ {1, ..., T}, we draw τt independently and uniformly in [0, 1] and then, create a
random set Ei(τt) by adding each player j ∈ I \ {i} to it with probability τt.

C Missing proofs

C.1 Proof of Proposition 1

Proposition 1. Let S ⊆ I be a coalition of players and consider the value function u as in (3). It
follows,

u(S) =
−Tr

[
E
[
xx⊤

]]
q(S)− d− 1

, where q(S) :=


(∑
i∈S

σi

εi
ni
)2

∑
i∈S

(
σi

εi

)2
ni

 ,with the convention q(∅) = 0.

In particular, considering ptest = N(0, Id), we get,

u(S) = d

d+ 1− q(S)
.

16

1988https://doi.org/10.52202/079017-0063



Proof. Let S ⊆ I be a coalition of players and XS , YS be the concatenation of their datasets. The
linear model can be rewritten in matrix form as

YS = XSθ + ηS ,

where ηS is the concatenation of η
(j)
i for all i ∈ S and j ∈ [ni]. Take θ̂S =

(X⊤
S Σ−1

S XS)
−1X⊤

S Σ−1
S YS where ΣS = diag((ε2i )i∈S), and let x ∼ ptest be a hold-out testing

datum in Rd. It follows,(
x⊤(θ − θ̂S)

)2
=

(∑
i∈S

ηiε
−2
i Xi

)(∑
i∈S

X⊤
i ε

−2
i Xi

)−1

xx⊤
(∑

i∈S
X⊤

i ε
−2
i Xi

)−1(∑
i∈S

ηiε
−2
i Xi

)

= Tr

[(∑
i∈S

ηiε
−2
i Xi

)(∑
i∈S

X⊤
i ε

−2
i Xi

)−1

xx⊤
(∑

i∈S
X⊤

i ε
−2
i Xi

)−1(∑
i∈S

ηiε
−2
i Xi

)]

= Tr

[
xx⊤

(∑
i∈S

X⊤
i ε

−2
i Xi

)−1(∑
i∈S

ηiε
−2
i Xi

)(∑
i∈S

ηiε
−2
i Xi

)(∑
i∈S

X⊤
i ε

−2
i Xi

)−1]

= Tr

[
xx⊤

(∑
i∈S

X⊤
i ε

−2
i Xi

)−1(∑
i∈S

∑
j∈S

X⊤
i ε

−2
i ηiη

⊤
j ε

−2
j Xj

)(∑
i∈S

X⊤
i ε

−2
i Xi

)−1]

We take expectation with respect to the different stochastic terms. Since η(k)i ∼ N(0, ε2i ) for any
i ∈ S, k ∈ [ni], it holds,

E
(η

(k)
i ∼N(0,ε2i ))

k∈[ni]

i∈S

[(
x⊤(θ − θ̂S)

)2]
= Tr

[
xx⊤

(∑
i∈S

X⊤
i ε

−2
i Xi

)−1(∑
i∈S

X⊤
i ε

−2
i Xi

)(∑
i∈S

X⊤
i ε

−2
i Xi

)−1]

= Tr

[
xx⊤

(∑
i∈S

X⊤
i ε

−2
i Xi

)−1]
Since players distributions differ on their variances,

∑
i∈S X

⊤
i ε

−2
i Xi corresponds to a semi-

correlated Wishart random variable where each 1
εi
Xi ∼ N(0, (σi

εi
)2Id). In particular, the semi-

correlated Wishart random variable can be approximated by a central Wishart distribution [37, 43],
whose precision depends on the homogeneity of the coefficients σi/εi over all i ∈ I, as showed in
[20]. It follows,

E(Xi∼N(0,σ2
i Id))i∈S

[(∑
i∈S

X⊤
i ε

−2
i Xi

)−1
]
≈ Id

(q(S)− d− 1)
,

where

q(S) :=


(∑
i∈S

σi

εi
ni
)2

∑
i∈S

(
σi

εi

)2
ni

 .
With all this in mind, it follows,

E
(η

(j)
i ∼N(0,ε2i ))

j∈[ni]

i∈S
(Xi∼N(0,σ2

i Id))i∈S

[(
x⊤(θ − θ̂S)

)2]
= Tr

[
xx⊤

Id
(q(S)− d− 1)

]
=

1

q(S)− d− 1
Tr

[
xx⊤

]
.

In particular, considering ptest = N(0, Id), we get,

u(S) = d

d+ 1− q(S)
.
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C.2 Proof of Theorem 2

Theorem 2. Let {ni, γi}i∈[I] be two sequences of positive numbers such that the following limits

lim
I→∞

1

I

∑
i∈[I]

niγi = µA, lim
I→∞

1

I

∑
i∈[I]

(niγi − µA)
2 = σ2

A,

lim
I→∞

1

I

∑
i∈[I]

niγ
2
i = µB , lim

I→∞

1

I

∑
i∈[I]

(niγ
2
i − µB)

2 = σ2
B ,

all exist, for some constants µA, µB , σA, σB > 0. Let K ∼ U({0, . . . , I}), SK ∼ U([2IK]), and

define q(SK) as in (9) for the third use-case. Then, almost surely, q(SK)/q(I)
I→∞−−−→ U([0, 1]).

Proof. Introduce, for any t, t0 ∈ (0, 1) and any s> 0,

µA(I) =
1

I

∑
i∈[I]

niγi, µB(I) =
1

I

∑
i∈[I]

niγ
2
i ,

YA(t, I) =
∑

i∈S⌊It⌋

niγi, YB(t, I) =
∑

i∈S⌊It⌋

niγ
2
i .

RA(I, t0, s) = P
(
sup
t>t0

∣∣∣∣YA(t, I)⌊It⌋
− µA(I)

∣∣∣∣ > s

)
,

RB(I, t0, s) = P
(
sup
t>t0

∣∣∣∣YB(t, I)⌊It⌋
− µB(I)

∣∣∣∣ > s

)
.

By construction, YA(t, I) and YB(t, I) are sums of sampling without replacement of ⌊It⌋ elements.
Therefore, by Corollary 1.3 in [39], for s fixed, there exists IA0 , I

B
0 ∈ N such that,

RA(I, t0, s) ≤
(1− t0)σ

2
A

⌊It0⌋s2
,∀I ≥ IA0 and RB(I, t0, s) ≤

(1− t0)σ
2
B

⌊It0⌋s2
,∀I ≥ IB0 .

In other words, for any s> 0 and I large enough, almost surely, it holds,∣∣∣∣YA(t, I)⌊It⌋
− µA(I)

∣∣∣∣ ≤ s and
∣∣∣∣YB(t, I)⌊It⌋

− µB(I)

∣∣∣∣ ≤ s.

It follows,∣∣∣∣q(S⌊It⌋)

⌊It⌋
− µA(I)

2

µB(I)

∣∣∣∣ = ∣∣∣∣ 1

⌊It⌋
· YA(t, I)

2

YB(t, I)
− µA(I)

2

µB(I)

∣∣∣∣
=

∣∣∣∣(YA(t, I)2⌊It⌋2
− µA(I)

2 + µA(I)
2

)(
⌊It⌋

YB(t, I)
− 1

µB(I)

)
+

(
YA(t, I)

2

⌊It⌋2
− µA(I)

2

)
1

µB(I)

∣∣∣∣
≤ s

(
s+ µA(I) +

1

µB(I)

)
,

which is arbitrarily small as µA(I), µB(I) → µA, µB <∞. Therefore, almost surely,

lim
I→∞

q(S⌊It⌋)

IµA(I)2/µB(I)
= t.

The proof concludes noticing that

q(I) = IµA(I)
2

µB(I)
,

and that K = ⌊IU⌋ with U ∼ U([0, 1]).

C.3 Proof of Theorem 5

To prove Theorem 5, we need two preliminary results: Lemma 3, which itself needs two supplemen-
tary results (Lemmas 1 and 2), and Lemma 4, which is directly proved.
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C.3.1 Technical lemmata

Lemma 1. Consider a set of I values N = {n1, . . . , nI}. Let X1, . . . , Xk and Y1, . . . , Yk denote,
respectively, k random samples with and without replacement from N . For any continuous and
convex function f , it follows,

E
[
f

( k∑
i=1

Yi

)]
≤ E

[
f

( k∑
i=1

Xi

)]

Proof. The proof follows from [14].

Lemma 2. Let I ∈ N, N := {n1, . . . , nI} ∈ RI
+, µ = 1

I

∑I
i=1 ni be their mean value and

σ2 = 1
I

∑I
i=1(ni − µ)2 be their variance. For k ∈ {0, . . . , n}, let Sk ∼ U({Sk ⊆ [I] : |Sk| = k})

be a uniform random variable on the subsets of {1, . . . , I} of size k, and nSk
=

∑
i∈Sk

ni be the
random variable defined by the sum of the elements of Sk. Let K ∼ U({0, . . . , I}) and define
Y = nSK

. Then,

E[Y − µK | K = k] = 0, (12)

E
[
(Y − µK)

2 | K = k
]
≤ kσ2. (13)

Proof. We prove (12) directly.

E[Y | K = k] =
∑

Sk⊆[I]:|Sk|=k

nSk

1(
I
k

) =
1(
I
k

) ∑
Sk⊆[I]:|Sk|=k

∑
i∈Sk

ni

=
1(
I
k

) ∑
i∈[I]

∑
Sk⊆[I]:|Sk|=k

i∈Sk

ni

=
1(
I
k

) ∑
i∈[I]

ni

(
I − 1

k − 1

)

=
(I − k)!k!

I!
· (I − 1)!

(k − 1)!(I − k)!

∑
i∈[I]

ni = µk.

Thus, (12) follows as E[µK | K = k] = µk. To prove (13), let (Xi)
k
i=1 be k independent samples

from the set N . From Lemma 1 it holds,

E
[
(Y − µK)

2 | K = k
]
≤ E

[(
µK−

K∑
i=1

Xi

)2 | K = k

]
= E

[( K∑
i=1

(µ−Xi)

)2

| K = k

]
.

Therefore,

E
[
(Y−µK)2 | K = k

]
≤ E

[( K∑
i=1

K∑
j=1

(µ−Xi) (µ−Xj)

)
| K = k

]

= E
[( K∑

i=1

K∑
j=1

(
µ2 − µ(Xi +Xj) +XiXj

))
| K = k

]

=

k∑
i=1

k∑
j=1

(
µ2 − µ(E[Xi | K = k] + E[Xj | K = k]) + E[XiXj | K = k]

)
=

k∑
i=1

k∑
j=1

(
µ2 − µ(E[Xi] + E[Xj ]) + E[XiXj ]

)
=

k∑
i=1

(
µ2 − 2µE[Xi] + E[X2

i ]
)
+

k∑
i=1

k∑
j=1
j ̸=i

(
µ2 − µ(E[Xi] + E[Xj ]) + E[Xi]E[Xj ]

)
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=

k∑
i=1

E
[
(µ−Xi)

2]
+

k∑
i=1

k∑
j=1
j ̸=i

(
µ2 − 2µ2 + µ2

)

=

k∑
i=1

E
[
(µ−Xi)

2]
=

k∑
i=1

Var (µ−Xi) = kσ2.

The steps come from rearranging the terms, using the independence of Xi with respect to K, the
independence of Xi,Xj for i ̸= j, and finally that E[Xi] = µ and Var (Xi) = σ2.

Lemma 3. Let I ∈ N, N := {n1, . . . , nI} ∈ RI
+, and define,

µ =
1

I

I∑
i=1

ni, σ2 =
1

I

I∑
i=1

(ni − µ)2, nmax = max
i∈I

ni,

R := max
i∈[I]

|ni − µ|, τ = max
i∈[I]

ni/min
i∈[I]

ni.

Consider SK, nSK
, K, and Y as in Lemma 2. Let w : R+ → R be a function in C2, increasing, and

suppose there exists κ ∈ R+, such that,∣∣w(2)(n)
∣∣ ≤ κ

n2
,∀n> 0,

where w(k) is the k-th derivative of w. Then, it holds,∣∣E[w(µK)− w(Y)]
∣∣ ≤ κ

2µ2I

(
9σ2(1 + ln(I)) +

2R2τ2

nmax

)
.

Proof. The proof considers a second-order Taylor extension of w at µk to recover the expected value
of E[w(µK)− w(Y)]. Noticing that the first derivative has a null expected value, the upper bound
stated on the Lemma comes from bounding the expected value of the second derivative.

The Taylor-Lagrange Theorem on w at µk > 0 provides,

w(y) = w(µk) + w(1)(µk)(µk − y) + w(2)(τ)
(µk − y)2

2
,

for some τ between y and µk. Therefore, there exists a random variable T, almost surely between
µK+ and Y, such that,

E[w(Y)− w(µK+)] = E
[
w(1)(µK+)(µK+ −Y) +

1

2
w(2)(T)(µK+ −Y)2

]
,

where K+ corresponds to K conditioned to be positive. To avoid overcharging the notation, we drop
the index from K+. We observe that,

E
[
w(1)(µK)(µK−Y)

]
= E

[
E
[
w(1)(µK)(µK−Y) | K = k

]]
= E

[
w(1)(µk)E

[
(µK−Y) | K = k

]]
= 0,

by Lemma 2, Equation (12). Therefore,∣∣E[w(Y)− w(µK)]
∣∣ = 1

2

∣∣E[w(2)(T)(µK−Y)2
]∣∣

≤ 1

2
E
[∣∣w(2)(T)

∣∣(µK−Y)2
]

≤ 1

2
E
[
κ

T2
(µK−Y)2

]
=
κ

2
E
[
1

T2
(µK−Y)2

]
.

Setting I :=
{
|µK−Y| ≤ 1

2 (µK+Y)
}

, the previous expected value can be expressed as,

E
[
1

T2
(µK−Y)2

]
= E

[
1

T2
(µK−Y)2 · I

]
+ E

[
1

T2
(µK−Y)2 · Ic

]
.
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We deal with each term separately. Notice that, as T is almost surely between Y and µK,

|µK−Y| ≤ 1

2
(µK+Y) =⇒ T ≥ 1

3
µK.

Thus,

E
[
(µK−Y)2

T2
· I
]
≤ E

[
(µK−Y)2

(µK3 )2
· I

]
=

9

µ2

I∑
k=1

1

I
· E

[
(µk −Y)2

k2
· I | K = k

]

≤ 9

Iµ2

I∑
k=1

E
[
(µk −Y)2

k2
| K = k

]

≤ 9

Iµ2

I∑
k=1

kσ2

k2

≤ 9σ2

Iµ2
· (1 + ln(I)).

Regarding the second term, denote n := maxi∈I ni and n := mini∈I ni. As Kn ≤ min{µK,Y} ≤
T, we have,

E
[
(µK−Y)2

T2
· Ic

]
≤ E

[
(RK)2

T2
· Ic

]
≤ E

[
(RK)2

(nK)2
· Ic

]
=

R2

In2

I∑
k=1

E
[
1

k2
k2 · Ic | K = k

]

=
R2

In2

I∑
k=1

P
(
|µk −Y| > 1

2
(µk +Y) | K = k

)

≤ R2

In2

I∑
k=1

P
(
|µk −Y| > µk

2
| K = k

)

≤ R2

In2

I∑
k=1

exp

(
−µ

2k

2n

)

=
2R2τ2

Iµ2n

I∑
k=1

µ2

2n
exp

(
−µ

2k

2n

)
≤ 2R2τ2

Iµ2n

∫ ∞

0

µ2

2n
exp

(
−µ

2k

2n

)
dk =

2R2τ2

Iµ2n
,

as the integral corresponds to the cumulative distribution function of an exponential random variable
of parameter λ = µ2/2n. The upper bound on the theorem’s statement is obtained when gathering
all together.

Lemma 4. Let w : R+ → R+ be a smooth and increasing function such that

lim
n→∞

n2|w(2)(n)|<∞.

Then, there exists κ> 0 such that n2|w(2)(n)| ≤ κ.

Proof. Notice that the assumptions imply, in particular, that |w(2)(n)| is bounded. We argue by
contradiction. Suppose that for any m> 0, there exists nm such that

n2m|w(2)(nm)| > m.

Suppose the sequence (nm)m converges to a point n∗. Then,

lim
m→∞

n2m|w(2)(nm)|> lim
m→∞

m = ∞,
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which is a contradiction with |w(2)(n)| being bounded. Therefore, necessarily (nm)m has to diverge.
However, this implies,

lim
n→∞

n2|w(2)(n)| = lim
m→∞

n2m|w(2)(nm)|> lim
m→∞

m = ∞,

obtaining again a contradiction.

C.3.2 Proof of Theorem 5

We are ready to prove Theorem 5.

Theorem 5. Under Assumption H1, there exists a constant κ > 0, such that, for any i ∈ I, it holds,∣∣φi − ψi

∣∣ ≤ κ

(I − 1)µ2
−i

(
σ2
−i(1 + ln(I − 1)) + ζ−i

)
,

where φi and ψi are respectively the Shapley value and the DU-Shapley of player i, µ−i =
1

I−1

∑
j∈I\{i} nj is the average dataset size of other players, σ2

−i =
1

I−1

∑
j∈I\{i}(nj − µ−i)

2 its
empirical variance, and ζ−i measures the variability of the dataset sizes across players. Formally, it
is defined as

ζ−i := R2
−i

τ2−i

4nmax
−i

where R−i := maxj∈I\{i} |nj − µ−i|, nmax
−i := maxj∈I\{i} nj , and τ−i :=

nmax
−i

minj∈I\{i} nj
.

Proof. Under Assumption H1, Lemma 4 implies the existence of κ> 0 such that the value function
w satisfies all assumptions from Lemma 3. Theorem 5 comes from (a) noticing that

φi = E[w(Y−i + ni)− w(Y−i)], ψi = E[w(Kµ−i + ni)− w(Kµ−i)],

where K ∼ U([I − 1]) and Y−i = nS(i)
K

with S(i)
K taking values on the subsets of I \ {i} of size K,

(b) writing

|φi − ψi| ≤ |E[w(Y + ni)− w(Kµ−i + ni)]|+ |E[w(Y)− w(Kµ−i)]|,

and (c) applying Lemma 3 to each of the expected values, as the function n → w(n + ni) also
satisfies H1.
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1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: Both abstract and introduction states exactly what we proved in our article.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: A limitations section is included in Section 5. Moreover, all mathematical
assumptions are clearly stated on the main article and discussed.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [Yes]
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Justification: Assumptions are stated in each theoretical result and all proofs are included in
the supplementary material. We have carefully checked the accuracy of all mathematical
steps.

Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: At the beginning of each numerical results section we explain the used
methodology and the sources of the used data. Besides, Appendix B complements these
descriptions.

Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.
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5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
Answer: [Yes]
Justification: The codes are included and the implementations are detailed in the appendix.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: All details are explained in each numerical results section.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [Yes]
Justification: The experiments in Section 4.2 and Appendices A.1 and A.2 present error
bars.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).
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• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: All details are included at the beginning of Appendix B.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: The research conducted conformes with all points in the NeurIPS Code of
Ethics.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader Impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: We discuss potential applications in Section 1.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
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• Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: [NA]
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [Yes]
Justification: All creators are properly credited by citing their works.
Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

27

1999 https://doi.org/10.52202/079017-0063

paperswithcode.com/datasets


• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [NA]
Justification: [NA]
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: [NA]
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: [NA]
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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