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Abstract

3D Hand reconstruction from a single RGB image is challenging due to the ar-
ticulated motion, self-occlusion, and interaction with objects. Existing SOTA
methods employ attention-based transformers to learn the 3D hand pose and shape,
yet they do not fully achieve robust and accurate performance, primarily due to
inefficiently modeling spatial relations between joints. To address this problem, we
propose a novel graph-guided Mamba framework, named Hamba, which bridges
graph learning and state space modeling. Our core idea is to reformulate Mamba’s
scanning into graph-guided bidirectional scanning for 3D reconstruction using a
few effective tokens. This enables us to efficiently learn the spatial relationships
between joints for improving reconstruction performance. Specifically, we design
a Graph-guided State Space (GSS) block that learns the graph-structured relations
and spatial sequences of joints and uses 88.5% fewer tokens than attention-based
methods. Additionally, we integrate the state space features and the global features
using a fusion module. By utilizing the GSS block and the fusion module, Hamba
effectively leverages the graph-guided state space features and jointly considers
global and local features to improve performance. Experiments on several bench-
marks and in-the-wild tests demonstrate that Hamba significantly outperforms
existing SOTAs, achieving the PA-MPVPE of 5.3mm and F@ 15mm of 0.992 on
FreiHAND. At the time of this paper’s acceptance, Hamba holds the top position,
Rank 1, in two competition leaderboards' on 3D hand reconstruction.

1 Introduction

3D Hand reconstruction has numerous applications across multiple fields, which include robotics,
animation, human-computer interaction, and AR/VR [11, 34, 71, 18, 103]. However, reconstructing
3D hands from a single RGB image without body context or camera parameters remains a difficult
challenge in computer vision. Recent works primarily explored transformers [14, 19, 51, 52, 70,
95, 73, 45, 55] for this task and achieved SOTA performance by utilizing attention mechanism.
METRO [51] introduced a multi-layer transformer, using self-attention to learn vertex-vertex and
vertex-joint relations. MeshGraphormer [52] integrated graph convolutions with a transformer
to further enhance the reconstruction performance. Recently, HaMeR [70] designed a ViT-based
model [19], using ViTPose [95] weights and large datasets to achieve better performance.

However, the above models fail to reconstruct a robust mesh in challenging in-the-wild scenarios
that have occlusions, truncation, and hand-hand or hand-object interactions (See Figure 5 for visual
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Figure 1: In-the-wild visual results of Hamba. Hamba achieves significant performance in various
in-the-wild scenarios, including hand interaction with objects or hands, different skin tones, different
angles, challenging paintings, and vivid animations.

comparison). This is partially due to a lack of accurate modeling of spatial relations among hand
joints. Secondly, transformer-based methods [19, 51, 52, 70, 95] require a large number of tokens for
reconstruction, and applying attention to all image tokens does not efficiently model the joint spatial
sequences (i.e., the spatial relationship between joints), which often results in an inaccurate 3D hand
mesh in real-world scenarios.

To address these challenges, we propose Hamba, a novel Mamba-based [26] model that employs
graph learning [44, 104] and state space modeling [26] for robust 3D hand mesh reconstruction.
Mamba is a new state space modeling method with global receptive field capability. Most Mamba-
based models [3, 26, 33, 49, 88, 89, 102] are designed for long-range data, and few studies [48, 78]
have adapted Mamba for 3D vision tasks. In this work, we explore Mamba’s potential for the
3D hand reconstruction task. We found that directly applying Mamba for 3D hand reconstruction
results in inaccurate meshes due to its unidirectional scanning and the lack of specific design
for 3D hand reconstruction. To tackle this challenge, we propose a Graph-guided Bidirectional
Scan (GBS) to effectively capture the semantic and spatial relation between joints, as shown in
Figure 2(c). Besides, the transformer’s attention requires calculating correlation among all tokens and
introduces unnecessary background correlations, while our proposed GBS uses 88.5% fewer tokens
(see Section 3.2 for more details). Secondly, though Mamba-based models [3, 26, 33, 49, 88, 102]
excel in modeling long-range sequences, they are not proficient at capturing the local-relation
information (in our case, the ‘semantics’ between hand joints). Since graph learning has the capability
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(a) Attention (b) Bidirectional Scan (c) Graph-guided Bidirectional Scan (Ours)

Figure 2: Motivation. Visual comparisons of different scanning flows. (a) Attention methods
compute the correlation across all patches leading to a very high number of tokens. (b) Bidirectional
scans follow two paths, resulting in less complexity. (c) The proposed graph-guided bidirectional
scan (GBS) achieves effective state space modeling leveraging graph learning with a few effective
tokens (illustrated as scanning by two snakes: and scanning snakes).

to effectively capture node relations, we integrate graph convolutions into state space modeling,
significantly enhancing the representation by considering the intricate hand joint relations.

In particular, to effectively leverage state space modeling (SSM) and graph learning capabilities for
3D hand reconstruction, we first carefully design a Token Sampler (TS) under guidance with hand
joints predicted by Joint Regressor (JR), then feed sampled token into the Graph-guided State Space
block (GSS) under the Graph-guided Bidirectional Scan (GBS). Lastly, we introduce a fusion module
to integrate the state space tokens and global features to further improve performance. As shown in
Figure 1, Hamba achieves significant visual performance in challenging scenarios. We summarize
our contributions as follows:

» We are the first to incorporate graph learning and state space modeling (SSM) for reconstructing
robust 3D hand mesh. Our key idea is to reformulate the Mamba scanning into graph-guided
bidirectional scanning for 3D reconstruction using a few effective tokens.

* We propose a simple yet effective Graph-guided State Space (GSS) block to capture structured
relations between hand joints using graph convolution layers and Mamba blocks.

* We introduce a token sampler that effectively boosts performance. A fusion module is also
introduced to further enhance performance by integrating state space tokens and global features.

* Extensive experiments on multiple challenging benchmarks demonstrate Hamba’s superiority over
current SOTAs, achieving impressive performance for in-the-wild scenarios.

2 Related Works

3D Hand Reconstruction. Multiple approaches have been proposed to reconstruct 3D hand mesh [2,
41, 62, 66, 67,77, 80, 83, 85], with most works leveraging the MANO [75] parametric representation
of the 3D hand. Zhang et al. [101] utilized a CNN encoder to iteratively regress the hand mesh based
on heatmaps under 2D, 3D, silhouette, and geometric constraints. I2L-MeshNet [63] proposed line
pixel-based 1D heatmaps for estimating joint locations and regressing MANO parameters, while
HandAR [81] estimated parameters through three stages: joint, mesh, and a refining stage to combine
previous features. The joint stage applies a multitask decoder to predict both hand joints and the
segmentation mask. MeshGraphormer [52] introduced a graph residual block into the transformer
to enhance the spatial structure. HaMeR [70] showed that a simple but large transformer-based
architecture trained on a large dataset can achieve SOTA performance. SimpleHand [107] sampled
tokens with UV predictions on a high-resolution feature map, cooperating with a cascade upsampling
decoder. They further compare different combinations of token generation strategies are compared,
including global feature, grid sampling, keypoint sampling, 4 X upsampling feature map, and coarse-
mesh-guided point sampling. Recently, HHMR [47] proposed a graph diffusion model to learn a
prior of gestures and inpaint the occluded hand portion. To further enhance performance, we propose
the graph-guided state space model to leverage joint relations and capture spatial joint sequences.

State Space Models (SSMs). State space was originally elaborated in Kalman filtering [39] that de-
scribed states and transitions with first-order differential equations. Structured State Space Sequence
(S4) models [27, 28] have the capability to model dependencies. Recently, Mamba [26] further
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improved the S4 models by expanding their fixed projection matrices linearly with the input sequence
length. Many recent works have adapted Mamba for visual learning, leveraging its global receptive
field and dynamic weights. Liu et al. [57] and Yang et al. [108] used Mamba for classification,
segmentation, and object detection tasks. To effectively capture the spatial relations, they scanned the
input image patches forward and backward horizontally. VMamba [57] further added two vertical
directions creating a cross-scan. Zhang et al. [102] designed a mamba model for motion generation,
scanning unidirectionally along the temporal sequence and bidirectionally along channel dimensions
in a hierarchy. Behrouz ef al. [3] and Wang et al. [89] designed Graph-mamba to address traditional
graph representation learning tasks, enhancing long-range context learning using Mamba blocks.
Hamba makes the first attempt to adapt Mamba and graph learning to solve 3D hand reconstruction.

3 Proposed Methodology

We propose a novel Mamba-based method that incorporates graph learning and state space modeling
to learn the joint relations from the joint spatial sequence (Figure 3). First, we introduce the concept
of state space models (SSMs). Next, we provide the detailed principle of the proposed Token Sampler
(TS), Graph-guided Bidirectional Scan (GBS), and Graph-guided State Space (GSS) modules.

3.1 Preliminaries

S6 Models. Selective Scan Structured State Space Sequence (S6) models [26] is a category of
sequence models that have demonstrated superior ability in handling sequences. These models are
primarily an extension of the previously proposed S4 models [27], which maps an input sequence
z(t) € R — y(t) € R, through the latent state h(t) € RY, following ordinary linear differential equa-
tions (Eq. 1), where A € RV*N B € RV*1 C € R and D € R! are the weighting parameters.

B'(t) = Ah(t) + Bx(t), hy = Ah;_1 + Bz,

y(t) = Ch(t) + Dx(t), M yr = Ch(t). @

For practical computation, these continuous dynamical systems are discretized (Eq. 2). This is
achieved by using the zero-order hold (ZOH) discretization rule (Eq. 3).

A =exp(AA), B=(AA) '(exp(AA) —I)-AB, 3)
where A represents the discrete step size. Since both the weighting parameters and discretizing rules
are fixed over time, S4 models can be viewed as linear time invariance systems. Mamba [26] further
expands S4 models’ projection matrices to scan the entire input sequence through a selective scan.

Mamba for Visual Representation. Since Mamba [26] is primarily designed for 1D data, it is
challenging to directly apply it to image data with global spatial context and local relation information.
Recent works [57, 109] have extended Mamba for learning visual representations. VMamba [57]
developed a 2D selective scan (SS2D) block and integrated it into the VSS Block (Figure 4(b)). The
VSS block is then stacked consecutively with convolution layers for downsampling image patches
via patch merging [58]. The main difference between Mamba and VSS [57] block (Figure 4(a-b)) is
replacing the S6 block with SS2D to adapt selective scanning for image data.

3.2 Hamba

Problem Formulation. Given a single hand image I, our goal is to reconstruct the 3D hand mesh. We
learn the mapping function f(I) = {6, 3, 7} that regresses MANO [75] parameters from the image I,
where § € R*®, 3 € R, and 7 € R? represent the pose, shape, and camera parameters, respectively.
Finally, the MANO model M (#, 3) generates the corresponding hand mesh M € R778%3,

Model Architecture. Figure 3 illustrates the Hamba model architecture. First, we feed the hand
image I € RF>*W >3 into a ViT [19, 95] backbone to extract tokens T € R 76 %16 1280 \where
H=256 and W=192. Tokens from the backbone are downsampled from dimensions 1280 to 512
using convolution layers (Conv2D). Second, we sample effective tokens using a Token Sampler
(TS), which utilizes the 2D joint locations predicted by a Joints Regressor (JR). These tokens are
fed into the Graph-guided State Space (GSS) block, which exploits the joint spatial sequence by
modeling its state space using the proposed Graph-guided Bidirectional scan (GBS). Finally, we fuse
the GSS tokens with the global mean feature, the sampled tokens, and the 2D joint features via a
fusion module. Lastly, the MANO parameters are regressed using MLP.
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Figure 3: Overview of Hamba’s architecture. Given a hand image I, tokens are extracted via a
trainable backbone model and downsampled. We design a graph-guided SSM as a decoder to regress
hand parameters. The hand joints (J,p) are regressed by Joints Regressor (JR) and fed into the Token
Sampler (TS) to sample tokens (Trs). The joint spatial sequence tokens (7gss) are learned by the
Graph-guided State Space (GSS) blocks. Inside each GSS block, the GCN network takes Tt as input
and its output is concatenated with the mean down-sampled tokens. GSS leverages graph learning
and state space modeling to capture the joint spatial relations to achieve robust 3D reconstruction.

Token Sampler (TS) and Joints Regressor (JR). To prevent the GSS Block from being influenced
by the background and unnecessary features during the early stages of the training, it is important to
select effective tokens that encode the relations between hand joints. We propose a Token Sampler
(TS), which selects effective tokens utilizing the initial 2D hand joint prediction from the Joints
Regressor (JR). While it is possible to use off-the-shelf 2D joint estimator like OpenPose [5] or
MediaPipe [60], this would increase model complexity. Previous works [74, 107] primarily used
Conv-Pooling-FC schemes for initial joints regression. In our work, the JR consists of stacked SS2D
blocks followed by an MLP head which regresses the initial MANO parameters {6, 3, 7 }. After the
JR regresses 3D joints Jip € R21%3  these are projected back to the 2D image plane using perspective

projection II with the predicted camera translation 7 to obtain Jop € R21X2 We denote a predefined
focal length Fy,c, = 5000 mm. Those are formulated as,

0,8,# =IJR(T), Jsp =MANO (0,3), Jop =1 (Jip, Froca, 7). )

To align the sampled tokens with 2D joints, we use bilinear interpolation. The sampled token
Trs € RE%Y is formulated as,

Trs = TS(Conv2D(T), Jap), 5)
where J denotes the total of 21 joints, and C' is the token dimension of 512.

Graph-guided Bidirectional Scan (GBS). To achieve robust reconstruction and leverage effective
tokens, we reformulate Mamba’s unidirectional scanning as a graph-guided bidirectional scan, thus
adapting it for 3D reconstruction tasks. GBS is designed to follow a specific graph pattern, considering
the spatial and topological connection of the hand joints with image features. A naive approach would
be scanning all tokenized image patches (Figure 2(b)). However, this involves redundant tokens,
making it challenging to learn joint spatial relations effectively. To address this, we propose two novel
ideas. First, instead of scanning all tokens unidirectionally, we perform hand joint-level bidirectional
scanning of sampled tokens T7s. This effectively reduces the number of tokens to be scanned from
192 to 22 (= 88.5% reduction). We adapt VMamba [57]’s SS2D block for bidirectional scanning
to be suitable for our joint spatial sequence. Second, to capture the local and global joint relations,
we introduce a Semantic GCN block [105]. Mamba learns long-range dependencies, but it is less
effective at capturing fine-grained local information in intricate structures like the 3D mesh. The
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Figure 4: The illustration of the proposed Graph-guided State Space (GSS) block.

GCN learns input-independent weight matrix to model the edges between hand joints, reflecting how
one joint influences another based on prior embedded in graph structures. Introducing graph learning
makes it possible to explicitly encode the graph structure within our GSS module. Let G = {V,E}
be the graph, V is the set of J nodes and E are the edges. Tcn, represents the output of the [-th
GCN block, while the complete output of the GSS block is Tgss,. For a graph-based propagation,
we multiply the token with a learnable parameter matrix W € R¢*©. Thus, the GCN operation is
formulated as,

(6)

T B O'(WTTS Pl(M@G)), lzl,
T oW TEs P PiM e G), > 1,

where M € R7*7 is the learnable weighting matrix, P; denotes the softmax non-linearity that
is applied to normalize the input matrix for all node i choices, while G € [0,1]/*7 denotes the
adjacency matrix of graph G and ® denotes element-wise multiplication. J denotes the total of 21
joints, and C'is the token dimension of 512.

Graph-guided State Space (GSS) Block. Overall, our decoder consists of L GSS blocks. The GSS
architecture is illustrated comparatively in Figure 4. In the first GSS block, the sampled tokens 7rg
are passed through graph convolution (GCN) layers. The GCN layer consists of a PGraphConv [44],
a Batch Norm, and a ReL.U activation. For the GCN, the adjacency matrix is defined based on the
hand joint skeleton in the joint order of MANO. To provide the global context, the output from the
GCN is concatenated with the global mean token along the joint token sequence. This global mean
token is the mean of the downsampled image tokens. This concatenated sequence Ty, is then fed
into the SS2D block and summed with the output through a residual connection. The SS2D block is
followed by a Layer Norm (LN), a Feed-Forward Network (FFN), and another residual connection.
For subsequent GSS blocks [ € {2, .., L}, the input is the output from the previous block Tgss, ;.

Before this sequence passes through its GCN layer, it is split, and only the first 21 tokens Tésls’;"m}

-1
fed to the GCN. The global mean token TG{S?SQZ };1 is concatenated back with the GCN’s output before it
enters the SS2D block as shown in Eq. 7 below:

are

7o Toen, @ Mean(Conv2D(T)), [=1, D
0N ] Toen, @ Tégszil’ [>1,
Toss, = FEN(LN(SS2D(T5cy,) + T6en,)) + SS2D(T6en, ) + Ten, - 8

where @ denotes concatenation. The GSS block not only leverages features from state space modeling
and graph learning but also considers global features. This design enables Hamba to learn effective
features to enhance performance by incorporating state space modeling and graph learning with few
tokens, shown in our ablation study Section 4.2.

State Space Modeling for Joint Spatial Sequence. Different from the video-based Mamba models [7,
22, 46], which learns the temporal feature with the frame sequence, Hamba focuses on the joint
spatial sequence per frame and reveals that modeling joint relations with Mamba [26] can significantly
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improve the 3D reconstruction performance. In particular, as shown in Eq. 1, z:(t) represents ¢-th
token of the joint spatial sequence, which is first sampled by the TS using the JR and then encoded
with the GCN. Note that ¢ denotes the index of the hand joint iteration. Lastly, y(¢) is the updated
token of the ¢-th of the joint spatial sequence after passing through GSS Blocks. The proposed GSS
block effectively enhances 3D reconstruction performance by learning the joint spatial sequence
relations with graph learning and state space modeling.

Loss Functions. Following [70], we train Hamba using a combined loss which includes 2D joint
loss L5p, 3D joint loss Lsp, pose loss Ly, shape loss L3, and an adversarial loss Lyqy. L£op and L3p
are calculated using the L1 Norm, while £y and L3 use the L2 Norm. The training loss Lo iS
defined as Equation 9, where \p, A3p, Mg, Ag, and \,qy denote each term’s weight respectively.

Lol = MapLop + A3pL3p + Ao Lo + AL + AaavLadvs )

4 Experiments

Datasets. We train Hamba on 2.7M training samples from multiple datasets (same setting as [70]
for a fair comparison) that had either both 2D and 3D hand annotations or just 2D annotations. This
included FreiHAND [111], HO3D [29], MTC [91], RHD [110], InterHand2.6M [64], H203D [29],
DexYCB [6], COCO-Wholebody [36], Halpe [21], and MPII NZSL [79] datasets.

Implementation Details. We set learning rate as 10~°, weight decay factor as 10~*, with the ‘sum’
loss. Weights for each term in the loss function are A3p = 0.05 for 3D keypoint loss, Aop = 0.01
for 2D keypoint loss, Ag = 0.001 for global orientation and hand pose loss. Weights for beta and
adversarial loss, i.e., Ag and \,q, were set as 0.0005. Ablations were run for 60k steps due to
computational limitations on 2.7M dataset. Additional details are included in the Appendix A.

Evaluation Metrics. Following the same protocols employed in previous works [52, 70, 107], we
used PA-MPJPE and AUC ; as the metrics for evaluating the reconstructed 3D joints and PA-MPVPE,
AUCy, F@5mm, and F@ 15mm for evaluating the reconstructed 3D mesh vertices.

4.1 Main Results

3D Joints and Mesh Reconstruction Evaluation. We test Hamba on 3 widely used benchmarks:
FreiHAND [111], HO3Dv2 [29], and HO3Dv3 [30]. The quantitative comparison with state-of-the-
art 3D hand reconstruction models is presented in Table 1, Table 2, and Table 3 respectively. Since
almost all previous methods (including the popular MobRecon [9], MeshGraphormer [52], and the
recent HHMR [47], SimpleHand [107]) were trained only using the FreiHAND [111], for a fair com-
parison, we compared them with the Hamba version trained using only the FreiHAND [111] dataset.
Meanwhile, for a fair comparison with HaMeR [70], we trained Hamba on the same datasets as
HaMeR [70] for all other comparisons. Many methods, including the popular MeshGraphormer [52]
and METRO [51], report their metrics using Test-Time Augmentation (TTA) which boosts the fi-
nal results. We report our performances, both with and without TTA. In both scenarios, Hamba
significantly achieves better results, outperforming SOTAs in all benchmarks.

In-the-wild Generalizability Evaluation. Approximately 95% of datasets used for training previous
models [9, 14, 47, 51, 52, 70, 86, 107] were collected in controlled indoor environments, such as
studios or multi-camera setups. This includes the FreiHAND [111], HO3Dv2 [29], and HO3Dv3 [30]
benchmarks that are popularly used for both training and evaluation. However, training models on
datasets collected in controlled environments often leads to decreased performance in real-world sce-
narios. Thus, solely evaluating performance over indoor-collected datasets might not provide a correct
evaluation of the robustness of 3D hand reconstruction. We additionally evaluate Hamba’s in-the-wild
performance on the recently proposed HInt [70] benchmark, which has variations in visual conditions,
viewpoints, and hand interactions. Since HInt-NewDays [13] and HInt-EpicKitchensVISOR [16, 17]
annotations are 2D keypoints, PCK [97] computed at varying thresholds is used as the evaluation
metrics. As shown in Table 5, Hamba outperforms existing models by a large margin and surpasses
HaMeR [70], showing improvement in model robustness for in-the-wild scenarios. None of the
models (including Hamba) have been trained on/ previously ever seen HInt dataset.

Qualitative Comparison. Figure 5 presents the qualitative comparison of Hamba’s 3D hand mesh
reconstruction with SOTA models on in-the-wild images from HlInt-EpicKitchens. This includes
models that directly regress vertices (METRO [51], MeshGraphormer [52]), and parametric methods,
which regress MANO parameters (FrankMocap [76], HaMeR [70]). These images are particularly
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Figure 5: Qualitative in-the-wild comparison of the proposed Hamba with SOTAs on Hlnt-
EpicKitchensVISOR [16, 70]. None of the models (including Hamba) have been trained on Hlnt.

Table 1: Comparison with SOTAs on FreiHAND dataset [111]. *Stacked Structure; fused Test-Time
Augmentation (TTA). Best scores highlighted Green , while second best are highlighted Light Green .
PA-MPJPE and PA-MPVPE are measured in mm. -: Info not reported by model.

Method Venue Backbone | PA-MPIPE | PA-MPVPE | F@5mm{ F@15mm 1
Zimmermann et al. [111] ICCV 19  ResNet50 - 10.7 0.529 0.935
Boukhayma et al. [4] CVPR 19 ResNet50 - 13.0 0.435 0.898
ObMan [32] CVPR 19 ResNetl8 - 13.2 0.436 0.908
MobileHand [50] ICONIP 20 MobileNet - 13.1 0.439 0.902
YoutubeHand [43] CVPR 20  ResNet50 8.4 8.6 0.614 0.966
Pose2Mesh [15] ECCV 20 — 7.7 7.8 0.674 0.969
I2L-MeshNet [63] ECCV 20 ResNet50* 7.4 7.6 0.681 0.973
HIU-DMTL [100] ICCV 21 Custom™ 7.1 7.3 0.699 0.974
CMR [10] CVPR 21 ResNet50* 6.9 7.0 0.715 0.977
12UV-HandNet [8] ICCV 21  ResNet50 6.7 6.9 0.707 0.977
Tang et al. [82] ICCV 21  ResNet50 6.7 6.7 0.724 0.981
METROT [51] CVPR 21 HRNet 6.3 6.5 0.731 0.984
MeshGraphormer![52] ICCV 21 HRNet 5.9 6.0 0.764 0.986
MobRecon [9] CVPR 22 ResNet50* 5.7 5.8 0.784 0.986
FastMETRO [14] ECCV 22 HRNet 6.5 7.1 0.687 0.983
FastViT [86] ICCV 23 FastViT 6.6 6.7 0.722 0.981
AMVUR [35] CVPR 23  ResNet50 6.2 6.1 0.767 0.987
Deformer [98] CVPR 23 HRNet 6.2 6.4 0.743 0.984
PointHMR [42] CVPR 23 HRNet 6.1 6.6 0.720 0.984
Zhou et al. [107] CVPR 24  FastViT 5.7 6.0 0.772 0.986
HaMeR [70] CVPR 24  ViTPose 6.0 5.7 0.785 0.990
HaMeR-170k [70] CVPR 24  ViTPose 6.1 5.8 0.782 0.990
HHMR' [47] CVPR24  ResNet50 5.8 5.8 - -
Hamba Ours ViTPose 5.8 5.5 0.798 0.991
Hamba' Ours ViTPose 5.7 53 0.806 0.992

challenging since they comprise real-world cooking videos of a person with highly occluded hands,
hand-hand, and/or hand-object interactions. For visual comparison, we select images where the hand
lies in the corners, causing a truncation scenario thus increasing the complexity further. Hamba
consistently outperforms other models and achieves a much better reconstruction. From Figure 5, we
can observe that in severe in-the-wild truncation scenarios, Hamba achieves better hand reconstruction,
even though the hand is truncated or occluded. We attribute this performance to effectively learning
the spatial hand joint sequence with the state space model. The same is verified in the ablation study
presented in Sec. 4.2. Figure S5 presents in-the-wild results on various movies, interviews, etc.,
scenarios. Figure S6 and Figure S7 presents additional visual results on HInt-NewDays and HInt-
EpicKitchensVISOR respectively. Hamba can robustly reconstruct 3D hands in various complicated
hand gestures like grasping, holding, grabbing, finger-pointing, and flattening from different viewing
directions, even in heavily occluded and truncated scenarios.
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Table 2: Comparison with SOTAs on HO3Dv2 [29] hand-object interaction benchmark.

Method Venue |PA-MPIPE| PA-MPVPE| F@5mmt F@15mm? AUC; 1 AUCy 1t
ObMan [32] CVPR 19 11.0 11.2 0.464 0.939 0.780 0.777
Pose2Mesh [15] ECCV 20 12.5 12.7 0.441 0.909 0.754 0.749
I2L-MeshNet [63] ECCV 20 11.2 13.9 0.409 0.932 0.775 0.722
Hampali et al. [29] CVPR 20 10.7 10.6 0.506 0.942 0.788 0.790
S2Hand [12] CVPR 21 11.4 11.2 0.450 0.930 0.773 0.777
METRO [51] CVPR 21 104 11.1 0.484 0.946 0.792 0.779
Liu er al. [56] CVPR 21 9.9 9.5 0.528 0.956 0.803 0.810
12UV-HandNet [8] ICCV 21 9.9 10.1 0.500 0.943 0.804 0.799
Tse et al. [84] CVPR 22 - 10.9 0.485 0.943 - -
ArtiBoost [96] CVPR 22 11.4 10.9 0.488 0.944 0.773 0.782
KPT-Transf [31] CVPR 22 10.8 - - - 0.786 -
MobRecon [9] CVPR 22 9.2 94 0.538 0.957 - -
HandOccNet [68] CVPR 22 9.1 8.8 0.564 0.963 0.819 0.819
HFL-Net [54] CVPR 23 8.9 8.7 0.575 0.965 - -
H20Net [94] CVPR 23 8.5 8.6 0.570 0.966 0.829 0.828
AMVUR [35] CVPR 23 8.3 8.2 0.608 0.965 0.835 0.836
HOISDF [72] CVPR 24 9.2 - - - - -
HandBooster [93] CVPR 24 8.2 8.4 0.585 0.972 0.836 0.832
HaMeR [70] CVPR 24 7.7 7.9 0.635 0.980 0.846 0.841
HaMeR-170k [70] CVPR 24 7.6 7.9 0.639 0.981 0.848 0.843
Hamba Ours | 7.5 7.7 0.648 0.982 0.850 0.846

Table 3: Evaluation on HO3Dv3 [30] benchmark. We only list SOTAs that reported on HO3Dv3.

Method Venue | PA-MPIPE| PA-MPVPE| F@5mmf  F@I5mm{  AUC, 1t  AUCy 1
S2HAND [12] CVPR 21 11.5 11.1 0.448 0.932 0.769 0.778
KPT-Transf. [31] CVPR 22 10.9 - - - 0.785 -
ArtiBoost [96] CVPR 22 10.8 10.4 0.507 0.946 0.785 0.792
Yu et al. [99] BMVC 22 10.8 10.4 - - - -
HandGCAT [90] ICME 23 9.3 9.1 0.552 0.956 0.814 0.818
AMVUR [35] CVPR 23 8.7 8.3 0.593 0.964 0.826 0.834
HMP [20] WACV 24 10.1 - - - - -
SPMHand [59] TMM 24 8.8 8.6 0.574 0.962 - -
Hamba Ours | 6.9 6.8 0.681 0.982 0.861 0.864

4.2 Ablation Studies

Effect of Branch-wise Features. We verify the effectiveness of each branch feature by excluding
their respective tokens from the fusion module as shown in Table 4. First, we verify the contribution
of the proposed GSS branch. When the GSS tokens are excluded (Row 3), we observe a major drop
in model performance. Specifically, F@5mm (1) drops from 0.738 — 0.717, and the PA-MPJPE
(1) and PA-MPVPE (]) errors increase from 6.6 — 6.9 and 6.3 — 6.6. Thus, in addition to local
and global contexts, incorporating structured state-space representations can be effective for 3D
hand reconstruction. Moreover, it is important to note that modeling spatial joint sequence relations
provides better tokens than directly using the 2D joint locations, even though the latter has a clear
semantic meaning for all the hand joints. We attribute this to cases of occlusions where the 2D joints
cannot be precisely predicted.

Removing the Token sampler (Row  Table 4: Ablation study on FreiHAND [111] to verify pro-
1) or the 2D joints (Row 2) features posed components. All variants are trained for same number

also shows a performance drop, but  of steps. PA-MPJPE, PA-MPVPE and without are abbreviated
is less significant than removing the 45 PJ, PV, ‘w/o’.

GSS branch, since they only pro-
vide the local context while GSS to-
kens provide both local and spatial-

| Ablation | PI] PV] F@51 F@l51
Branch-wise

. . . 1 | w/o Token_Sampler_Branch 6.8 6.5 0.722 0.987
relations information. Note that 2 | w/o 2D_Joints_Feature_Branch 6.8 6.6 0.718 0.986
the Global Mean token (Row 4) re- 3 | w/o GSS_Token_Branch 69 66 0717 0986
mains important since it captures 4 | wlo Globél_Mean_Token_Branch 73 72 0.680 0.982
the global context, which is dis- _Component-wise

. : 5 | w/o Token_Sampler 6.8 6.6 0.717 0.986

carded in the ablation. 6 | wio Bidirectional_Scan 69 66 0718 0986
7 | w/o GCN 73 72 0.673 0.983

Effect of proposed Components. g | /o Graph-guided_Bi_Scan 73 71 0680 0983
Since the GSS Block stands as a 9 | w/o Mamba (SS2D+LN+FFN) 7.3 7.2 0.675 0.983
major contribution, we additionally =~ Hamba (Full) 66 63 0738 0988

evaluate the effectiveness of each
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Table 5: In-the-wild generalizability evaluation on HInt [70]. PCK is used as the evaluation metric.

NewDays VISOR Ego4D
Method Venue | @005t @011 @0.151 | @0.057 @0.11 @0.151 | @0.057 @0.I1 @0.151
METRO [51] CVPR21 | 147 388 573 168 454 657 132 357 543
| FrankMocap [76] ICCVW21 | 161 414 602 168 456 662 131 369 558
£ | MeshGraphormer [52] ICCV2l | 168 420 597 191 485 674 146 382 560
2 | HandOccNet (param) [68] CVPR22 | 9.1 284 478 8.1 277 493 77 265 417
= | HandOccNet (no param) ~ CVPR22 | 137 391 593 124 387 618 109 351 589
< | HaMeR [70] CVPR24 | 480 780 888 | 430 769 893 389 713 844
HaMeR-170k [70] CVPR24 | 469 786 897 ' 444 793 911 373 716 851
Hamba Ours 487 792 900 472 802 912 | 417 729 855
.| METRO [51] CVPR21 | 192 476 660 197 519 720 158 417 603
£ | FrankMocap [76] ICCVW21 | 201 492 676 204 523 716 163 432 620
3 | Mesh Graphormer [52] ICCV2l | 223 516 688 236 564 747 184 456 632
o | HandOccNet (param) [68]  CVPR 22 10.2 314 51.2 8.5 27.9 49.8 7.3 26.1 48.0
Z | HandOccNet (noparam) ~ CVPR22 | 157 434 640 131 399 632 112 362 603
Z | HaMeR [ /0] CVPR24 | 608 879 944 | 566 880 947 520 82 913
HaMeR-170k [70] CVPR24 | 581 878 947 572 887 954 | 496 85 914
Hamba Ours 612 884 949 614 896 956 | 560 843 919
2 | METRO [51] CVPR21 | 70 236 424 102 324 539 8.1 22 447
Z | FrankMocap [76] ICCVW21 | 92 280 469 110 330 550 84 260 451
£ | MeshGraphormer [52] Iccv 21 79 257 443 109 333 541 83 269 446
B | HandOccNet (param) [68]  CVPR 22 7.2 23.5 424 7.4 26.1 46.7 8.0 26.1 45.7
S | HandOccNet (no param) ~ CVPR22 | 98 312 508 99 337 554 96 311 527
5 | HaMeR [70] CVPR24 | 272 608 789 259 608 807 230 569 763
8 | HaMeR-170k [70] CVPR24 | 289 624 805 204 657 839 246 587 717
Hamba Ours 282 628  8L1 = 299 666 843 | 252 592 776

component in the proposed GSS block. The same is presented in Table 4. The GSS block models
the hand-joint topological structure, learning the graph-structured relations and spatial sequences of
joints via graph and state space modeling. Adopting graph learning additionally provides the local
context. Excluding the GCN, i.e., when simply using a Mamba block, the structure information will
be neglected from the input to the SS2D block, which leads to a large drop in performance (Row
7). This indicates that the GCN is an essential component of the GSS block and using SS2D blocks
alone does not lead to accurate 3D hand mesh reconstruction. A potential counter-argument may be
that the input features and the GCN alone are sufficient for 3D hand reconstruction, without much
improvement from the Mamba Blocks. We removed the Mamba blocks and the GSS degenerates
into simple GCN, leading to an equal performance drop (Row 9). Specifically, the PA-MPJPE (/)
and PA-MPVPE (|) increase from 6.6 — 7.3 and 6.3 — 7.2 respectively, while the F@5mm () and
F@15mm (1) drop from 0.738 — 0.675 and 0.988 — 0.983 respectively. This confirms that both the
GCN and the Mamba blocks are equally important in the GSS Block. To verify the effectiveness of the
bidirectional scanning, we replaced it with conventional unidirectional scanning to compare, denoted
as w/o Bidirectional-scan (Row 6), and the reconstruction error increased. An even larger drop in
performance is observed when the proposed GBS scan is removed from the model (Row 8). When
not using the token sampler, we also see a drop in performance (Row 5). Overall, Table 4 verifies the
effectiveness of each proposed component. We additionally validate this by a qualitative evaluation
(in Figure S3), wherein the visual result gets worse when we remove the proposed modules.

5 Conclusion

We propose Hamba, a novel Mamba-based model for 3D hand reconstruction, which is capable
of reconstructing robust 3D hand meshes with graph learning and state space modeling under
bidirectional scanning. Our key insight is reformulating the Mamba scanning into graph-guided
bidirectional scanning using a few effective tokens. This allows us to leverage the relations between
hand joints and joint spatial sequences, addressing the occlusion and truncation problems using
graph learning and state space modeling. Specifically, we designed a new GSS block to capture the
relation between hand joints using graph convolution layers and Mamba blocks. Finally, we introduce
a practical fusion module to boost performance by incorporating state space features and global
features. Experiments on challenging benchmarks and in-the-wild tests demonstrate that Hamba
outperforms all existing SOTA models.

Limitations. Although we leverage the strong representation capability from the graph-guided
Mamba model and train on the large comprehensive datasets, it may still not be enough to cover all
in-the-wild situations. Our current method lacks the capability to explore temporal features in videos
because crawling video datasets requires extensive manual labor for 3D hand reconstruction.

Broader Impacts. Our research focuses on the Hamba model for 3D hand reconstruction, and we
plan to release the pre-trained models and code. However, there is a potential risk that it could be
used for unauthorized surveillance or privacy infringements.
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A Appendix

We further elaborate on the additional model architecture details (Section A.1), and other training
details A.2 including loss function weights, dataset descriptions, training schemes, test-time aug-
mentation, and various evaluation metric definitions. We also include visual results for failure cases
(Section A.3). In Section A.4 we provide a detailed explanation of the ablation experiments, Table 5
and the algorithm of the GSS block. In Section A.5 we include an additional ablation to compare our
proposed model with attention-based models. Finally Section A.6 demonstrates the transferability of
our GSS block over the 3D Human Mesh Recovery task.

A.1 Model Architecture Details

Hamba follows an encoder-decoder structure that first tokenizes the input image patches, and then
feeds it into the decoder to predict the 3D hand reconstruction results. Architecture details of each
component required to reproduce our results are included in this section. We further include the
model architecture feature dimensions in Figure S1 for additional clarity.
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Figure S1: Illustration of model architecture feature dimensions for additional clarity.

Backbone. Following previous works [70, 86, 107], we ViT-H [19] was used as the encoder that
inputs an I € R256x192X3 and tokenizes the image patches to output 77 € R16X12x1280 okens,
Specifically, the backbone contained 50 transformer layers, with a total of 630M parameters. The
downsampling layers consist of 2D convolution, Batch Norm, ReL.U activation, and another 2D
convolution. The channel dimension is reduced from 1280-dim to 512-dim in the first convolution
operation, while it is maintained as 512-dim in the second. The kernel sizes for both convolutions
were set as one.

Joints Regressor (JR). The JR follows a simple structure, containing only four VSSM (SS2D) blocks
followed by 3 linear layers (MLP) to predict each of the MANO parameters. The VSSM blocks
are 512-dim with a depth of 2, SSM state dimension of 1, SSM ratio of 2, MLP ratio of 4, and a
depth-wise convolution kernel size of 3 (without bias). The Gate control is deprecated, and the JR
takes all T € R16x12x1280 tgkeng input. The final output of the VSSM blocks maintains the same
shape as the input. ‘Mean’ Pooling is performed over the height and width dimensions and then fed

into the linear layers (MLP) to regress the MANO parameters (é7 B , 7).
Token Sampler (TS). The TS was implemented as the pytorch.nn.Functional.grid_sample
module of PyTorch. The TS is followed by a 1D Conv, Batch Norm, ReLLU activation, and another 1D

Conv operation. Bilinear Interpolation was used as the sampling mode to better adapt the float-point
joint location prediction from the JR.

Graph-guided State Space (GSS) Block. The GSS Block has a simple structure. Note that each
GCN layer in a GSS block consists of a single graph convolution operation [44] followed by a
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Batch Norm and ReLU activation. For the rest of the components of the GSS blocks, each has a set
dimension of 512-dim, a depth of 2, an SSM state dimension of 1, an SSM ratio of 2, an MLP ratio
of 4, and a depth-wise convolution kernel size of 3 (without bias). The gate control is deprecated. We
use 04 GSS blocks in our best-trained model.

A.2 Model Training and other details

Loss Functions. As described by Equation 9, the L1 Norm is used to calculate the 3D joint loss and
the 2D joint reprojection loss. Let J5T and JST be the 2D and 3D ground-truth (GT) joint locations,
while J,p and J3p be the corresponding model predictions. If a training dataset additionally provides
the GT MANO parameters, i.e., 65T and ﬁGT with their dataset, we also calculate a MANO parameter
loss (Lg, L) between prediction (¢, ) and the GT (#°T, 36T) using the L2 Norm. The loss terms
are formulated as:

Lsp = [|J55 — Jinll1, Lo = |67 —0]],
o1 (10) ot
L =||Tp — Jooll1, Ls =18 - B2,

To prevent the model from predicting unnatural hand gestures, we cooperate with discriminators Dy,
for (A, 3) and each hand joint angle separately following [23, 40, 70] as: Logv = >, (Dr (8, 5) — 1)2.
The loss weights are kept as A\sp = 0.05, Ayp = 0.01, Ay = 0.001, Ag = 0.0005 and A,gy = 0.0005.

Datasets. In this section, we briefly introduce the datasets used in the study. For training, we use a
mixture of FreiHAND [111], HO3D [29], MTC [91], RHD [110], Interhand2.6M [64], H203D [29],
DexYCB [6], COCO Wholebody [36], Halpe [21], and MPII NZSL [79] datasets. The final dataset
contained a total of 2.7M training samples. We adopt the same dataset mixing ratios as [70]
with sampling weights as 0.25 for FreiHAND and InterHand2.6M, and 0.1 for MTC and COCO-
Wholebody. The rest were all set to 0.05.

Y

* FreiHAND [111] is a large-scale multiview hand dataset with 3D hands annotations, popularly
used by 3D hand reconstruction studies. The training set contains 33k samples collected by
08 cameras in a green-screen studio environment, which are further enhanced by replacing the
backgrounds, leading to an overall 132k samples. The evaluation set contains 4K samples including
both in-door and out-door in-the-wild scenarios. FreiHAND was released by Adobe Research and
University of Freiburg in 2019, and is for research only, non-commercial use.

* HO3Dv2 [29] and HO3Dv3 [31] datasets are part of an ongoing international competition on
3D Hand Reconstruction. Both HO3Dv2 and HO3Dv3 are markerless hand-object interaction
datasets containing 3D poses for both hand and object, released in 2020 and 2022 respectively.
The sequences in the dataset came from the YCB dataset [92] and were collected by single or
multiple RGBD cameras. Currently, the dataset has two versions: v2 and v3. The v2 version
contains about 70k training images and around 10k test images, while the v3 version contains
more than 103K training and 20K test images. The authors do not release the GT annotations and
the results can only be tested using the Codalab [69] competition website. Hamba achieves the
best performance (as of May 2024) on the leaderboard of both datasets. HO3D was released by
Graz University of Technology and CNRS France, and is for research only, non-commercial use.

* Hint-EpicKitchensVISOR [17, 70], HInt-NewDays [70] and HInt-Ego4D [25] datasets consists
of 40.4k hands with 2D keypoints, and was released in 2024. HlInt stands for Hand Interactions in
the Wild, which only has 2D labels and visibility labels. The three subsets of HInt are built based
on the Hands23 [13], Epic-Kitchens [16], and the Ego4D [25] video datasets. In our study, HInt is
not used for training but serves as a benchmark to evaluate Hamba’s cross-dataset generalizability.
This dataset is for research only and non-commercial use.

In addition to the above-discussed datasets, we include the descriptions of the datasets used in the
Hamba training set:

* H203D [31] is first released in 2022. Similar to HO3D, it contains around 61Kk training images and
9k test images using a five RGBD camera multi-view setup in a controlled environment. Compared
to HO3D, the content is further expanded to two hands interacting with different objects.

* DexYCB [0] is a hand-manipulating object dataset captured by 8 RGBD cameras in a laboratory
environment. It contains 582k RGBD images for 10 subjects grasping 20 different objects. Each
of the sequences lasts for 3 seconds. The dataset comes with the 2D and 3D annotation for hand.
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* MTC [91] used the Panoptic Studio to capture both the 3D body and hand poses without using
markers. The dataset recorded 40 subjects for 2.5 minutes and included 111K hand images and
their 3D pose. Each of the subjects performed a large range of both body and hand motions.

* RHD [110] proposed a synthetic dataset for better annotation quality. The dataset utilized 20
different 3D characters performing 39 actions, containing around 44k images in total. Each image
is collected under 320 x 320 resolution and comes with 3D joint annotation. To enhance the
generalization of the dataset, the rendered hands are put on random background images.

* InterHand2.6M [65] is a large-scale real-captured hand interaction dataset. It contains 2.6M
labeled RGB images showing single or two interacting hands. The data was collected using more
than 80 cameras in a precisely calibrated multi-view studio and used a semi-automatic annotation
method. The dataset involved 27 subjects and the image resolution is set to 512 x 334.

* COCO Wholebody [36] based on the COCO dataset and annotated 133 whole body keypoints
including face, hand, body, and feet. It contains 200k RGB in-the-wild images, with 250k instances,
and also comes with face, hand, and body bounding boxes. As for the hand pose estimation task, it
includes about 100k samples with 2D keypoint annotations.

* Halpe [21] is an in-the-wild RGB dataset for full-body human-object interaction dataset. It
contains 50k training and 5k test instances. Images are annotated with 136 full body keypoints.

» MPII NZSL[79] is a mixing dataset, containing in-the-wild, multiview studio collected and
synthetic RGB images. Images are included with single-hand, hand-hand, and hand-object
interactions. The dataset has 11k rendered synthetic samples, 2.8k manually annotated in-the-
wild images from MPII [1] and NZSL [61], and 15k multiview samples from Panoptic Studio
dataset [38]. All the samples come with 2D keypoint annotations.

Training schemes. The Joints Regressor (JR) was trained on a single NVIDIA A4500 GPU with
a batch size of 8 for 1M steps. The training took 5 days and required around 300GB RAM. The
complete Hamba model was trained on two NVIDIA A6000 GPUs which required two days on a
batch size of 56. Early stopping was used after 170k steps to prevent overfitting. The mixing ratio
was kept consistent for both parts of the model. AdamW optimizer was used with a learning rate of
le-5, 51 = 0.9, B2 = 0.999, and a weight decay of 1e-4. The ViT backbone with initialized with
HaMeR [70] released checkpoint and is kept unfroze during training. The same setting was used
while training the JR. Note that for reproducing the results, we recommend directly loading the
released Hamba weights from the GitHub repository. For training from scratch, we recommend using
the same training configuration, since PyTorch Lightening might have a bug for effective batch size.
Refer to the GitHub issue °.

Test Time Augmentation (TTA). Since the FreiHAND dataset was originally part of a challenge on
3D Hand Mesh Reconstruction, many popular models used Test-time augmentation (TTA) to report
their results. For a fair comparison with the models that used TTA, we report both the results, with
and without TTA on the FreiHAND test set in Table 1. Following [52], we let the model infer on the
same test image, which was scaled and rotated multiple times and averaged over the results. This
generally results in a performance boost. The rotations are set from -90° to 90° for every 10°, and
rescaled by factors of (0.7, 0.8, 0.9, 1.0, 1.1). We tested through all the combinations and averaged
the error to obtain the TTA result. Note that we obtained the SOTA results both with and without
TTA. Unless stated otherwise, all reported results in our study are without using TTA.

Evaluation Metrics. Here, we discuss the definitions of the evaluation metrics used in the study.

* PA-MPJPE means Procrustes Aligned-Mean Per Joint Position Error, which is the measure of the
average joint error after Procrustes alignment. It is calculated as the Euclidean distance between
the predicted joints and the GT. PA-MPJPE performs the Procrustes Analysis (PA) [24] method
that aligns the predicted and GT positions using a non-rigid transformation to minimize the overall
distance between them. The PA-MPJPE is measured in millimeters (mm) and widely used as the
evaluation metrics in 3D hand reconstruction works.

* PA-MPVPE means Procrustes Aligned-Mean Per Vertex Position Error, which is similar to PA-
MPIJPE but measures error between mesh vertices after Procrustes alignment. It is also calculated
in millimeters (mm).

’DDP with two GPUs doesn’t give the same results as one GPU with the same effective batch size #6789
https://github.com/Lightning-AI/pytorch-lightning/issues/6789)
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(a) Wrong Palm (b) Missed Finger (c) Incorrect Palm (d) Wrong hand (e) Missed Finger
Orientation due to Motion Blur  orientation, alignment reconstruction reconstruction

Figure S2: Illustration of various failure cases of Hamba: Wrong palm orientation, missed frames
due to motion blur, and missed finger reconstruction.

* F@5/ F@15mm is the harmonic mean between recall and precision under a specified distance
threshold. F@5 and F@15 represent the F-score with a threshold of 5mm and 15mm respectively.

» PCK stands for Percentage of Correct Keypoints. To find PCK, first, the Euclidean distances
between the predicted and GT keypoint are normalized by head segment length. When the
difference is under a certain threshold, the keypoint is considered to be as correct. By varying the
threshold we can draw the curve for PCK that increases along with the threshold.

* AUC denotes the Area Under the Curve. In line with previous works [52], we specify AUC for the
PCK curve with error thresholds between Omm and 5S0mm. AUC for joints and mesh vertices are
denoted as AUC; and AUCy, respectively.

A.3 Failure Cases

Figure S2 presents the various failure cases encountered by Hamba during difficult in-the-wild
scenarios. Here, we see that most failure cases occur when the model fails to robustly predict the
palm orientation as shown in Figure S2(a, ¢); or when it misses the finger due to motion blur in videos
captured at low FPS like Figure S2(b). Sometimes, the model cannot distinguish the direction where
the palm is facing, thus making the prediction rotate for 180. Other cases include failure due to the
detector predicting the wrong hand or complex finger gestures, as illustrated in Figure S2(e).

A.4 Additional details

Algorithm of GSS block. To provide a more detailed description of the proposed Graph-guided State
Space (GSS) block, we present the processing steps of the algorithm, as illustrated in Algorithm 1.

Additional details of Table 5. Since HInt [70] provides annotations for occluded 2D hand keypoints,
we report separate results considering: (i) all joints, (ii) only the joints annotated as visible, and lastly,
(iii) only considering joints annotated as occluded in Table 5. We notice that visible joints have a
relatively higher PCK compared to all joints which include both the visible and occluded joints;
while the occluded joints reconstruction has the lowest PCK. It is important to note that since 3D GT
poses cannot be annotated for in-the-wild images, HInt only provides 2D keypoints. Therefore, we
reproject the 3D hand mesh back to 2D and use PCK to evaluate the reprojection accuracy.

Ablation Experiments. This section provides a detailed explanation of the network architecture
modifications made for the ablation experiments. The ablation results discussed below are presented
in Rows 1-9 of Table 4. The first four experiments involve branch-wise ablations, while the remaining
five focus on architectural modifications in the component-wise ablations. Including branch-wise
experiments helps investigate the contribution at the branch level, while component-wise ablations
clarify the improvements brought by the proposed component.

* w/o Token_Sampler_Branch. We remove the TS branch’s tokens from concatenation with other
tokens in the fusion module, but we do not remove the token sampler. Thus the sampled tokens
from the TS are still input to the GSS block.

* w/o 2D_Joints_Feature_Branch. We removed the 2D joints feature from the JR, which is
concatenated with the other tokens in the fusion module. The joint output from the JR is still used
as a strong local context for sampling effective tokens.

https://doi.org/10.52202/079017-0069 2148



¢ w/o GSS_Token_Branch. To evaluate the contribution of the GSS branch tokens, we remove the
GSS tokens from the fusion module. This helps to evaluate the overall contribution of the GSS
block tokens. It is important to note that modeling joint spatial relations provides better tokens
than directly using the 2D joint locations. It is confirmed by the larger performance drop observed
when the GSS tokens are removed compared to TS tokens, and 2D joints features.

* w/o Global_Mean_Token_Branch. We remove the Global Mean Token branch from the model
architecture and do not include their tokens in the fusion module. Note that we do not remove the
global mean token, which is concatenated with the output of the GCN in the GSS block.

» w/o Token_Sampler. We exclude the TS component directly.

» w/o Bidirectional_Scan. To verify the effectiveness of the bidirectional scanning, we replaced it
with unidirectional scanning.

* w/o GCN. We remove the GCN module to verify the effectiveness of GCN. The sampled tokens
are directly concatenated with the Global Mean Token and input to the SS2D Block.

* w/o Graph-guided_Bi_scan. We shuffled the order of the joint sequence to simulate without
graph-guided scanning.

e w/o Mamba (SS2D+LN+FFN). To evaluate the contribution of Mamba blocks (SS2D+LN+FFN)
in the GSS. We remove the Mamba blocks from the proposed GSS blocks. This includes the SS2D,
Layer Norm (LN), and the Feed-Forward Network (FFN). The GSS blocks degenerate into simple
GCN blocks. We still concatenate it with the global mean token with the output of the GSS block
and split it before feeding it into the next GSS block.

Algorithm 1 Graph-guided State Space (GSS) block

Input: Feature Representation 7" : (B, C, H, W)
Output: Enhanced Representation Tgss, : (5,C,J)
: /* Token Sample */

s Trs: (B, C,J") <« TS(Conv2D(T), Jo1)
m: (B,C,1) < Mean(T)

: /% A Set of GSS blocks */

§ Tdgs"®" « Trs when 1 = 0

: forlin[ltoL] do

/* Graph Convolutions for Hand Joints*/
Toon, : (B.J',C) = GON(Tlge ')

9: 2 :(B,C,J) <+ Concat(Tsen,, m)

10:  /* SS2D Block */

11: 2" :(B,C,J) + Linear(Norm(z"))

12: 2" (B,C,J) + SiLU(DWConuv(2"))
13: ZS8S2D - (U. C, J) < SSQD(Z”/)

14: 250p : (B, C, J) < Linear(Layer Norm(zss:p))
15: /¥ Residual Connection */

16: o' :(B,C,J) + Sum(2', 2z55p)

17: /¥ FFN after Layer Normalization */

18:  y":(B,C,J)+ FFN(LayerNorm(y'))
19: /¥ Residual Connection */

20:  Tgss, : (B,C,J) < Sum(y',y")

210 TE 2 m o Split(Tass, )

22: end for

23: /* Enhance feature representation */

24: Toss,, : (B.C.J) « Concat(Tdss ' m)
25: return Tgss;

© NN AW~

A.5 Ablation study with GCN + Transformer models

We performed an additional ablation study to compare the effect of SS2D block with attention-based
method. The GCN + SS2D in Graph-guided state space block is replaced with GCN + Attention
borrowed from Graformer [106]. The comparison results are shown in Table S1. Both models
are trained with the same dataset setting on a single A6000 GPU for 60K steps, and evaluated on
the FreiHand dataset [111]. Our proposed GCN + SS2D model shows improvement in all metrics
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Figure S3: Qualitative Ablation Study on FreiHAND [111]. Our full model achieves the best result
compared with all the ablation variants.

compared with the GCN + Transformer architecture. This confirms our graph-guided state-space
model has better capability to learn the hand joint relationships.

Table S1: Ablation study on the FreiHand dataset [111] to verify the effectiveness of GCN + SS2D
block comparing with GCN + attention mechanism. Here, ‘w’ denotes ‘with’.

Method | PA-MPJPE | PA-MPVPE | F@5mm 1 F@15mm t
w GCN + Attention 7.0 6.6 0.730 0.985
w GCN + SS2D (Ours) 6.6 6.3 0.738 0.988

Compared to transformer-based models that utilize a large number of tokens for 3D hand reconstruc-
tion, our proposed Hamba uses fewer tokens and is ‘token-efficient’. We provide the details of Hamba
method’s efficiency in terms of inference time, FLOPs, and GPU memory usage in Table S2. This
shows our model is more lightweight and faster comparing to GCN + Transformer-based models.

Table S2: Comparison of Token Efficiency, Parameters, FLOPS, Runtime and GPU Memory.

Parameters (M) | MFLOPs | Runtime (ms) | GPU |

Method Tokens | ‘ Backbone JR Decoder All ‘ Decoder ‘ Backbone JR Decoder | Mem. (MB)

w GCN + Transformer 192 630 276 149 782 830 187 9.0 219 20947

w GCN + 882D (Ours) 22 630 276 71.8 733 649 187 9.0 118 34132
88.5% | - - 518%| 6% 21.8%| | - - 461%)| 83.7%.

A.6 Transfer to 3D Human Mesh Recovery task

To test the transferability of the GSS block acting as a plug-and-play module for other downstream
tasks, we adapted Hamba for the 3D human mesh recovery (HMR) task. We trained our model on
the same mixing datasets as 4D-humans [23]. Our model achieved comparable performance with
4D-humans (HMR2.0b) as shown in Table S3. Hamba showed improvements on LSP-Extended [37]
and COCO datasets [53], as well as achieving comparable results on the 3DPW dataset [87], even
though it’s trained for fewer steps on a single GPU. The performance of our model may be further
improved by increasing training iterations as HMR2.0b [23] under 8 GPU settings. This confirms our
proposed module is capable of serving as a plug-and-play component to solve similar or downstream
tasks. The visual results for in-the-wild scenarios are shown in Figure S4.

Table S3: Results comparison on the Human Mesh Recovery task on three Benchmark datasets.

— : LSP-Ext COCO 3DPW
Method Training Settings ‘ @0.051 @0.11 | @0.051 @0.11 | MPJPE, PA-MPJPE|
HMR2.0b [23] 8 x A100s, IM Steps | 0530  0.820 | 0.860 0960 | 813 54.3
Hamba (Ours) 1 x A100, 300K Steps | 0539 0.832 | 0856 = 0.966 | 81.7 547
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Figure S4: Visual Results of Hamba for Full body Human Reconstruction
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Figure S5: Additional in-the-wild visual results of Hamba. Hamba achieves significant perfor-
mance in various in-the-wild scenarios, including truncations, hands interacting with objects or hands,
different skin tones, viewpoints, angles, occlusion, and movie scenes.
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Figure S6: Qualitative Results on HInt-NewDays [13, 70]. In-the-wild testing results of Hamba on
the HInt-NewDays, which includes highly-occluded hands, hand-hand or hand-object interactions,
and truncation scenarios. We did not use the HInt dataset to train Hamba.
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Figure S7: Qualitative Results on HInt-EpicKitchensVISOR [16, 70]. In-the-wild testing results
of Hamba on the HInt-EpicKitchensVISOR, which includes challenging cooking videos. We did not
use the HInt dataset to train Hamba.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the paper’s
contributions and scope?

Answer: [Yes]

Justification: The claims made in the abstract and the contribution section of the Introduction
are widely substantiated with 9 ablation studies, including visual comparisons for ablations (see
Section 4.2), as well as experiments on 4 popular benchmark datasets.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims made in the
paper.

* The abstract and/or introduction should clearly state the claims made, including the contributions
made in the paper and important assumptions and limitations. A No or NA answer to this
question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how much the
results can be expected to generalize to other settings.

* Itis fine to include aspirational goals as motivation as long as it is clear that these goals are not
attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: The limitations are discussed in Section 5. Although we leverage the strong repre-
sentation capability from the graph-guided Mamba model and train on the large comprehensive
datasets, our experiments do not fully explore temporal features from videos due to the high cost
of collecting video datasets for 3D hand reconstruction.

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that the
paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to violations of
these assumptions (e.g., independence assumptions, noiseless settings, model well-specification,
asymptotic approximations only holding locally). The authors should reflect on how these
assumptions might be violated in practice and what the implications would be.

 The authors should reflect on the scope of the claims made, e.g., if the approach was only tested
on a few datasets or with a few runs. In general, empirical results often depend on implicit
assumptions, which should be articulated.

 The authors should reflect on the factors that influence the performance of the approach. For
example, a facial recognition algorithm may perform poorly when image resolution is low or
images are taken in low lighting. Or a speech-to-text system might not be used reliably to
provide closed captions for online lectures because it fails to handle technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms and how
they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to address
problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by reviewers
as grounds for rejection, a worse outcome might be that reviewers discover limitations that
aren’t acknowledged in the paper. The authors should use their best judgment and recognize
that individual actions in favor of transparency play an important role in developing norms
that preserve the integrity of the community. Reviewers will be specifically instructed to not
penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and a
complete (and correct) proof?
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Answer: [NA]

Justification: We do not propose a theoretical proof. This question is not applicable to our work.

Guidelines:

The answer NA means that the paper does not include theoretical results.

All the theorems, formulas, and proofs in the paper should be numbered and cross-referenced.
All assumptions should be clearly stated or referenced in the statement of any theorems.

The proofs can either appear in the main paper or the supplemental material, but if they appear
in the supplemental material, the authors are encouraged to provide a short proof sketch to
provide intuition.

Inversely, any informal proof provided in the core of the paper should be complemented by
formal proofs provided in the appendix or supplemental material.

Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main experi-
mental results of the paper to the extent that it affects the main claims and/or conclusions of the
paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We have described our model architecture in detail in Appendix Section A.1. The

tr.

aining schemes have been included in Section A.2.

Guidelines:

The answer NA means that the paper does not include experiments.

If the paper includes experiments, a No answer to this question will not be perceived well by
the reviewers: Making the paper reproducible is important, regardless of whether the code and
data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken to make
their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways. For
example, if the contribution is a novel architecture, describing the architecture fully might
suffice, or if the contribution is a specific model and empirical evaluation, it may be necessary
to either make it possible for others to replicate the model with the same dataset, or provide
access to the model. In general. releasing code and data is often one good way to accomplish
this, but reproducibility can also be provided via detailed instructions for how to replicate the
results, access to a hosted model (e.g., in the case of a large language model), releasing of a
model checkpoint, or other means that are appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submissions to
provide some reasonable avenue for reproducibility, which may depend on the nature of the
contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how to
reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe the
architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should either be
a way to access this model for reproducing the results or a way to reproduce the model (e.g.,
with an open-source dataset or instructions for how to construct the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case authors are
welcome to describe the particular way they provide for reproducibility. In the case of closed-
source models, it may be that access to the model is limited in some way (e.g., to registered
users), but it should be possible for other researchers to have some path to reproducing or
verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instructions to
faithfully reproduce the main experimental results, as described in supplemental material?

Answer: [Yes]
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Justification: Our code was included in the Supplementary .zip file during the NeurIPS review. We
will open-source it shortly with a detailed readme on the project’s Github repository.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/public/
guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be possible,
so “No” is an acceptable answer. Papers cannot be rejected simply for not including code,
unless this is central to the contribution (e.g., for a new open-source benchmark).

* The instructions should contain the exact command and environment needed to run to repro-
duce the results. See the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how to access
the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new proposed
method and baselines. If only a subset of experiments are reproducible, they should state which
ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized versions (if
applicable).
* Providing as much information as possible in supplemental material (appended to the paper) is
recommended, but including URLSs to data and code is permitted.
6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyperparameters,
how they were chosen, type of optimizer, etc.) necessary to understand the results?

Answer: [Yes]

Justification: The experimental settings including the data splits, hyperparameters, optimizers,
etc., are included in the Experiments section of the manuscript under Experimental settings.
Additional model settings and training details are included in the Appendix section Section A.1
and Section A.2.

Guidelines:

* The answer NA means that the paper does not include experiments.

» The experimental setting should be presented in the core of the paper to a level of detail that is
necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer:

Justification:

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confidence
intervals, or statistical significance tests, at least for the experiments that support the main
claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for example,
train/test split, initialization, random drawing of some parameter, or overall run with given
experimental conditions).

* The method for calculating the error bars should be explained (closed form formula, call to a
library function, bootstrap, etc.)
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* The assumptions made should be given (e.g., Normally distributed errors).

« It should be clear whether the error bar is the standard deviation or the standard error of the
mean.

* It is OK to report 1-sigma error bars, but one should state it. The authors should preferably
report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis of Normality of
errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or figures
symmetric error bars that would yield results that are out of range (e.g. negative error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how they were
calculated and reference the corresponding figures or tables in the text.
8. Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the computer
resources (type of compute workers, memory, time of execution) needed to reproduce the experi-
ments?

Answer: [Yes]

Justification: The type of GPU, RAM, memory, compute workers, and other compute-related
parameters have been included in the Supplementary Section A.2.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster, or cloud
provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual experimen-
tal runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute than the
experiments reported in the paper (e.g., preliminary or failed experiments that didn’t make it
into the paper).

9. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the NeurIPS
Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: The research conducted in the paper conforms, in every respect, with the NeurIPS
Code of Ethics.

Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a deviation
from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consideration
due to laws or regulations in their jurisdiction).

10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative societal
impacts of the work performed?

Answer: [Yes]

Justification: We have included both the potential positive and negative social impacts of the work
along with the limitations. We will release the pre-trained models and source code. It may be used
for unwarranted surveillance or privacy violations.

Guidelines:

» The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal impact or
why the paper does not address societal impact.
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» Examples of negative societal impacts include potential malicious or unintended uses (e.g.,
disinformation, generating fake profiles, surveillance), fairness considerations (e.g., deploy-
ment of technologies that could make decisions that unfairly impact specific groups), privacy
considerations, and security considerations.

» The conference expects that many papers will be foundational research and not tied to par-
ticular applications, let alone deployments. However, if there is a direct path to any negative
applications, the authors should point it out. For example, it is legitimate to point out that
an improvement in the quality of generative models could be used to generate deepfakes for
disinformation. On the other hand, it is not needed to point out that a generic algorithm for
optimizing neural networks could enable people to train models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is being used
as intended and functioning correctly, harms that could arise when the technology is being used
as intended but gives incorrect results, and harms following from (intentional or unintentional)
misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation strategies
(e.g., gated release of models, providing defenses in addition to attacks, mechanisms for
monitoring misuse, mechanisms to monitor how a system learns from feedback over time,
improving the efficiency and accessibility of ML).

11. Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible release of
data or models that have a high risk for misuse (e.g., pretrained language models, image generators,
or scraped datasets)?

Answer: [NA]

Justification: We only utilized public datasets and follow their Terms of use. No new data was
introduced in our study. Our model does not have a high risk of being misused.

Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with necessary
safeguards to allow for controlled use of the model, for example by requiring that users adhere
to usage guidelines or restrictions to access the model or implementing safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors should
describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do not require
this, but we encourage authors to take this into account and make a best faith effort.
12. Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in the paper,
properly credited and are the license and terms of use explicitly mentioned and properly respected?

Answer: [Yes]

Justification: We acknowledged all papers that produced codes and datasets that we used in the
paper. The licenses of datasets are provided in the Appendix Section A.2.

Guidelines:

» The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a URL.
* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of service of
that source should be provided.

* If assets are released, the license, copyright information, and terms of use in the package should
be provided. For popular datasets, paperswithcode.com/datasets has curated licenses for
some datasets. Their licensing guide can help determine the license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of the derived
asset (if it has changed) should be provided.
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« If this information is not available online, the authors are encouraged to reach out to the asset’s
creators.

13. New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: Our paper does not release new assets.
Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their sub-
missions via structured templates. This includes details about training, license, limitations,
etc.

* The paper should discuss whether and how consent was obtained from people whose asset is
used.

¢ At submission time, remember to anonymize your assets (if applicable). You can either create
an anonymized URL or include an anonymized zip file.
14. Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as well as
details about compensation (if any)?

Answer: [NA]
Justification: Our paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with human

subjects.

* Including this information in the supplemental material is fine, but if the main contribution of
the paper involves human subjects, then as much detail as possible should be included in the
main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation, or
other labor should be paid at least the minimum wage in the country of the data collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human Sub-
jects

Question: Does the paper describe potential risks incurred by study participants, whether such
risks were disclosed to the subjects, and whether Institutional Review Board (IRB) approvals
(or an equivalent approval/review based on the requirements of your country or institution) were
obtained?

Answer: [NA]
Justification: Our study does not involve the collection of new datasets containing human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with human

subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent) may be
required for any human subjects research. If you obtained IRB approval, you should clearly
state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions and
locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the guidelines for
their institution.

* For initial submissions, do not include any information that would break anonymity (if applica-
ble), such as the institution conducting the review.
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