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Figure 1: By decomposing a difficult task into easy subtasks and then progressively performing them
(upper part), our ProEdit achieves high-quality 3D editing results with bright colors and detailed
textures along with introducing new controllability of the editing aggressivity (lower part). More
results are provided on our project page.

Abstract

This paper proposes ProEdit – a simple yet effective framework for high-quality
3D scene editing guided by diffusion distillation in a novel progressive manner.
Inspired by the crucial observation that multi-view inconsistency in scene editing
is rooted in the diffusion model’s large feasible output space (FOS), our framework
controls the size of FOS and reduces inconsistency by decomposing the overall
editing task into several subtasks, which are then executed progressively on the
scene. Within this framework, we design a difficulty-aware subtask decomposition
scheduler and an adaptive 3D Gaussian splatting (3DGS) training strategy, ensuring
high quality and efficiency in performing each subtask. Extensive evaluation
shows that our ProEdit achieves state-of-the-art results in various scenes and
challenging editing tasks, all through a simple framework without any expensive or
sophisticated add-ons like distillation losses, components, or training procedures.
Notably, ProEdit also provides a new way to control, preview, and select the
“aggressivity” of editing operation during the editing process.

1 Introduction

The emergence and advancement of modern scene representation models, exemplified by neural
radiance fields (NeRFs) [1] and 3D Gaussian splatting (3DGS) [2], have significantly reduced the
difficulty associated with high-quality reconstruction and rendering of large-scale scenes. In addition
to reconstructing known scenes, there is growing interest in editing existing scenes to create new ones.
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Among the various editing operations, the instruction-guided scene editing (IGSE) stands out as one
of the most free-form tasks, supporting editing based on simple text descriptions. Due to the lack of
3D supervision data to train editing models in 3D, current state-of-the-art methods tackle IGSE using
2D diffusion distillation, which involves distilling editing signals from a pre-trained 2D diffusion
model [3, 4]. These methods leverage the 2D diffusion model to edit rendered images of scenes from
multiple viewpoints, and then reconstruct the edited scene from these edited images using specific
distillation losses.

However, a substantial challenge faced by such distillation-based approaches in achieving high-quality
scene editing lies in ensuring that the scene representation converges on the edited multi-view images.
Failure to achieve so results in gloomy colors, blurred textures, and noisy geometries (e.g., the failure
cases from [5]). We argue that this challenge is rooted in the diffusion model’s large feasible
output space (FOS) for the same instruction – since a text instruction can be interpreted in different
yet plausible ways. For example, “make the person wear a hat” could be implemented with a hat of
any style, shape, size, position, etc.

Therefore, large FOS is the underlying cause of multi-view inconsistency in 2D editing results,
making the scene representation – originally designed for reconstructing from consistent images –
hard to converge. Previous work, often unaware of this fundamental issue, deals with multi-view
inconsistency by introducing inconsistency-robust distillation losses [6, 7] to tolerant inconsistency, or
proposing additional components and training procedures [8, 9] to select consistent images from the
FOS. While adding costs and complexities, these methods frequently fail to converge to a high-quality
scene when the FOS is considerably large, especially for operations that change the scene’s geometry.

In overcoming this challenge posed by the large FOS, our key insight is to control the FOS size
through editing task decomposition, as illustrated in Fig. 1. Building on this insight, we propose
ProEdit, a simple, novel framework to achieve high-quality IGSE, by decomposing the original, large-
FOS task into multiple subtasks with significantly smaller FOS, and then progressively performing
high-quality editing for each of these tasks. With each subtask’s FOS effectively controlled, they can
be solved under a simple solution without the need for additional distillation losses, components, or
complex training procedures. Progressively solving all these subtasks naturally leads to a high-quality
edited scene that meets the requirements of the original task.

To perform subtask decomposition, we introduce an intuitive formulation of “subtasks” with text
encoding interpolation. Based on this formulation, we propose a subtask scheduler to determine the
subtask decomposition and guide the editing process. This decomposition consists of a sequence of
subtasks, where each subtask is applied to the edited scene from the previous one. We adaptively
assign subtasks according to the estimated FOS size, so that each subtask has comparable FOS sizes
and difficulty levels and can thus be solved relatively easily with high quality and efficiency.

Guided by the subtask scheduler, we progressively iterate on the subtasks to apply editing. Though
their FOS size and difficulty are controlled, it still remains non-trivial to make the scene representation
converge in precise geometry. Failing to achieve this will accumulate errors across subtasks, leading
to unreasonable geometry in the final results. To this end, we choose 3D Gaussian splatting (3DGS)
[2] as our scene representation for its high training efficiency. We design a novel adaptive Gaussian
creation strategy in training to maintain and refine the geometric structure in each subtask, by
controlling the size of the splitting and duplication operations. This strategy allows the geometry to
be adjusted toward the goal of each subtask, while preventing and removing floc, floating noise, and
multi-face structures.

With these key designs, our ProEdit achieves high-quality instruction-guided scene editing in various
scenes and editing tasks with precise geometry and detailed textures, as shown in Fig. 1. Notably,
ProEdit does not rely on complicated or expensive add-ons, such as specialized distillation losses,
additional 3D attention or convolution components, or extended training procedures on the diffusion
model. Moreover, as each subtask represents a partial completion of the overall task, our method
enables users to control, preview, and select the intermediate stages of editing, which we refer to
as “aggressivity” of editing operation during the editing process. This can be simply achieved by
taking the edited scene from a subtask either during or after the editing process. Thus, in contrast
to previous methods such as classifier-free guidance [10] and SDEdit [11], our ProEdit provides a
novel way to monitor and manage the editing process. Users can preview different versions of editing
with the intermediate outcomes, adjust the subtasks on the fly accordingly to achieve improved final
results, and finally select the most satisfactory editing result from all the intermediate ones.
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Our contributions are three-fold. (1) We offer a novel insight into subtask decomposition and
progressive editing, tailored to address the core challenge of large feasible output space in 3D scene
editing. (2) We propose a simple yet effective framework, ProEdit, that generates high-quality edited
scenes by progressively solving each subtask, without requiring any complicated or expensive add-ons
to the diffusion model, while also supporting control, training-time preview, and selection of editing
task aggressivity. (3) We consistently achieve high-quality editing results in various scenes and
challenging tasks, establishing state-of-the-art performance.

2 Related Work

Learning-Based 3D Scene Representation. Our framework necessitates a learnable 3D represen-
tation to depict the scene being edited. Traditional methods model the 3D geometric structure of
a scene with implicit [12–14] or explicit [15–17] representations. However, these methods require
more information or pre-processing beyond multi-view camera images. In 2020, the neural radiance
field (NeRF) [1] emerges as the first neural network-based scene representation, enabling direct scene
reconstruction from multi-view images captured at known camera locations, inspiring numerous
follow-up work [18–24] that explores different aspects including quality, efficiency, and visual effects.
Later, 3D Gaussian splatting (3DGS) [2] becomes a new trend, outperforming NeRF and its variants
in rendering quality and efficiency. 3DGS also leads to several follow-up variants, aiming to improve
geometry [25, 26] and visual effects [27], as well as extending to dynamic 3D scenes [28–30].

3D Scene Editing. Various scene editing tasks have been investigated, each aiming to achieve
different editing objectives for a given scene across a range of scene representations. These tasks
cover different aspects of a scene, including the location, shape, and color of objects [20, 31–33],
physical effects [34], lighting conditions [27, 35, 36], and the overall appearance [5, 7, 9, 37, 38].

Instruction-Guided Scene Editing. Instruction-guided scene editing is a highly free-form yet
challenging task, characterized by a straightforward task descriptor – either an editing operation
(e.g., “Give the person a hat”) or a description of the desired scene (e.g., “A person wearing a
hat”). This task has attracted much attention in the computer vision community. Due to the lack
of large-scale 3D datasets to train editing models directly in 3D, current state-of-the-art methods
[5–7, 9, 38–41] achieve scene editing by distilling knowledge from a pre-trained 2D diffusion model
[3, 5] using score distillation sampling (SDS) [42] and its variants. Instruct-NeRF2NeRF (IN2N) [5]
and its variants [37, 39] apply SDS-equivalent iterative dataset updates to generate edited multi-view
images and train the scene representation on them. One direction of follow-up work [6, 7] proposes
novel distillation methods to better utilize the 2D editing capability, while another [9, 41] introduces
additional components and training procedures to improve the consistency of generation. However,
these approaches are unaware of the core challenge posed by large feasible output space (FOS),
mitigating it with add-ons that may still fail when the FOS becomes considerably large. In contrast,
our ProEdit is tailored for this challenge by proposing subtask decomposition to explicitly control the
size of FOS, thereby extending the capability boundary of instruction-guided scene editing.

3 ProEdit: Methodology

The key insight of our ProEdit is to decompose a full editing task, described by a text instruction,
into a sequence of simpler subtasks with smaller feasible output space (FOS), and apply each
of them progressively on the scene. Our framework consists of three major components: (1) an
interpolation-based subtask formulation that defines, obtains, and interprets each subtask; (2) a
difficulty-aware subtask decomposition scheduler that breaks down the full editing task into several
subtasks of comparable difficulty; and (3) an adaptive 3D Gaussian splatting (3DGS)-based [2]
geometry-precise scene editing method that ensures high-quality editing for each subtask, ultimately
leading to successful completion of the full task. Our framework is visualized in Fig. 2.

3.1 Interpolation-Based Subtask Formulation

In order to decompose a text-described task into subtasks, we first need to clearly define “task”
and “subtasks.” We define an editing task T (s, e = E(p)) as an operation that applies a prompt
(instruction) p on the original scene s, where e = E(p) denotes the text encoding of p calculated by a
frozen text encoder E(·) as part of a 2D diffusion model. The notation T (s, e) represents the edited
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Figure 2: Our ProEdit framework features three major designs: an interpolation-based subtask
formulation (Sec. 3.1), a difficulty-aware subtask scheduler for subtask decomposition (Sec. 3.2),
and an adaptive 3DGS tailored for progressive scene editing through a dual-GPU pipeline (Sec. 3.3).
For an editing task, we first decompose it into interpolation-based subtasks to schedule the editing
process with the subtask scheduler, and then progressively perform the subtasks with adaptive 3DGS.

scene resulting from this task, and we also use T (·, e) to indicate the mapping from the original scene
to the edited scene within this context. Additionally, we define ∅ as the empty prompt, indicating
that the editing task with this prompt retains the original scene, or T (s, E(∅)) = s.

Next, we define subtasks as S(s, r) = T (s, e(r)) with a ratio r ∈ [0, 1], where e(r) = r ·E(p)+(1−
r)·E(∅). This represents a task characterized by an instruction p(r) = E−1(r·E(p)+(1−r)·E(∅)),
whose embedding is a ratio-r interpolation between E(p) and E(∅). Assuming that the neural
network E(·) is continuous, S(s, r) will also be continuous w.r.t. r. Therefore, this formulation
provides a continuous space of subtasks or intermediate tasks between the original task T (·, E(p))
and the identity mapping T (·, E(∅)).

3.2 Difficulty-Aware Subtask Scheduler

Feasible Output Space (FOS) and Task Difficulty. Inspired by the derivation of SDS [42], we
introduce the concept of feasible output space (FOS) for an editing task T (s, E(p)) as follows: the
set of scenes s′ such that, when s′ is rendered from any view v, the resulting image resembles the
edited image (based on instruction p) from the corresponding view v of the original scene s, i.e., the
set of all possible scenes that can be regarded as valid edited result for the given task. A larger FOS
indicates greater diversity in how the editing task can be executed; however, this variability can cause
multi-view inconsistency, if different views are edited differently. Therefore, an editing task with a
larger FOS is inherently more difficult to accomplish.

Formulation of Subtask Decomposition. Our goal is to decompose the original editing task
T (·, E(p)) into a sequence of subtasks, such that applying each subtask progressively or iteratively
on the current scene leads to the final editing result. Formally, the decomposition of a task T (·, E(p))
is a monotonically increasing sequence r0, r1, · · · , rn, where r0 = 0, rn = 1. We then define si as
the edited scene resulting from the i-th subtask. We have

si =

{
s, (original scene), i = 0,
S(si−1, ri), (apply subtask ri on previously edited scene), i = 1, · · · , n. (1)

In other words, the i-th subtask is S(si−1, ri), which is applied on the edited scene si−1 from the
previous (i− 1)-th subtask. The outcome of the i-th subtask is si.

Subtask Difficulty Measurement and Approximation. The difficulty of each subtask S(si−1, ri)
is measured as being proportional to the size of FOS (a continuous space), which is difficult to
compute or even rigorously define. Therefore, we approximate this difficulty by evaluating the
difference between the original and edited images of the 2D diffusion model. Intuitively, an editing
task that brings a significant change typically has more degrees of freedom, leading to a larger FOS.
Additionally, each subtask ri is applied on the scene si−1, which cannot be determined until all
prior subtasks r1, r2, · · · , ri−1 are completed. So, we make another approximation based on the
assumption that the image of a view in si will closely resemble the corresponding view of s edited by
the 2D diffusion model following the instruction of the i-th subtask. In other words,

vk(si) ≈ T2D(vk(s), e(ri)),∀k ∈ V, (2)
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where vk(s) is the rendered image at the k-th view of scene s, and T2D(v, e) is the output of a 2D
editing task applied on image v with instruction embedding e, generated by the 2D diffusion model.
By applying such an approximation to both subtasks and using Learned Perceptual Image Patch
Similarity (LPIPS) to measure the perceptual difference between images, we can then define the
difficulty metric as

d(ri, rj)
Def
===

∑
k∈V

LLPIPS(vk(si), vk(sj)) ≈
∑
k∈V

LLPIPS(T2D(vk(s), e(ri)), T2D(vk(s), e(rj))).

(3)

Observing that d(ri, rj)’s approximation is only related to the rendered image vk(s) of the original
scene s and is independent of that of the edited scene (namely, vk(si)), we can then allow d(ra, rb) to
take any two arbitrary subtasks ra and rb. Our goal is to find the subtask decomposition r0, · · · , rn
with similar {d(ri−1, ri)} for each i.

Difficulty-Aware Adaptive Subtask Decomposition. The approximation of d(ri, rj) disentangles
its computation from the edited scene of task T (·, e(ri)), by substituting it with T2D(·, e(ri)). This
enables us to decompose the subtasks from a more global perspective. Therefore, we propose
an adaptive method to obtain the set of subtask ratios R = r0, · · · , rn. The algorithm operates
recursively over an interval [ra, rb] with a difficulty threshold dthreshold, starting with the interval
[0, 1]. In each recursion, the algorithm first includes both ra and rb in the set R, and stops the
recursion if d(ra, rb) ≤ dthreshold. Otherwise, it selects the middle point rm = (ra + rb)/2, and
recurses on the intervals [ra, rm] and [rm, rb]. Once the recursion is complete, we obtain the sequence
of subtasks r0, · · · , rn by sorting the set R, ensuring that d(ri−1, ri) ≤ dthreshold for all subtasks.

To simplify the subtask decomposition, we check if there exists a subtask ri such that d(ri−1, ri+1) ≤
dthreshold. If so, we could safely remove the subtask ri while still maintaining d(ri−1, ri+1) ≤
dthreshold. This iterative check continues until no further subtasks can be pruned.

Notably, an interpolated subtask can be regarded as a partial completion of the editing instruction. For
example, the instruction “Make him smile” with an interpolation ratio of r = 0.5 can be interpreted
as “Make him half-smile,” indicating a lower aggressivity of the editing operation. In this context,
high aggressivity indicates more significant changes towards the editing operation, whereas low
aggressivity reflects greater similarity between the edited scene and the original one. Therefore,
our subtask decomposition not only lays the foundation for our editing process but also categorizes
task aggressivity, where each subtask corresponds to a specific level of aggressivity. Consequently,
beyond performing editing, our ProEdit enables users to control, preview, and select the aggressivity
of the editing operation during or after the editing process, by utilizing the edited scene of a subtask
throughout the progressive editing workflow. Such a capability is absent in previous work.

Subtask Scheduling. The subtask scheduler also determines when the current subtask is complete,
allowing us to proceed to the next one. Designing an image-based criterion to assess whether the
images in the current subtask have been sufficiently edited is challenging. Therefore, we propose a
criterion based on the scene representation training procedure. Specifically, when the running mean
of the training loss no longer decreases over a specified number of iterations, we regard the scene
representation to be converging to the edited scene, indicating that the current editing subtask is
complete. Moreover, apart from the subtasks r0, r1, · · · , rn, we prepend an additional subtask r0
to refine the initial scene representation using diffusion-reconstructed original images, and append
another subtask rn to consolidate the editing results, as detailed in Appendix B.

3.3 Adaptive 3DGS Tailored for Progression

We choose 3DGS [2] as our scene representation for its high efficiency and rendering quality. However,
3DGS is primarily designed for reconstruction from multi-view consistent images. Directly training
on edited images with 3DGS results in a continuously increasing number of Gaussians that overfit the
inconsistent views, ending up with an out-of-memory error. Therefore, we propose a novel Adaptive
3DGS specifically tailored for progressive scene editing.

Basic Workflow for Each Subtask. As each subtask has a reduced FOS and lower difficulty, we can
use a straightforward approach to perform the subtask editing. Consistent with Instruct-NeRF2NeRF
(IN2N) [5], we apply a simple iterative dataset update (Iterative DU) that iteratively generates edited
views using the diffusion model and employs them to train the scene representation. Unlike NeRFs
[1], our 3DGS-based scene representation accepts full images as supervision instead of rays, allowing
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us to directly train on the edited images without the need to replace rays. This enables a simpler yet
more effective workflow.

Adaptive Gaussian Creation Strategy. While the decomposition of subtasks controls the size of
FOS and reduces potential inconsistencies, making 3DGS converge on the edited multi-view images
remains challenging. Designed only for reconstruction from multi-view consistent images, 3DGS is
not robust enough to deal with all inconsistencies. This can lead to overfitting on the inconsistent
edited images with view-dependent colors, floating or floc noises, and multi-face structures.

Therefore, we propose an adaptive Gaussian creation strategy to refine the geometry of 3DGS,
enabling it to converge on the edited images with reasonable and potentially high-quality geometric
structures. As introduced in [2], the original 3DGS maintains Gaussian-represented geometry by
periodically culling unnecessary Gaussians based on an opacity threshold, and by creating new
Guassians (through splitting or duplicating) to expand model capability according to a training
gradient threshold. Our strategy builds on this geometry maintenance schedule by adaptively
controlling both thresholds. (1) At the beginning of each subtask, we set the opacity of all Gaussians
to the threshold and perform several iterations of training without geometry maintenance. This
training procedure implicitly identifies the Gaussians that correctly lie on the object surface by
making them learn higher opacity, which allows them to be preserved in the scene representation.
Conversely, Gaussians with incorrect geometry learn lower opacity and are subsequently culled
during the next maintenance phase. (2) To prevent the training process from creating too many
noisy Gaussians in a single iteration when operating with edited images, we also control the gradient
threshold for Gaussian creation to achieve a smooth increase in the number of Gaussians. We
schedule the number of created Gaussians based on the existing Gaussians in the scene and the
number previously culled, selecting the threshold according to this scheduled number, as detailed
in Appendix D. With these strategies, our 3DGS is able to converge to the edited scenes with clear
texture and reasonable, even precise geometry.

Dual-GPU Training to Decouple Diffusion and 3DGS. Given the significant difference in iteration
speeds – around 2 seconds per generation for the diffusion model inference and less than 0.02 seconds
per iteration for the 3DGS training procedure – it is challenging to achieve an effective trade-off on a
single GPU during Iterative DU. Inspired by [9, 43], we employ a dual-GPU training schedule to
decouple them. The first GPU iteratively generates newly edited images using the diffusion model
and stores them in a buffer as the updated dataset. Meanwhile, the second GPU iteratively trains
3DGS with the edited images in the buffer and raises a signal to indicate when the current subtask is
complete. This approach enables a highly efficient training procedure within our ProEdit framework.

4 Experiments

4.1 Experimental Settings

Scene Representation and Diffusion Model. As mentioned in Sec. 3.3, our ProEdit leverages
3DGS-based scene representation for high quality and efficiency. We use the Splatfacto model from
the NeRFStudio [44] library as our backbone. For the diffusion model, consistent with previous work
[5, 6, 37, 45], we use a pre-trained Instruct-Pix2Pix (IP2P) [4] model from HuggingFace.

Scenes and Editing Instructions. According to Sec. 3.1, each editing task T (s, E(p)) is character-
ized by a scene s and an instruction p, and the desired output is the edited scene. We evaluate our
ProEdit on the following scene datasets: (1) The IN2N dataset introduced by Instruct-NeRF2NeRF
(IN2N) [5], which is available for free use and is the most widely used dataset in prior work. (2) The
ScanNet++ dataset of indoor scenes, released under the ScanNet++ Terms of Use, which is introduced
for instruction-guided scene editing in [9]. We use instructions either from previous methods for
comparisons or from tasks that require highly noticeable geometric changes in the scene – one of the
most challenging editing tasks that previous methods have struggled to perform well.

Subtask Scheduling. We determine the number of subtasks to balance editing quality, controllability,
and efficiency. For texture-focused instructions (e.g., style transfer), we decompose each task into
approximately 4 subtasks using an appropriate threshold dthreshold; for geometry-related instructions
with much higher FOS, we break each task down into around 8 subtasks with a proper dthreshold.

Baselines. We compare our ProEdit with recent state-of-the-art instruction-guided scene editing
methods, including Instruct-NeRF2NeRF (IN2N) [5] (along with its 3DGS-based implementation
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Figure 3: In the comparative experiments on the Fangzhou and Face scenes, our ProEdit achieves
high-quality editing, with strong instruction fidelity, clear textures, and precise shapes across both
levels of aggressivity controlled by subtask scheduling. The “medium aggressivity” editing results
are obtained from an intermediate subtask. The editing results of the baselines are sourced from
visualizations in their respective papers.

[45]), ViCA-NeRF [41], ConsistDreamer [9], CSD [6], PDS [7], Efficient-NeRF2NeRF (EN2N)
[37], DreamEditor [46], etc. As different methods use different tasks for visualization in their papers,
and some do not provide publicly available code or pre-trained models, our primary comparisons
focus on common editing tasks, leveraging the visualizations presented in their papers. Also, we
include comparisons for some additional tasks with results generated from available code or re-
implementations. As our ProEdit specifically targets the instruction-guided scene editing task, we do
not include comparisons with methods designed for other scene editing or generation tasks.

Implementation Details. We follow the default hyperparameter settings of the Splatfacto method,
and set the classifier-free guidance (CFG) [10] as 7.5× 1.5 for all instructions in the diffusion model.
During the editing process for each subtask, consistent with IN2N [5], we use SDEdit’s [11] method
to control similarity with denoising timesteps between 450 and 850. We also apply HiFA’s [47]
annealing strategy to gradually decrease denoising timesteps in this process. Utilizing a dual-GPU
training workflow (Sec. 3.3), the editing tasks are conducted on two NVIDIA A6000 or A100 GPUs,
with each subtask taking 10 to 20 minutes to complete depending on its difficulty and convergence.

Metrics. We present the quantitative assessment under the following metrics: User Study of Overall
Quality (USO), User Study of 3D Consistency (US3D), GPT Evaluation Score (GPT), CLIP [48]
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Figure 4: In the comparative experiments on the ScanNet++ scenes, our simple ProEdit also
achieves high-quality editing that is comparable to, and in some cases even outperforms, the sophisti-
cated baseline ConsistDreamer [9]. All visualizations are sourced from ConsistDreamer’s paper.

Figure 5: In the comparative experiments across various outdoor scenes, our ProEdit not only
achieves high-quality editing that surpasses the baselines, but also enables aggressivity controls for a
range of scenes and tasks.

Text-Image Direction Similarity (CTIDS), and CLIP Direction Consistency (CDC). The user study
was conducted with 26 participants. The GPT score is detailed in Appendix E. The CLIP-based
scores are consistent with those reported in IN2N [5].

4.2 Experimental Results and Analysis

Qualitative Results. Fig. 3 shows the comparisons in the Fangzhou scene and the IN2N’s Face
scene. Our ProEdit demonstrates results on two levels of editing aggressivity: high aggressivity
results are obtained by executing all subtasks, while medium aggressivity results are derived from
completing only the first 40% subtasks. Overall, our ProEdit produces high-quality editing results
characterized by clear textures, bright colors, reasonable and precise geometry, and high instruction
fidelity. Compared with the baselines, our ProEdit shows enhanced geometry editing capabilities,
particularly in the “Tolkien Elf” editing which features a thinner face, and the “Lord Voldemort”
editing which incorporates more wrinkles in the Fangzhou scene. By contrast, the baselines tend to
maintain geometry more similar to the original scene. Notably, for the editing task “Give him a plaid
jacket,” our ProEdit generates much clearer and more noticeable plaid patterns than all baselines.

The experimental results on the ScanNet++ dataset are shown in Fig. 4. With subtask decomposition
and progressive editing, our ProEdit achieves high-quality results that are comparable to and even out-
perform the baseline ConsistDreamer [9], which incorporates three complicated add-ons for ensuring
3D consistency. This shows that our simple progression is more effective in reducing inconsistency –
through reducing the size of FOS – than explicit 3D consistency-enforcing components.
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Method USO↑ US3D↑ GPT↑ CTIDS↑ CDC↑ Running Time↓
IN2N [5] 51.35 65.45 45.32 0.0773 0.3260 0.5-1h
ConsistDreamer [9] 68.65 75.23 74.40 0.0912 0.3912 12-24h
ProEdit (Ours) 87.96 80.23 81.00 0.0844 0.3833 1-4h

Table 1: Our ProEdit significantly outperforms baselines in USO, US3D, and GPT metrics, and
achieves comparable CLIP metrics to sophisticated ConsistDreamer with only 1/3 of its running time.

Method USO↑ US3D↑ USP↑ GPT↑ CTIDS↑ CDC↑
ProEdit (ND) 68.46 61.72 60.73 72.87 0.0671 0.2902
ProEdit (Full) 92.70 90.48 88.72 82.80 0.0844 0.3833

Table 2: Ablation study of our “no subtask decomposition (ND)” variant shows that our full
ProEdit significantly outperforms the “ND” variant across all metrics, validating that progression is
crucial to achieving high-quality editing results.

Figure 6: Ablation study of our “no subtask decomposition” variant shows that removing subtask
decomposition results in unreasonable geometry, particularly near the cheek area (indicated by the
bounding boxes). This validates the importance of subtask decomposition in achieving high-quality
editing in our framework. “Modeled depth map” is the depths modeled by the scene representation.

We also conduct comparison experiments on two outdoor scenes: “Bear” from IN2N [5] and “Floating
Tree” from NeRFStudio [44], as shown in Fig. 5. In the “grizzly bear” task, our ProEdit generates
similar fur textures as ConsistDreamer, both of which are much clearer than IN2N, with the added
advantage of aggressivity control in our model. Notably, our ProEdit achieves comparable editing
quality at only 1/4 to 1/6 of ConsistDreamer’s running time and with fewer GPUs. In the “snow” task,
our ProEdit also delivers high-quality editing results, generating snow on the ground and making the
sky whiter, while the baseline IN2N creates a blurred ground and leaves. In the “autumn” task, our
ProEdit demonstrates its aggressivity control by adjusting the color intensity of the leaves. These
results highlight the effectiveness of our approach for outdoor scenes as well.

In addition, our ProEdit shows the capability to control and categorize the aggressivity level of
editing tasks. By selecting the edited scene from an intermediate subtask, we can obtain scenes with
varying levels of aggressivity – namely, medium and high aggressivity, as shown in Figs. 3, 4, and
5 – with noticeable discrepancies. For example, in the medium-aggressivity version of the “Tolkien
Elf” editing in Fig. 3, only the eye color and ear shape are modified, while in the high-aggressivity
version, not only are the ears lengthened, but the hair is also colored red, and the face is thinned.
These results underscore the unique strength of our ProEdit in controlling editing aggressivity.

Additional qualitative results are shown on our project page.

Quantitative Results. Table 1 presents quantitative comparisons. ProEdit consistently outperforms
IN2N by a large margin. It also significantly surpasses the strong baseline ConsistDreamer in two
overall quality metrics and the user study-based 3D consistency metric, while achieving comparable
performance on CLIP-based metrics – all with only 1/3 of ConsistDreamer’s running time.
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Ablation Study. To validate the necessity of our subtask decomposition, we conduct experiments
on a variant of ProEdit using only one subtask (n = 1, r0 = 0, r1 = 1), effectively disabling
decomposition (referred to as “ND”). Qualitative results are shown in Fig. 6. Without subtask
decomposition, the variant generates unrealistically long cheeks to accommodate inconsistencies in
cheek decorations across views, resulting in blurred cheek textures in the rendered output due to the
large FOS of the editing task. In contrast, our full ProEdit achieves bright, clear results with precise
and realistic geometry. Quantitative results are shown in Table 2. For this comparison, we conducted
a new user study involving 41 participants, including an additional User Study of Shape Plausibility
(“USP”) metric: we provide participants with the modeled depth maps, similar to those in Fig. 6,
along with the rendered RGB images. We then ask them to evaluate whether the shapes are realistic
and match the rendered images. The “ND” variant performs significantly worse than our full method
on all user study metrics, further underscoring the effectiveness of our subtask decomposition. These
results collectively demonstrate that reducing FOS through subtask decomposition is crucial to our
high-quality results.

5 Discussion

3D Consistency Add-Ons. Different from our subtask decomposition strategy, 3D consistency add-
ons, such as distillation losses, consistency-inducing components, and specific training procedures,
offer an alternative way to control and reduce FOS. Although our framework achieves high-quality
editing without them, combining it with these 3D consistency add-ons can leverage the strengths of
both approaches, potentially reducing the number of required subtasks and enhancing editing quality.

Limitations. Our ProEdit is a distillation-guided framework from 2D diffusion, similar to all
baselines. Therefore, its editing capability is constrained by the underlying diffusion model. If the
diffusion model does not support applying a specific editing instruction on most views of a scene, our
ProEdit will also be unable to do so. Additionally, ProEdit relies on 3DGS for efficient training, which
NeRF-based representations do not support; consequently, it inherits certain limitations of 3DGS,
including limited suitability for unbounded outdoor scenes. Finally, ProEdit may still encounter the
multi-face or Janus problems, as the 2D diffusion model lacks 3D awareness.

Future Directions. There are many promising directions to explore in subtask decomposition beyond
the interpolation-based strategy introduced in this paper. One potential way is to explicitly construct
intermediate subtasks using semantic guidance. For example, applying “Turn him into a bald person”
before “Make him wear a hat” could lead to a more free-form hat independent of the hair, with
such intermediate instructions generated by large language models. Another alternative avenue
involves leveraging video generation models to “animate” the transition from the original scene to
the edited scene, treating this animation process as a series of subtasks. Doing so will enable ProEdit
to function as a 3D scene animator, generating high-quality 4D (dynamic 3D) scenes. Additionally,
the progressive framework of ProEdit can be potentially applied to scene generation.

Potential Societal Impacts. The positive societal impacts of our ProEdit include (1) the development
of consumer-grade 3D scene editing products and applications, facilitated by advancements in 3D
structured-light scanners for mobile phones and virtual reality (VR) and augmented reality (AR); and
(2) the transformation of high-quality 3D and 4D (dynamic 3D) scene creation through the editing of
existing high-resolution scenes. On the other hand, as our framework is based on generative models,
it is crucial to address potential ethical and safety concerns, including risks of producing biased
results and the possibility of misuse for illegal activities.

6 Conclusion

This paper proposes ProEdit, a novel 3D scene editing framework that decomposes the editing
task into subtasks and performs them progressively. Our method targets the fundamental cause of
inconsistency – the large feasible output space of the diffusion model with respect to an editing task.
Extensive experiments show that our ProEdit produces high-quality editing results characterized by
bright colors, sharp and detailed textures, and precise geometric structures across various scenes and
editing tasks. Our method further enables a novel controllability over the aggressivity of the editing
task, by allowing users to select which subtasks to execute. We hope that our ProEdit will inspire
exciting applications and new research directions in 3D scene editing and generation.
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Appendix

Figure A: The visualization of per-view edited results (where each view is edited separately with
IP2P [4]) shows that with the increment of the subtask ratio r, the multi-view inconsistency also
increases, leading to greater editing difficulty.

A Editing Difficulty w.r.t. Subtask Ratio r

We provide a visualization of per-view edited results (i.e., each image is edited individually with IP2P
[4]) with respect to different r’s, as shown in Fig. A. The multi-view inconsistency situations are as
follows:

• r0: All views remain identical to the original view, resulting in perfect consistency.
• r1: The face begins to turn white, with the only inconsistency being the different degrees of

color change.
• r2: Some areas of the face become red, introducing a new inconsistency in different locations

of the red parts.
• r3: Additional areas of the face change color, and the nose alters shape, leading to increased

inconsistencies in color distribution and nose shape.
• r4: The final edited results exhibit various inconsistencies across all parts, even including

changes to hair color.

This visualization shows that the editing inconsistency and difficulty increase as r rises.

B Additional Subtasks r0 and rn

Our ProEdit framework is designed to accept any scene representation for input and output, including
NeRFs [1] and conventional 3DGS [2]. However, our editing process requires the scene representation
to be our adaptive 3DGS (Sec. 3.3), which is optimized for progressive editing.

Therefore, the additional subtasks r0 and rn represent the input and output states where the scene
is in other representations. The corresponding subtasks s0 = S(sinput, r0) and soutput = S(sn, rn)
are for the conversion between these other scene representations and our adaptive 3DGS (i.e., re-
reconstructions). Within such re-reconstructions, the diffusion model acts as a simple refiner for
the per-view images, which preserves most appearances while refining defects or abnormalities and
compensating for minor inadequacies in the edited areas.
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Figure B: The additional subtask rn does not significantly change the overall appearance, but it brings
slight improvements on geometric structure.

We present a visualization of the results before and after the refinement from the additional subtask
rn in Fig. B. The depth maps, modeled by 3DGS, are segmented to emphasize the foreground. We
can observe that the two images exhibit similar appearances, but the refined version demonstrates
more precise geometry and detail near the ear. This shows that while the additional subtask rn does
not lead to significant changes or improvements in overall appearance, it provides minor refinements
to the edited results.

C Consistency and Non-Linearity of Subtasks

In our method, we employ adaptive task decomposition (Sec. 3.2) to reduce the difficulty and
inconsistency of each subtask. We approximate the difficulty by measuring the difference between the
original and edited images, and design an adaptive subtask decomposition upon this difference. Even
if the instruction encoder E(·) is non-linear, this method enables us to achieve subtask decomposition
with reduced difficulty, ensuring that the difficulty of each subtask does not exceed dthreshold, a preset
threshold for subtask difficulty.

As our method decomposes one editing task into multiple subtasks, we need to solve more editing
(sub-)tasks in total. While completing all these subtasks may require a longer total running time,
each subtask is simpler and therefore faster to achieve than performing the entire editing task in one
step. This trade-off allows us to significantly improve performance while gaining control over editing
aggressivity. Notably, our ProEdit is considerably more efficient than the current state-of-the-art,
ConsistDreamer, as detailed in Table 1.

D Gaussian Creation Strategy

Our Gaussian creation strategy regulates the growth speed of the Gaussians. Specifically, if we culled
n Gaussians in the previous step, we will only allow t(n) Gaussians to be created at the current step,
where t(n) represents a threshold function based on n and the total number of Gaussians.

This control strategy for Gaussian creation (1) prevents the generation of excessive Gaussians
for minimally inconsistent multi-view images, and (2) concentrates Gaussian generation in high-
frequency regions of the scene, improving the overall results.

E GPT Evaluation Score

For the “GPT evaluation score” metric, we provide GPT-4o [49] with the original video, the editing
prompt, and the videos generated by three methods all together with random names and in random
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Figure C: The edited 3D scene at each decomposed subtask aligns well with the corresponding
interpolated tasks edited by IP2P [4] for the image.

order to ensure unbiased scoring. GPT-4o then evaluates each video on a scale of 1 to 100, considering
(1) editing completeness and accuracy, (2) preservation of the original content, (3) 3D consistency,
and (4) visual appearance. The scores for all baselines are returned as a JSON array. We repeat this
process multiple times and report the average score.

Our GPT score functions as a Monte-Carlo implementation of the recently proposed VQAScore [50],
a metric that leverages vision-language model evaluation of generated images and has been shown to
outperform CLIP-based [48] scores. Given the advanced capabilities of vision-language models to
evaluate various relevant aspects, this VQA-based metric, along with our GPT score, offers a more
comprehensive automated quantitative measurement than CLIP-based scores.

F Semantic Meaning of Subtasks and Alignment with IP2P Editing

In our method, the semantic meaning can be interpreted as “how IP2P [4] behaves with the interpo-
lated embedding.” Although it is difficult to explicitly define text instructions for the interpolated
embedding, we can still visualize them with IP2P’s editing results corresponding to the interpolated
embeddings.

We provide a visualization illustrating the alignment of the edited scene in Fig. C. From the first
row, we can roughly interpret each subtask’s goal. For example, r2 suggests “give him blue eyes
and pointy ears; make the background slightly green,” while r4 indicates “make his eyes completely
blue, his hair red, and his face slightly thinner; make the background dark green.” Comparing the two
rows, we can observe that the edited scene roughly matches the appearance and effect of IP2P image
editing, particularly in hair color. This reveals the semantic alignment for each subtask.

Although our task decomposition uses a linear interpolation of embeddings, our method is agnostic
to their exact semantic meaning. Our key insight is to decompose a difficult task into several
easier tasks to reduce the inconsistency during distillation (Sec. 3.2). Instead of focusing on the
semantic meaning of the interpolated embeddings, we emphasize whether a selected interpolation
point effectively decreases difficulty and inconsistency. Therefore, our difficulty metric for adaptive
subtask decomposition is designed based on the approximated task difficulty, rather than semantic
differences.
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: We have made the claims of contributions in the abstract and introduction (Sec.
1, the last paragraph, “Our contributions”).
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: They are discussed in Sec. 5.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate ”Limitations” section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [NA]
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Justification: Our paper does not include theoretical results.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: We have provided comprehensive implementation details in Sec. 4. Our
method is also straightforward enough to facilitate reproduction.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [Yes]

Justification: We provide our code on our project page.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: We have provided all necessary details.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment Statistical Significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [No]

Justification: Reporting error bars is computationally intensive, as it necessitates generating
multiple distinct editing results for a single editing task.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer ”Yes” if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
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• It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

• It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: We mention this in the implementation details in Sec. 4.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: Our research conforms, in every respect, with the NeurIPS Code of Ethics.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader Impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: They are discussed in Sec. 5.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: The method we propose in this paper is a framework to utilize existing
generative models instead of proposing a new one, and threfore does not introduce additional
risks of misuse beyond the generative models themselves. The safeguards within such
generative models are sufficient to prevent misuse.
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [Yes]
Justification: We have credited the papers and licenses of datasets we use (IN2N and
ScanNet++).
Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.
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• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [NA]
Justification: This paper does not release new assets.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: This paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: This paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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