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Abstract

Deep State Space Models (SSMs) have proven effective in numerous task scenar-
ios but face significant security challenges due to Adversarial Perturbations (APs)
in real-world deployments. Adversarial Training (AT) is a mainstream approach
to enhancing Adversarial Robustness (AR) and has been validated on various tra-
ditional DNN architectures. However, its effectiveness in improving the AR of
SSMs remains unclear. While many enhancements in SSM components, such
as integrating Attention mechanisms and expanding to data-dependent SSM pa-
rameterizations, have brought significant gains in Standard Training (ST) settings,
their potential benefits in AT remain unexplored. To investigate this, we evalu-
ate existing structural variants of SSMs with AT to assess their AR performance.
We observe that pure SSM structures struggle to benefit from AT, whereas in-
corporating Attention yields a markedly better trade-off between robustness and
generalization for SSMs in AT compared to other components. Nonetheless, the
integration of Attention also leads to Robust Overfitting (RO) issues. To under-
stand these phenomena, we empirically and theoretically analyze the output er-
ror of SSMs under AP. We find that fixed-parameterized SSMs have output error
bounds strictly related to their parameters, limiting their AT benefits, while input-
dependent SSMs may face the problem of error explosion. Furthermore, we show
that the Attention component effectively scales the output error of SSMs during
training, enabling them to benefit more from AT, but at the cost of introducing
RO due to its high model complexity. Inspired by this, we propose a simple and
effective Adaptive Scaling (AdS) mechanism that brings AT performance close
to Attention-integrated SSMs without introducing the issue of RO. Our code is
available at Robustness-of-SSM.

1 Introduction

Deep State Space Models (SSMs) represent a promising emerging model architecture inspired by
traditional linear state space models [1]. These models capture temporal dependencies in sequences
via structured state space transitions [2, 3, 4]. By leveraging their inherent recurrent nature and
linear discretized transmission form, SSMs excel in long-sequence modeling with linear computa-
tional complexity [3, 5]. This makes SSMs highly competitive in various downstream tasks, with the
potential to surpass classical architectures like convolutional networks and Transformers [6, 7, 8].
While the superior performance of SSMs on clean data has been well established across various
tasks, these models may face significant security risks from meticulously crafted Adversarial Per-
turbations (APs) [9, 10, 11, 12, 13]in real-world scenarios. Therefore, it is essential to thoroughly
explore and discuss the Adversarial Robustness (AR) of SSMs. Previous work [14] has conducted
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preliminary robustness evaluations on visual SSMs. However, their assessment was limited to the
VMamba structure. More importantly, they did not specifically evaluate and analyze the perfor-
mance of SSMs under Adversarial Training (AT) [10, 15, 16]. This aspect is crucial for enhancing
the AR of SSMs, as AT is the mainstream approach for improving a model’s AR [16, 17, 18]. To
bridge the current research gap, we aim to answer the following questions:

1. Do many component designs that have proven effective in boosting SSM performance un-
der Standard Training (ST) [19, 20] similarly enhance SSMs when subjected to AT? Ad-
versarial attacks aim to induce erroneous predictions by adding meticulously crafted small
perturbations [9, 10], which may cause a more pronounced negative impact on SSM mod-
els. This is because SSMs heavily rely on sequential dependencies in inputs, causing errors
to accumulate through state propagation. Consequently, it remains uncertain whether com-
monly employed AT frameworks, such as PGD-AT [16] and TRADES [21], can effectively
improve the AR of SSMs.

2. How do various components influence the robustness-generalization trade-off in AT? Due
to the trade-off between robustness and generalization [22, 23], AT often leads to a decrease
in the accuracy of deep learning models on clean data, thus hindering their generalization.
Additionally, deep learning models are prone to Robust Overfitting (RO) [24, 25], where
models trained adversarially overfit to the AT samples but fail to generalize to adversarial
test samples, significantly limiting the effectiveness of AT. We aim to investigate how ex-
isting structural variants of SSMs, such as diagonalized [26] and Multi-Input Multi-Output
(MIMO) SSM [27], affect the robustness-generalization trade-off and RO issues in SSMs,
thereby providing insights for designing more robust SSM structures.

3. Can the analysis of various SSM components’ performance in AT provide valuable insights
for the design of more robust SSM structures? Our objective is to analyze how components
of different SSM variants influence model behavior during AT and to identify those that
contribute positively. This analysis aims to inform adjustments that enhance the robustness
and performance of SSMs under AT.

To response Q1 and Q2, we employ AT using common AT frameworks on various structural variants
of SSMs. These include implementations such as Normal Plus Low-Rank (NPLR) decomposition
(S4) [3], diagonalization (DSS) [28, 26], MIMO extension (S5) [27], integration of attention mech-
anisms (Mega) [19], and data-dependent SSM extension (Mamba) [20]. Subsequently, we conduct
comprehensive robustness evaluations to assess their performance. Specifically, we obtain the fol-
lowing observations: 1)A Clear Robustness-Generalization Trade-off in SSM Structures. We
observe a significant decrease in the Clean Accuracy (CA) of SSMs following AT. Specifically, for
the S4 model on the CIFAR-10 dataset, the CA dropped by nearly 15% compared to ST. This indi-
cates a pronounced robustness-generalization trade-off in SSM structures. 2) Pure SSM structure
struggles in benefit from AT. Despite expanded to data-dependent SSM, Mamba fails to show
distinct superiority over the fixed-parameterized counterparts (S4 and DSS) under AT, even
though all are SISO systems. 3) Only the incorporation of attention mechanisms significantly
enhances both the CA and RA of SSMs after AT. However, this improvement also introduces
a significant issue of RO.

To response Q3, we conduct both empirical and theoretical analyses of the output error of SSMs un-
der AP. Our findings demonstrate that fixed-parameterized SSMs have bounded output errors strictly
related to their parameters, which limits their ability to reduce output errors during AT. In contrast,
data-dependent SSMs may encounter an explosion of output errors. Furthermore, incorporating
attention mechanisms provides additional adaptive scaling of the SSM’s output error, facilitating
better alignment of outputs corresponding to adversarial and clean inputs. However, this also in-
creases complexity, raising the risk of RO. Inspired by this, we explore whether a low-complexity
adaptive scaling operation could assist SSMs in output alignment while avoiding RO issues. To this
end, we designed a simple Adaptive Scaling (AdS) mechanism to aid in output alignment. Our re-
sults indicate that this design effectively enhances the AT performance of SSMs and reduces output
errors without introducing RO issues. We hope that our responses to the above three questions will
inspire further research and development of robust SSM structures.
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2 Preliminaries of SSMs

Given the input signal u(·) ∈ R+ → Rd and time t ∈ R+, the general linear SSM, parametrized by
an state matrix A ∈ Rh×h, an input matrix B ∈ Rh×d, an output matrix C ∈ Rd×h and a direct
transmission matrix D ∈ Rd×d can be formalized as follows:

ẋ(t) = Ax(t) +Bu(t), (1)
y(t) = Cx(t) +Du(t), (2)

where x(t) ∈ Rh and y(t) ∈ Ro represents respectively represent the hidden state and the output
signal at time t.

S4 For the discretized input sequence u ∈ RL×d, S4 [3] broadcasts the same SSM parameters to
each input dimension for state propagation, instantiating a SISO system. Specifically, they employ
a bilinear method [29] for discretization to obtain discretized approximations of the parameters:

xk = Axk−1 +Bu
(i)
k , A = (I −∆t/2 ·A)−1(I +∆t/2 ·A) ∈ Rh (3)

y
(i)
k = Cxk, B = (I −∆t/2 ·A)−1∆B ∈ Rh×1, C = C ∈ R1×h, (4)

where u(i)
k and y

(i)
k represents the i-th element in the k-th token of u and y respectively. ∆t ∈ R+ is

a fixed step size that remains constant for each time step. S4 parameterizes the matrix A using NPLR
decomposition for efficient optimization. By setting x0 = 0, the output can take the following form:

y
(i)
k = CA

k−1
Bu

(i)
1 + · · ·+CABu

(i)
k−1 +CBu

(i)
k . (5)

This can be achieved by a parallelized efficient convolution computation: y(i) = K ∗ u(i), where
the convolution kernel K =

(
CB,CAB, . . . ,CA

L−1
B
)

, resulting in a complexity of O(Lh).

DSS Instead of employ bilinear discretization, DSS [28] uses the Zero-Order Hold (ZOH) dis-
cretization:

A = exp(A∆t), B = (A− I)(∆tA)−1∆tB, C = C (6)

Based on this, they diagonalize A to instantiate the SSM parameters:

A = diag (exp(λ1∆t), exp(λ2∆t), . . . , exp(λh∆t)) , B =

(
exp(λi∆t)− 1

λi exp(Lλi∆t)− 1

)
1≤i≤h

, (7)

where expλi is the i-th diagonal element of A.

S5 S5 [27] still employs ZOH discretization, but with a distinction, they utilize a MIMO setup,
meaning all hidden dimensions of each token are jointly involved in state transition as in eq.(1) and
(2) and employs parallel scanning for computation. To ensure efficiency, they set A = V −1ΛV for
diagonal reparameterization:

Ã = Λ, x̃(t) = V −1x(t), B = V −1B, C̃ = CV , (8)

this reduces the complexity of parallel scanning from O(h3L) to O(hL).

Mamba (S6) Similar to DSS and S5, Mamba [20] utilizes ZOH for discretization and performs di-
agonal instantiation of A, with computations carried out through parallel scanning. It is noteworthy
that Mamba sets adaptive Bk(uk),Ck(uk) and ∆tk(uk), 1 ≤ k ≤ L for each step through learn-
able linear transformation (meaning that they adpoted a data-dependent SSM parameters setting),
while still maintaining a SISO configuration.

Mega Mega’s SSM component is implemented in the form of Exponential Moving Average
(EMA) [19]. Specifically, their Multi-dimensional Damped EMA is given by:

x
(i)
k = αi ⊙ ũ

(i)
k + (1−αi ⊙ δi)⊙ x

(i)
k−1, ũ

(i)
k = βiu

(i)
k , y

(i)
k = η⊤

i x
(i)
k , (9)

where the expansion parameters βi ∈ Rh, projection parameters ηi ∈ Rh, αi, δi ∈ Rh represent the
weighting and damping factors, respectively. This can be formalized equivalently as a SISO SSM
with parameters Ai = diag(1 − αi ⊙ δi), Bi = αi ⊙ βi and C = η⊤

i . Following the execution
of SSM, Mega introduces Attention mechanism between the SSM output y and input sequence u,
which made it the most competitive Attention-based SSM structure [27].
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Table 1: Comparisons among the test accuracy (%) of different SSM structures with different Train-
ing types on MNIST and CIFAR-10 test set. ‘Best’ and ‘Last’ mean the test performance on the best
and last checkpoint, respectively. ‘Diff’ denotes the accuracy gap between the ‘Best’ and ‘Last’.
The best checkpoint is selected based on the highest RA on the test set under PGD-10.

Dataset Structure Training Type Clean PGD-10 AA
Best Last Diff Best Last Diff Best Last Diff

MNIST

S4

ST 99.16 99.15 0.01 4.57 0.72 3.85 0.07 0.00 0.07
PGD-AT 53.26 50.11 3.15 99.92 99.87 0.05 0.26 0.00 0.26
TRADES 99.29 99.11 0.18 99.11 98.82 0.29 89.01 88.35 0.66
FreeAT 99.23 99.21 0.02 24.80 24.37 0.44 0.04 0.00 0.04
YOPO 11.35 11.35 0.00 11.35 11.35 0.00 11.35 11.35 0.00

DSS

ST 99.38 99.33 0.05 7.34 2.72 4.62 0.23 0.00 0.23
PGD-AT 59.87 32.22 27.65 99.95 99.89 0.06 0.62 0.00 0.62
TRADES 99.21 99.16 0.05 98.97 98.75 0.22 89.46 88.20 1.26
FreeAT 99.25 99.23 0.02 16.78 13.90 2.88 0.04 0.00 0.04
YOPO 11.35 11.35 0.00 11.35 11.35 0.00 11.35 11.35 0.00

S5

ST 98.98 98.95 0.03 3.66 0.44 3.22 0.29 0.00 0.29
PGD-AT 96.95 20.20 76.75 99.92 99.86 0.06 0.65 0.00 0.65
TRADES 98.95 98.89 0.06 98.17 97.97 0.20 81.15 80.20 0.95
FreeAT 99.33 99.31 0.02 21.39 20.58 0.51 0.06 0.00 0.06
YOPO 11.35 11.35 0.00 11.35 11.35 0.00 11.35 11.35 0.00

Mega

ST 99.34 99.30 0.04 9.54 7.93 1.61 0.25 0.00 0.25
PGD-AT 42.13 24.74 17.39 99.95 99.86 0.09 0.79 0.00 0.79
TRADES 99.24 99.20 0.04 99.05 98.97 0.08 11.09 10.90 0.19
FreeAT 99.46 99.43 0.03 24.69 13.54 11.15 0.13 0.00 0.13
YOPO 11.35 11.35 0.00 11.35 11.35 0.00 11.35 11.35 0.00

Mamba

ST 98.93 98.86 0.07 25.53 19.35 6.18 0.09 0.00 0.09
PGD-AT 37.18 9.76 27.42 99.87 99.81 0.06 0.53 0.00 0.53
TRADES 98.84 98.83 0.01 98.86 98.79 0.07 53.03 52.85 0.18
FreeAT 99.05 99.03 0.02 35.69 30.20 15.49 0.26 0.00 0.00
YOPO 11.35 11.35 0.00 11.35 11.35 0.00 11.35 11.35 0.00

CIFAR-10

S4

ST 78.78 78.58 0.20 10.38 0.00 10.38 0.96 0.00 0.96
PGD-AT 64.67 64.47 0.20 36.19 35.66 0.53 30.90 30.60 0.30
TRADES 63.91 63.78 0.13 36.00 35.42 0.58 30.55 30.55 0.00
FreeAT 69.69 69.64 0.05 20.91 19.63 1.28 15.57 15.29 0.28
YOPO 61.46 61.34 0.12 30.64 30.11 0.53 25.36 24.94 0.42

DSS

ST 76.03 75.86 0.17 11.42 0.00 11.42 0.62 0.00 0.62
PGD-AT 64.92 64.70 0.22 37.31 37.07 0.24 31.65 31.60 0.05
TRADES 65.08 64.99 0.09 37.44 36.99 0.45 32.55 32.15 0.40
FreeAT 67.46 67.34 0.12 20.38 18.75 1.63 15.13 14.98 0.15
YOPO 59.87 57.77 1.10 31.77 30.89 0.88 26.36 26.01 0.35

S5

ST 70.32 70.30 0.02 7.62 0.00 7.62 0.48 0.00 0.48
PGD-AT 53.93 53.68 0.25 31.49 31.13 0.36 28.89 28.69 0.20
TRADES 57.68 57.23 0.45 31.34 31.10 0.24 26.56 25.73 0.83
FreeAT 67.15 67.00 0.15 19.59 18.56 1.03 13.90 13.67 0.23
YOPO 59.15 58.79 0.36 30.93 28.83 2.10 25.29 25.22 0.07

Mega

ST 79.08 79.03 0.05 3.86 0.07 3.79 0.84 0.00 0.84
PGD-AT 72.54 72.08 0.46 40.53 30.68 9.85 25.79 25.26 0.53
TRADES 71.01 70.84 0.17 43.65 42.63 1.02 37.50 36.97 0.53
FreeAT 76.81 76.10 0.71 27.11 23.93 3.18 17.29 16.99 0.30
YOPO 74.37 72.98 1.39 36.39 31.56 4.83 28.68 27.13 1.55

Mamba

ST 72.59 72.31 0.28 5.76 0.48 5.28 0.43 0.00 0.43
PGD-AT 58.69 58.54 0.15 35.98 35.07 0.91 33.07 32.28 0.79
TRADES 60.93 60.66 0.27 34.84 32.75 2.09 29.87 29.07 0.80
FreeAT 67.37 67.24 0.13 17.40 10.97 6.43 11.84 9.65 2.19
YOPO 65.31 63.36 1.95 28.08 27.61 0.47 23.63 22.85 0.78

3 Empirical Evaluation: Component Contributions to AT Gains
In this section, we empirically assess the natural AR of various SSM structures and their AR post
AT to explore the AR enhancement provided by mainstream AT frameworks for SSMs and the
generalization behavior of SSM variants under AT.

Training Setup. We adopt the ST and two most commonly used AT frameworks, PGD-AT [16]
and TRADES [21], as well as two more efficient and advanced adversarial training frameworks,
FreeAT [30] and YOPO [31], to conduct experiments on the MNIST, CIFAR-10, and Tiny-ImageNet
datasets. For AT, we utilize a 10-step ℓ∞ PGD (PGD-10) as the attack method. Following [21], on
MNIST, we set the adversarial budget to ∥ϵ∥∞ = 0.3, attack step size α = 0.04, the KL divergence
regularizer coefficient for TRADES β = 1.0, and the training epoch to 100. On CIFAR-10 and Tiny-
Imagenet, we set ∥ϵ∥∞ = 0.031, α = 0.007, β = 6.0, and the training epoch to 180. After each
training epoch of AT, we conduct adversarial testing on both the training and test sets to evaluate
robustness and measure generalization on adversarial examples (i.e. Robust Generalization, RG)
[21, 24, 32]. For the model architecture of SSMs, we set all models to a uniform 2-layer architecture
with a hidden dimension d = 128 on MNIST, and a 4-layer architecture with d = 128 on CIFAR-10
and Tiny-Imagenet. Considering that SSMs are a class of models highly reliant on the sequential
dependence, we adopt a sequence image classification setup to thoroughly investigate the AR of
SSMs. For MNIST, we resize inputs to (784, 1), for CIFAR-10 and Tiny-Imagenet, we resize inputs
to (1024, 3) and (4096, 3). Further experimental results, including the results for Tiny-ImageNet,
and detailed configurations are presented in the Appendix C and D.

Evaluation Setting. We record the CA and adversarial test accuracy (i.e. Robust Accuracy, RA)
[10, 33] of each model at their best and final checkpoints across three training schemes to evalu-
ate robustness and examine the robustness-generalization trade-off as well as the issue of RO. The
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Figure 1: The PGD-AT training process, testing process, and the adversarial PGD-10 testing process
on the training and testing datasets on CIFAR-10 and MNIST datasets.
results are presented in Table 1. Beyond adversarial testing with PGD-10, we incorporate AutoAt-
tack (AA) [34] for a rigorous robustness evaluation. AA integrates four attack strategies: APGD-CE
[34], APGD-DLR [34], FAB [35], and Square [36], serving as a powerful adversarial attack baseline
widely used in AR evaluation [25, 33].

For SSMs trained with ST, almost all models exhibit no adversarial robustness, and the adversarial
test loss for all models shows a continuous increase during the training process, as depicted in Fig. 5
in Appendix D, consistent with the conclusions drawn for convolutional networks [16]. However, it
is noteworthy that the RA of Mega and Mamba trained standardly are higher than the rest of the SSM
structures, especially on MNIST where this performance is particularly pronounced. This suggests
that the flexibility introduced by Attention [19] and data-dependent SSM structures also helps the
models to some extent in adapting to adversarial examples. Compared to the ST scenario, we are
more interested in understanding the AR improvement of AT for SSMs and the dynamic behavior of
SSMs during AT. To this end, we plot the training, testing, AT, and adversarial test loss and accuracy
changes of various SSM variants on both datasets for PGD-AT (Fig. 1) and TRADES (Fig. 2). In
conjunction with Table 1, we have the following observations:

1) AT remains an effective strategy for enhancing the AR of SSMs, yet different SSM structures
exhibit a clear trade-off between robustness and generalization. All models benefit from AT,
achieving higher RA with both PGD-AT and TRADES frameworks. Some intriguing phenomenons
occurs on the MNIST dataset, where models trained under the PGD-AT framework exhibit a marked
decrease in CA and almost no RA under AA. In contrast, TRADES does not lead to a significant re-
duction in CA and substantially improves robust accuracy under AA. This disparity is not observed
on CIFAR-10 and Tiny-Imagenet. The phenomenon can be elucidated by findings from [37], which
indicate that MNIST’s limited semantic information may lead PGD-AT to fit to spurious rather than
causal features, resulting in overfitting to ℓ∞ PGD attacks. On the other hand, TRADES explic-
itly constrains the KL divergence between clean and adversarial sample logits, ensuring that the
model learns causal features from clean data while adapting to adversarial distributions. Besides,
on the MNIST dataset, all model architectures fail to converge when trained with YOPO. This ad-
vanced adversarial training strategy relies on the parameters of the model’s input layer for auxiliary
calculations, making it difficult to simply extend and be effective on non-convolutional structures.
However, on the CIFAR-10 dataset, a noticeable decrease in CA is observed across all SSM struc-
tures after AT, particularly for S5, which experienced a 16.62% drop in CA under PGD-AT, with
other structures also showing approximately a 10% reduction in CA, a similar phenomenon is ob-
served on Tiny-ImageNet. This indicates a clear trade-off between robustness and generalization for
SSM structures.

2) The incorporation of Attention indeed yields a better trade-off between robustness and gen-
eralization, yet it also introduces a significant issue of RO. Compared to other SSM structures,
Mega exhibits the least CA degradation after AT, while compared to DSS, the model with the sec-
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Figure 2: The TRADES training process, testing process, and the adversarial PGD-10 testing process
on the training and testing datasets on CIFAR-10 and MNIST datasets.

ond least CA degradation, Mega achieves improvements of 4.21% and 2.68% in CA degradation
under PGD-AT and TRADES, respectively. Moreover, Mega attains the highest adversarial accu-
racy against PGD-10 and AA attacks post-AT (in the best sense). This indicates that the introduction
of Attention can indeed lead to a better robustness-generalization trade-off. However, from Fig. 1
and 2, it is observed that on CIFAR-10, both under PGD-AT and TRADES, Mega demonstrates a
continuous decrease in AT loss and an increase in AT accuracy, but the RA in adversarial testing
shows almost no growth trend in the middle and late stages of training, resulting in a difference of
over 40% (PGD-AT) and over 20% (TRADES) between AT and test accuracy at the end of train-
ing. Particularly for PGD-AT, after achieving the best RA of 40.53% at the 39th epoch, Mega’s RA
begins to gradually decline, eventually falling to 30.68%, showing a very evident RO issue. Addi-
tionally, Mamba also exhibits a clear RO issue during the TRADE training process, as depicted in
Fig. 2, resulting in a difference of over 20% between AT and test accuracy.

3) The pure SSM structure exhibits a significant disadvantage in AT, and the data-dependent
parametrization does not aid in the AT of SSMs. S4, DSS and Mamba, due to their SISO charac-
teristics, require the addition of linear layers after SSM calculation to aid in the interaction between
different feature elements. While S5 that expanded with MIMO capabilities can be equivalent to a
linear combination of multiple SISO SSMs, thus obviating the need for extra position-wise linear
layers [27]. This makes the S5 block consist solely of a MIMO SSM. Nonetheless, on CIFAR-
10, S5 demonstrates a marked disadvantage in RA and a worse robustness-generalization trade-off
compared to other SSMs after training with both PGD-AT and TRADES (Tab. 1). Furthermore,
we also observe that, despite the inclusion of linear layers, Mamba still exhibits a reduction in CA
and RA compared to S4 and DSS, indicating that the extension of the data-dependent SSM does not
contribute to the model’s AT.

Based on the observations, we give an answer to the questions Q1 and Q2. SSMs alone seem to
struggle to perform well in AT, while SSMs integrated with linear layers or Attention demonstrate
a significant enhancement in AR compared to the pure SSM structure. However, SSMs with At-
tention, although showing the greatest gain in both robust and clean accuracy, exhibit a much more
pronounced RO issue compared to SSMs with only linear layers integrated.

Based on these findings, we consider the following: Does the inherent nature of SSMs limit their
benefit in AT? Is it the Attention mechanism itself causing overfitting to AT data? Can formal
analysis of Attention’s behavior in AT provide insights for finding ways to improve SSMs’ AR
while avoiding RO issues? We will delve deeper into these questions in the following section.

4 Component-wise Attribution: Theoretical and Experimental Analysis
In this section, we first theoretically investigate the stability boundaries of various SSMs under APs
to understand why SSMs alone do not benefit significantly from AT. This theoretical analysis aims
to uncover the reasons behind the limited effectiveness of AT on pure SSM structures. Next, we
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Figure 3: Changes in KL divergence and MSE before and after different components in various
SSM structures are presented. The change for each component is calculated as: after component -
before component. The data represents the change rate, calculated as: change / before component.
Blank sections indicate the absence of a corresponding component. Bars with diagonal hatching
represent results on the test set, while bars without hatching represent results on the training set.

experimentally validate each component integrated with SSMs to further elucidate their roles in
enhancing AT performance. Finally, we conduct a formal analysis of why incorporating attention
mechanisms aids in AT, aiming to provide insights for improving the robustness and performance of
SSMs during AT.

4.1 Theoretical Analysis of SSM Stability Under APs

We consider a generalized scenario where the SSM input is denoted as u = (u1, u2, · · · , uL)
T ∈

RL×1, and the input after AP is u′ = (u′
1, u

′
2, · · · , u′

L)
T ∈ RL×1. Let ε = u′ − u =

(ε1, ε2, · · · , εL)T ∈ RL×1, and assume E[ε] = µ, E[ε2k] ≤ M , for k = 1, 2, . . . , L (such as-
sumptions are reasonable due to the perturbation budget constraints inherent to AP). Considering
the generalized SSM setup:

yk = Ck

k−1∏
i=1

AiBku1 + · · ·+C2A1B2uk−1 +C1B1uk. (k = 1, 2, . . . , L). (10)

The form in eq. (10) encompasses both the fixed-parameterized and the data-dependent sce-
nario, where when Ai = A,Bi = B,Ci = C (i = 1, . . . ), Equation (10) represents a fixed-
parameterized SISO SSM. It is reasonable to consider only the SISO case here, as after diagonal
reparameterization, each hidden dimension of the state transition equation in S5 can still be regarded
as an independent SISO system. Based on the above settings, we have the following theorem:

Theorem 4.1.1 Given the SSM formalized as in eq. (10), the output error before and after pertur-
bation, Eε

[
∥y′ − y∥2

]
, has the following upper and lower bounds:

µ2c1

L∑
j=1

[
j−1∏
i=1

|λ̄min
i |

]
(CjBj)

2 ≤ Eε

[
∥y′ − y∥22

]
≤ c2M

L∑
i=1

[
j−1∏
i=1

|λ̄max
i |

]
(CjBj)

2, (11)
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Figure 4: Changes in KL divergence and MSE before and after different components in the S4 and
DSS with different AdS under PGD-AT and TRADES training on CIFAR-10. The change of the
component is calculated as: after component - before component. The data in the figure represents
the change rate which calculated as: change / before component. Bars with diagonal hatching
represent the results on the test set, while bars without hatching represent that on the training set.

where L denotes the length of the input sequence, 0 < c1 ≤ c2 are constants, and λ̄max
i and λ̄min

i

are the eigenvalues of matrix Ai with the maximum and minimum absolute values, respectively.

Theorem 4.1.1 indicates that the output error of SSMs in the presence of AP is strictly related
to the parameters of the SSMs. It should be noted that under the setting of fixed-parameterized
SSMs (S4, DSS, S5, and Mega), the output error Eε

[
∥y′ − y∥22

]
has a fixed lower bound

µ2c1
∑L

j=1

[∏j−1
i=1 |λ̄min

i |
]
(CjBj)

2, which increases with the length of the sequence L.

This implies that even when fixed-parameterized SSMs aim to stabilize the output of adver-
sarial examples during AT by minimizing output error, they are constrained by a fixed lower
bound on the error. This constraint leads to inevitable error accumulation, making it challeng-
ing for pure SSM structures to effectively benefit from AT. While Mamba can avoid the issue of a
fixed error lower bound through adaptive SSM parameterization, it may also introduce more severe
negative impacts. Notice that during the ZOH discretization process, as ∆tk → 0, the eigenvalues
of ∆tA in Bk = (Ak−I)(∆tkAk)

−1∆tk(uk)B tend towards 0. This results in an ill-conditioned
problem when computing the inverse operation (∆tA)−1, causing ∥Bk∥ → ∞. Consequently, this
leads to maxu Ck(uk)Bk(uk)

2 ≤ ∥Ck(uk)∥22∥Bk(uk)∥22 → ∞ in Mamba, potentially resulting
in an almost infinite error bound. In contrast, training stable fixed-parameterized SSMs ensures a
fixed upper bound on output error, thereby avoiding such error explosion issues.

4.2 Experimental Validation and Further Insights

To validate our theoretical analysis with quantitative metric and to deeply investigate the spe-
cific roles of components within various SSM structures during AT, we record the relative change
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Table 2: Comparisons among the test accuracy (%) of S4 and DSS with different AdS modules and
different AT types on CIFAR-10 and MNIST test set. ‘Best’ and ‘Last’ mean the test performance
at the best and last epoch, respectively. ‘Diff’ denotes the accuracy gap between the ‘Best’ and
‘Last’, ‘–’ indicates that the results of AdS are not used. The best checkpoint is selected based on
the highest RA on the test set under PGD-10.

Dataset Structure Training Type AdS Clean PGD-10 AA
Best Last Diff Best Last Diff Best Last Diff

MNIST

S4

PGD-AT
– 53.26 50.11 3.15 99.92 99.87 0.05 0.26 0.00 0.26

ReLU 70.57 55.39 15.18 99.76 99.63 0.13 0.28 0.00 0.28
Sigmoid 53.26 50.55 2.71 99.88 99.82 0.06 0.06 0.00 0.06

Tanh 68.31 58.98 9.33 99.88 99.85 0.03 0.05 0.00 0.05

TRADES
– 99.29 99.11 0.18 99.11 98.82 0.29 89.01 88.35 0.66

ReLU 99.37 99.33 0.04 99.22 99.21 0.01 90.13 90.05 0.08
Sigmoid 99.28 99.27 0.01 99.08 99.05 0.03 89.79 89.60 0.19

Tanh 99.33 99.28 0.05 99.25 99.17 0.08 90.17 90.00 0.17

FreeAT
– 99.23 99.21 0.02 24.80 24.37 0.44 0.04 0.00 0.04

ReLU 99.28 99.23 0.05 25.76 25.23 0.53 0.07 0.00 0.07
Sigmoid 99.17 99.15 0.02 25.32 25.18 0.16 0.04 0.00 0.04

Tanh 99.30 99.21 0.09 25.53 25.02 0.51 0.04 0.00 0.04

YOPO
– 11.35 11.35 0.00 11.35 11.35 0.00 11.35 11.35 0.00

ReLU 11.35 11.35 0.00 11.35 11.35 0.00 11.35 11.35 0.00
Sigmoid 11.35 11.35 0.00 11.35 11.35 0.00 11.35 11.35 0.00

Tanh 11.35 11.35 0.00 11.35 11.35 0.00 11.35 11.35 0.00

DSS

PGD-AT
– 59.87 32.22 27.65 99.95 99.89 0.06 0.62 0.00 0.62

ReLU 58.82 49.00 9.82 99.86 99.80 0.06 0.09 0.00 0.09
Sigmoid 50.24 46.05 4.19 99.97 99.94 0.03 0.23 0.00 0.23

Tanh 51.49 42.40 9.09 99.97 99.95 0.02 0.43 0.00 0.43

TRADES
– 99.21 99.16 0.05 98.97 98.75 0.22 89.46 88.20 1.26

ReLU 99.30 99.27 0.03 99.00 98.99 0.01 88.96 88.80 0.16
Sigmoid 99.33 99.30 0.03 99.08 99.08 0.00 89.25 89.00 0.25

Tanh 99.30 99.27 0.03 99.00 98.95 0.05 90.34 90.25 0.09

FreeAT
– 99.25 99.23 0.02 16.78 13.90 2.88 0.04 0.00 0.04

ReLU 99.45 99.43 0.02 21.78 19.80 1.98 0.06 0.00 0.06
Sigmoid 99.24 99.19 0.05 21.47 19.33 2.14 0.07 0.00 0.07

Tanh 99.36 99.32 0.04 21.67 19.72 1.95 0.04 0.00 0.04

YOPO
– 11.35 11.35 0.00 11.35 11.35 0.00 11.35 11.35 0.00

ReLU 11.35 11.35 0.00 11.35 11.35 0.00 11.35 11.35 0.00
Sigmoid 11.35 11.35 0.00 11.35 11.35 0.00 11.35 11.35 0.00

Tanh 11.35 11.35 0.00 11.35 11.35 0.00 11.35 11.35 0.00

CIFAR-10

S4

PGD-AT
– 64.67 64.47 0.20 36.19 35.66 0.53 30.90 30.60 0.30

ReLU 69.23 69.10 0.13 38.06 37.83 0.23 32.83 31.85 0.98
Sigmoid 68.97 68.79 0.18 37.67 37.47 0.20 32.52 31.65 0.87

Tanh 70.38 70.19 0.19 39.13 38.42 0.71 33.64 33.35 0.29

TRADES
– 63.91 63.78 0.13 36.00 35.42 0.58 30.55 30.55 0.00

ReLU 68.65 68.42 0.23 40.22 39.67 0.55 35.92 35.35 0.57
Sigmoid 67.71 67.55 0.16 38.90 38.46 0.44 34.69 33.95 0.74

Tanh 66.96 66.49 0.47 38.11 37.98 0.13 33.96 33.35 0.61

FreeAT
– 69.69 69.64 0.05 20.91 19.63 1.28 15.57 15.29 0.28

ReLU 70.56 70.47 0.09 21.64 20.52 1.12 16.34 16.15 0.19
Sigmoid 70.21 70.17 0.04 21.39 20.24 1.15 16.17 16.01 0.16

Tanh 70.47 70.38 0.09 21.48 20.28 1.20 16.25 16.12 0.13

YOPO
– 61.46 61.34 0.12 30.64 30.11 0.53 25.36 24.94 0.42

ReLU 62.74 62.61 0.13 31.63 31.24 0.39 26.64 26.35 0.29
Sigmoid 62.61 62.42 0.19 31.52 31.18 0.36 26.61 26.27 0.34

Tanh 62.71 62.69 0.12 31.58 31.25 0.33 26.57 26.31 0.26

DSS

PGD-AT
– 64.92 64.70 0.22 37.31 37.07 0.24 31.65 31.60 0.05

ReLU 70.44 70.12 0.32 40.68 39.88 0.80 28.48 28.20 0.28
Sigmoid 68.19 68.14 0.05 38.31 38.08 0.23 33.71 33.35 0.36

Tanh 69.52 69.31 0.21 38.89 38.06 0.83 33.89 33.70 0.19

TRADES
– 65.08 64.99 0.09 37.44 36.99 0.45 32.55 32.15 0.40

ReLU 69.39 69.09 0.30 41.24 41.04 0.20 37.56 36.50 1.06
Sigmoid 67.66 67.46 0.20 39.94 39.72 0.22 35.19 35.15 0.04

Tanh 69.22 68.93 0.29 40.89 40.67 0.22 36.78 36.65 0.13

FreeAT
– 67.46 67.34 0.12 20.38 18.75 1.63 15.13 14.98 0.15

ReLU 68.28 68.08 0.20 21.18 20.37 0.81 15.89 15.68 0.21
Sigmoid 68.07 67.89 0.08 21.05 20.21 0.84 15.78 15.62 0.16

Tanh 68.30 68.07 0.23 21.13 20.41 0.72 15.83 15.61 0.22

YOPO
– 59.87 57.77 1.10 31.77 30.89 0.88 26.36 26.01 0.35

ReLU 60.33 59.39 0.94 32.53 32.39 0.24 27.18 27.01 0.17
Sigmoid 60.24 59.40 0.84 32.38 32.20 0.18 27.01 26.87 0.14

Tanh 60.31 59.34 0.97 32.47 32.26 0.21 27.23 27.05 0.18

in feature sequence differences d(f ′,f)/∥f∥ (%) on CIFAR-10 for each model post-AT, where
f ′,f ∈ RL×d represent the feature sequences corresponding to adversarial and clean inputs,
respectively. We measure the differences using two metrics: the Mean Squared Error (MSE)
1
T ∥f

′ − f∥22, to quantify the absolute discrepancy between f and f ′, and the Kullback-Leibler
(KL) divergence [38] KL(S(f)∥S(f ′)), to evaluate the distributional divergence between f ′ and
f , where S represents the Softmax operation over the sequence dimension, given by S(f)[k,j] =
exp(f)[k,j]/

∑T
i=1 exp(f)[i,j]. We average the statistical results from both the training and test sets,

analyzing the performance differences between them to attribute the issue of RO. For each compo-
nent, we calculate the average results across all layers. As shown in Fig. 3, there is an increase in
both MSE and KL divergence before and after the SSM in all models. Notably, Mamba exhibits an
over 40 times increase in KL and MSE on both the training and test sets after training with TRADES,
significantly higher than the changes observed in other fixed-parameterized SSMs. These findings
are consistent with our theoretical analysis, indicating that SSMs inherently struggle to reduce out-
put discrepancies through AT, while data-dependent SSMs may experience an explosion of output
errors during AT.
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It is noteworthy that both the linear layers and the Attention mechanism exhibit a significant re-
duction in MSE and KL divergence, implying that they indeed serve to diminish the discrepancy
between feature sequences of clean and adversarial input during AT. This explains why SSMs inte-
grated with Attention and linear layers achieve higher CA and Robust RA in AT. Compared to linear
layers, Attention induces a more pronounced reduction in MSE and KL divergence. However, while
Attention after PGD-AT achieves more than a 90% decrease in MSE and KL divergence on the
training data, it only yields about a 60% reduction on the test set, which is significantly weaker than
the improvements observed on the training set. In contrast, other components do not exhibit such a
notable degradation in difference reduction on the test set, indicating that the RO issue essentially
stems from Attention itself, rather than other components. In fact, the incorporation of Attention
introduces excessive model complexity, which, according to the conclusions in previous work [39],
also limits the model’s RG. According to eq. (11), the introduction of Attention effectively allows
the model to adaptively scale the output error: E

[
∥A(y′)y −A(y)y∥22

]
, where A denotes the Self-

Attention operation. This inspires us to consider: whether incorporating an Ads to the SSM’s output
sequence y with minimal added complexity could enable fixed-parameterized SSMs to approach the
AT performance of Attention while avoiding the introduction of RO?

To answer this question, we introduced an AdS module after the SSM of S4 and DSS, to adaptively
scale the SSM output y: yk = σ(L1(yk))⊙ yk + σ(L2(yk)), where L1 and L2 are learnable linear
mappings, L2(yk) is used to assist in adaptive scaling to adjust the output bias, and σ is an activation
function, which includes ReLU, Tanh, or Sigmoid. We conduct AT on SSMs with AdS integrated
with different activations on CIFAR-10 and MNIST using PGD-AT and TRADES, and record the
best and final CA and RA. As shown in the results in Table 2, regardless of the type of activation
integrated, S4 and DSS with AdS showed more than a 3% improvement in CA and over a 2%
improvement in RA. In particular, the AdS with ReLU as activation brought a 4.1% improvement
in CA and a 3.97% improvement in RA for DSS when trained with TRADES, nearly matching
Mega’s performance in terms of CA and RA under PGD-10 and AA, without exhibiting RO issues
observed in Mega with PGD-AT. The experimental results on Tiny-ImageNet (Tab. 6) also support
the same conclusion. To further confirm that AdS can indeed help reduce SSM output discrepancies,
similar to the effect of Attention, we also quantify the differences in the intermediate layer feature
sequences for each component of S4 and DSS after integrating AdS, as shown in Fig. 4. The
feature sequence differences before and after AdS, in terms of both KL divergence and MSE, shows
a decrease, indicating that the introduction of AdS does help in reducing the disparity between clean
and adversarial feature sequences. This provides an affirmative answer to our question, suggesting
that the primary advantage of Attention in enhancing SSM’s performance in AT is due to its adaptive
sequence scaling. Incorporating a low-complexity adaptive scaling module can improve the SSM
model’s CA and RA in AT while preventing RO issues.

5 Conclusion

In this study, we evaluate the performance of various SSMs structures in AT and investigate which
components positively assist SSMs in this context. Our findings reveal the robustness-generalization
trade-off inherent in SSMs during AT. Although the integration of Attention improves both the CA
and RA of SSMs, it also increases model complexity, leading to RO issues. Through experimental
and theoretical analyses, we demonstrate that pure SSM structures hardly benefit from AT, whereas
Attention facilitates further reduction of output error through sequence scaling. Inspired by this, we
show that introducing a simple and effective AdS module to SSMs effectively enhances their AT
performance and prevents RO. This provides valuable guidance and insights for the future design of
more robust SSM structures.
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A Mathematical Derivations

A.1 The Proof of Theorem 4.1.1

Denote

H ≜


C1B1 0 · · · 0

C2A1B2 C1B1 · · · 0
...

...
. . .

...
CL

[∏L−1
i=1 Ai

]
BL CL−1

[∏L−1
i=1 Ai

]
BL−1 · · · C1B1

 ,

then we have y = (y1, y2, · · · , yL) = Hu, y′ = (y′1, y
′
2, · · · , y′L) = H(u+ ε)

(i) First, we explain how the lower bound is derived

E
[
(y′ − y)

⊤
(y′ − y)

]
= E

[
(Hε)⊤(Hε)

]
≥ [E [(y′ − y)]]

⊤
[E [(y′ − y)]] (Cauchy Schiwarz)

= (µH1)T (µH1)

= µ21THTH1,

(12)

where 1 = (1, 1, · · · , 1)T . Denote H ≜ [h1,h2, · · · ,hL], where h1,h2, · · · ,hL are
column vectors of H , i.e. h1 =

(
C1B1,C2A1B2, · · · ,CL

[∏L−1
i=1 Ai

]
BL

)
,h2 =(

0,C1B1, · · · ,CL−1

[∏L−2
i=1 Ai

]
BL−1

)
, · · · ,hL =

(
0, 0, · · · ,C1B1

)
, then the inequality 12

can be written as :

E
[
(y′ − y)

⊤
(y′ − y)

]
≥ µ2(

L∑
i=1

hi)
T (

L∑
i=1

hi)

= µ2
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C1B1

C2A1B2 +C1B1

...∑L
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C2A1B2 +C1B1

...∑L
j=1 Cj

[∏j−1
i=1 Ai

]
Bj



= µ2

E


C1B1

C2A1B2

...
CL

[∏L−1
i=1 Ai

]
BL




T E
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C1B1

C2A1B2

...
CL
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i=1 Ai

]
BL




= µ2hT
1 E

TEh1.
(13)

where E =



1
1 1
1 1 1
1 1 1 1
...

...
...

...
. . .

1 1 1 1 · · · 1

 is a lower triangular matrix with all elements being 1.

Therefore, ETE is a real symmetric positive definite matrix and is full rank, then there exists an
orthogonal matrix Q and a diagonal matrix Λ = diag(λ1, λ2, · · · , λL), where λi are eigenvalues
of ETE, and λi must satisfy λi > 0, denote λmax = max{λ1, λ2, . . . , λL} = c2 and λmin =

1
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min{λ1, λ2, . . . , λL} = c1, we have,

E
[
(y′ − y)

⊤
(y′ − y)

]
≥ µ2hT

1 E
TEh1

= µ2hT
1 Q

TΛQh1

≥ µ2c1h
T
1 Q

T IQh1

= µ2c1h
T
1 h1

= µ2c1

L∑
j=1

(Cj

[
j−1∏
i=1

Ai

]
Bj)

2.

(14)

(ii) Perform a similar derivation for the upper bound
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(y′ − y)

⊤
(y′ − y)

]
= E

[
(Hε)⊤(Hε)

]
= E

[
εTHTHε

]
= E

[
(

L∑
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

C1B1

C2A1B2

...
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where Eε =
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ε1
ε1 ε2
...

...
. . .

ε1 ε2 · · · εL

 = E · diag(ε1, ε2, · · · , εL) ≜ EΛε. Let the eigenvalue

with the maximum absolute value of matrix Ai be denoted as λ̄max
i and the eigenvalue with the

minimum absolute value as λ̄min
i note that
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i=1 |λ̄min

i |(CjBj)
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Table 3: Specific architecture of models with different SSM structures on each dataset.

Structure CIFAR-10 MNIST
Input SSM Layer×4 Output Input SSM Layer×2 Output

S4 Linear(3,128)
LayerNorm(128)

S4 SSM
GeLU

Linear(128,128)
GeLU

LayerNorm(128)

Linear(128,10) Linear(1,128)
LayerNorm(128)

S4 SSM
GeLU

Linear(128,128)
GeLU

LayerNorm(128)

Linear(128,10)

DSS Linear(3,128)
LayerNorm(128)

DSS SSM
GeLU

Linear(128,128)
GeLU

LayerNorm(128)

Linear(128,10) Linear(1,128)
LayerNorm(128)

DSS SSM
GeLU

Linear(128,128)
GeLU

LayerNorm(128)

Linear(128,10)

S5 Linear(3,128)
LayerNorm(128)

S5 SSM
LayerNorm(128) Linear(128,10) Linear(1,128)

LayerNorm(128)
S5 SSM

LayerNorm(128) Linear(128,10)

Mega Linear(3,128)
LayerNorm(128)

EMA
Attention
Softmax

LayerNorm(128)
Linear(128, 256)

SiLU
Linear(256, 128)
LayerNorm(128)

Linear(128,10) Linear(1,128)
LayerNorm(128)

EMA
Attention
Softmax

LayerNorm(128)
Linear(128, 32)

SiLU
Linear(32, 128)

LayerNorm(128)

Linear(128,10)

Mamba Linear(3,128)
LayerNorm(128)

Mamba SSM
Linear(256,128)
LayerNorm(128)

Linear(128,10) Linear(1,128)
LayerNorm(128)

Mamba SSM
Linear(256,128)
LayerNorm(128)

Linear(128,10)

Table 4: Model and Training parameters on MNIST, CIFAR-10 and Tiny-Imagenet datasets.

Parameters MNIST CIFAR-10 Tiny-Imagenet

Model

Input Dim 1 3 3
SSM Layers 2 4 4
Model Dim 128 128 128
State Dim 32 64 64

Output Dim 10 10 50
Reduction Before Head Mean Mean Mean

Training

Optimizer AdamW AdamW AdamW
Batch Size 256 128 64

Learning Rate 0.001 0.001 0.001
Scheduler cosine cosine cosine

Weight Decay 0.0002 0.0002 0.0002
Epoch 100 180 180
∥ϵ∥∞ 0.3 0.031 0.031
α 0.04 0.007 0.007

β in TRADES 1 6 6

B Related Works

B.1 Robust Attacks and Defenses

The existence of adversarial examples [9, 10] has revealed the vulnerability of deep neural net-
works, where even imperceptible perturbations added to clean samples can deceive these networks.
Such adversarial examples can be crafted by malicious adversaries in the real world [40, 41], thus
necessitating models to possess sufficient adversarial robustness to effectively counter adversarial
attacks.

To enhance the adversarial robustness of models against adversarial attacks, numerous adversarial
defense methods have been proposed. Currently, the most widely used and effective defense method
is AT [15, 16]. AT employs samples perturbed by adversarial attacks as training data, enabling
the model to adapt to the distribution of adversarial examples and thus gain adversarial robust-
ness [15, 16, 21]. Additionally, various other learning frameworks have been integrated into AT to
improve its effectiveness, such as metric learning [42, 43], self-supervised learning [44, 45], and
ensemble learning [46, 47]. However, AT still has two main limitations: 1) the inherent robustness-
generalization trade-off in deep models [21], which leads to a decrease in the model’s clean accuracy
after AT; 2) RO [48, 49], where the model overfits to the adversarial examples in the training set.

B.2 SSM Models

Due to SSMs’ excellent long-sequence modeling capabilities and efficient linear computational com-
plexity, these models have garnered widespread attention and achieved great success in various fields

3
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Figure 5: The ST training process, testing process, and the adversarial PGD-10 testing process on
the testing datasets on CIFAR-10 and MNIST datasets.

Table 5: Comparisons among the test accuracy (%) of different SSM structures with different Train-
ing types on Tiny-Imagenet test set. ‘Best’ and ‘Last’ mean the test performance on the best and last
checkpoint, respectively. ‘Diff’ denotes the accuracy gap between the ‘Best’ and ‘Last’. The best
checkpoint is selected based on the highest RA on the test set under PGD-10.

Dataset Structure Training Type Clean PGD-10 AA
Best Last Diff Best Last Diff Best Last Diff

Tiny-Imagenet

S4
ST 21.00 20.88 0.12 0.00 0.00 0.00 0.00 0.00 0.00

PGD-AT 12.32 11.88 0.44 4.68 4.60 0.08 3.36 3.20 0.16
TRADES 17.92 17.44 0.48 3.48 3.24 0.24 3.00 2.88 0.12

DSS
ST 23.20 23.00 0.20 0.40 0.00 0.40 0.00 0.00 0.00

PGD-AT 11.68 11.20 0.48 4.76 4.56 0.20 3.20 3.12 0.08
TRADES 17.24 16.96 0.28 3.28 3.08 0.20 2.64 2.40 0.24

S5
ST 18.64 18.60 0.04 0.04 0.00 0.04 0.00 0.00 0.00

PGD-AT 12.20 11.68 0.52 4.48 4.00 0.48 3.28 3.12 0.16
TRADES 14.72 13.96 0.76 2.56 2.20 0.36 2.12 1.92 0.20

Mega
ST 36.84 36.80 0.04 1.60 0.00 1.60 0.00 0.00 0.00

PGD-AT 28.08 23.96 4.12 11.32 2.76 8.56 5.88 1.08 4.80
TRADES 32.12 30.00 2.12 10.44 8.48 1.96 5.24 4.88 0.36

Mamba
ST 29.12 28.68 0.44 0.08 0.00 0.00 0.00 0.00 0.00

PGD-AT 27.52 27.36 0.16 6.48 4.04 2.44 4.08 1.92 2.16
TRADES 29.28 28.64 0.64 5.00 4.36 0.64 2.80 2.36 0.44

such as computer vision [50, 51] and natural language processing [20]. [1] was the first to integrate
state-space models from modern control theory with deep learning, initiating extensive research on
SSMs within the deep learning community. Early research on SSMs was limited by issues such
as the computational complexity of training and the exponential decay of memory [52], which re-
stricted their application. S4 [3] optimized the parameterization scheme of SSMs to reduce the com-
putational requirements for training, while S5 [27] further extended S4’s SISO system to a MIMO
system. Mamba [20] introduced a selective scanning mechanism to more flexibly adapt to the input,
significantly enhancing the performance of SSM models. Additionally, a series of works aimed to
integrate SSM models with attention mechanisms [6, 53, 19] to mitigate the flexibility limitations
imposed by the inherent fixed structure bias of SSMs.

B.3 Adversrial Robustness of SSM Models

Despite the widespread attention on the superior performance of SSMs, the adversarial robustness of
such models has not been thoroughly investigated. This is an urgent issue that needs to be explored
before SSMs can be widely applied. To the best of our knowledge, [54] is the only work that has
investigated the adversarial robustness of SSMs. This study shows that VMamba is more susceptible
to adversarial attacks compared to convolutional networks on 2D image data, indicating that the
robustness of SSMs requires more attention. However, this work only studied VMamba in the visual

4
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Table 6: Comparisons among the test accuracy (%) of S4 and DSS with different AdS modules and
different AT types on Tiny-Imagenet test set. ‘Best’ and ‘Last’ mean the test performance at the
best and last epoch, respectively. ‘Diff’ denotes the accuracy gap between the ‘Best’ and ‘Last’, ‘–’
indicates that the results of AdSS are not used. The best checkpoint is selected based on the highest
RA on the test set under PGD-10.

Dataset Structure Training Type AdS Clean PGD-10 AA
Best Last Diff Best Last Diff Best Last Diff

Tiny-Imagenet

S4

PGD-AT
– 12.32 11.88 0.44 4.68 4.60 0.08 3.36 3.20 0.16

ReLU 12.64 12.36 0.28 5.02 4.92 0.12 3.56 3.44 0.12
Sigmoid 12.47 12.12 0.35 4.89 4.82 0.07 3.43 3.34 0.09

Tanh 12.58 12.33 0.25 4.95 4.85 0.10 3.52 3.43 0.09

TRADES
– 17.92 17.44 0.48 3.48 3.24 0.24 3.00 2.88 0.12

ReLU 18.64 18.48 0.16 4.08 3.76 0.32 3.32 3.16 0.16
Sigmoid 18.45 18.32 0.13 3.76 3.62 0.14 3.20 3.12 0.08

Tanh 18.60 18.48 0.12 3.96 3.74 0.22 3.33 3.15 0.16

FreeAT
– 23.64 23.40 0.24 2.84 2.48 0.36 1.04 0.76 0.28

ReLU 24.16 23.96 0.20 3.68 3.64 0.04 1.96 1.88 0.08
Sigmoid 23.97 23.80 0.17 3.58 3.52 0.08 1.86 1.74 0.12

Tanh 24.08 23.92 0.16 3.64 3.58 0.06 1.95 1.90 0.05

YOPO
– 18.68 16.08 2.60 5.12 4.88 0.24 3.04 2.92 0.10

ReLU 19.60 18.44 1.16 5.72 5.52 0.20 3.64 3.48 0.16
Sigmoid 19.41 18.57 0.84 5.62 5.47 0.15 3.55 3.39 0.16

Tanh 19.62 18.49 1.13 5.69 5.57 0.12 3.68 3.51 0.17

DSS

PGD-AT
– 11.68 11.20 0.48 4.76 4.56 0.20 3.20 3.12 0.08

ReLU 12.04 11.88 0.16 5.08 4.92 0.16 3.84 3.68 0.16
Sigmoid 11.87 11.65 0.12 4.96 4.81 0.15 3.75 3.60 0.15

Tanh 12.13 11.95 0.18 5.11 4.96 0.15 3.92 3.73 0.19

TRADES
– 17.24 16.96 0.28 3.28 3.08 0.20 2.64 2.40 0.24

ReLU 17.56 17.44 0.12 3.56 3.44 0.12 2.92 2.72 0.20
Sigmoid 17.33 17.19 0.14 3.45 3.38 0.07 2.72 2.57 0.15

Tanh 17.49 17.28 0.21 3.53 3.45 0.08 2.94 2.75 0.19

FreeAT
– 24.32 23.96 0.36 2.80 2.60 0.20 0.96 0.88 0.08

ReLU 25.48 25.32 0.16 3.40 3.24 0.16 1.16 0.96 0.20
Sigmoid 25.31 25.15 0.16 3.28 3.13 0.15 1.12 0.91 0.21

Tanh 25.43 25.29 0.14 3.36 3.21 0.15 1.13 0.92 0.21

YOPO
– 18.76 17.44 1.32 5.28 5.08 0.20 3.20 3.04 0.16

ReLU 19.76 18.92 0.84 5.92 5.80 0.12 3.40 3.20 0.20
Sigmoid 19.48 18.78 0.70 5.72 5.66 0.06 3.32 3.15 0.17

Tanh 19.70 18.87 0.83 5.85 5.77 0.08 3.39 3.18 0.21

domain and did not evaluate the sequence modeling robustness of SSMs. Additionally, it lacks a
comprehensive evaluation of various SSM structures, and our understanding of the commonalities
and characteristics of different SSM structures is still insufficient. More importantly, this study did
not provide methods to improve the robustness of SSMs.

C Experimental Details

The specific structures of different SSM architectures on each datasets are shown in Table 3. And
the training parameters and details used for each dataset are shown in Table 4. All experiments were
implemented on multiple NVIDIA RTX A6000 GPUs.

D Additional Results

In this section, we report additional experimental results, including the ST training process, testing
process, and the PGD-10 attack test results on the test datasets of CIFAR-10 and MNIST (Fig.
5), the CA and RA of five SSM structures on Tiny-ImageNet under different adversarial training
frameworks (Tab. 5), and the related comparison of results with and without the AdSS mechanism
(Tab. 6).

E Limitations

While this paper offers a componential analysis and exploration of SSM performance in AT, with the
goal of informing the design of more robust SSM structures, there are several limitations to our study.
Due to space constraints, our explorations have been limited to fundamental visual classification
tasks. Future research will need to extend this analysis to a wider array of modalities and downstream
tasks to fully understand and enhance the robustness of SSMs in diverse applications.
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Answer: [Yes] ,
Justification: Due to the limited space of the main text, we put the limitations in Appendix
E.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means
that the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The au-
thors should reflect on how these assumptions might be violated in practice and what
the implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the ap-
proach. For example, a facial recognition algorithm may perform poorly when image
resolution is low or images are taken in low lighting. Or a speech-to-text system might
not be used reliably to provide closed captions for online lectures because it fails to
handle technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to ad-
dress problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [Yes]
Justification: The complete mathematical derivations are provided in the Appendix A.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theo-

rems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a
short proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be comple-
mented by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main
experimental results of the paper to the extent that it affects the main claims and/or conclu-
sions of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: We report all settings and details of the reproducible experiments in Section
3 and Appendix C.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps
taken to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture
fully might suffice, or if the contribution is a specific model and empirical evaluation,
it may be necessary to either make it possible for others to replicate the model with
the same dataset, or provide access to the model. In general. releasing code and data
is often one good way to accomplish this, but reproducibility can also be provided via
detailed instructions for how to replicate the results, access to a hosted model (e.g., in
the case of a large language model), releasing of a model checkpoint, or other means
that are appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all sub-
missions to provide some reasonable avenue for reproducibility, which may depend
on the nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear

how to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to re-
produce the model (e.g., with an open-source dataset or instructions for how to
construct the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case au-
thors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
Answer: [Yes]
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not
be possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: We report all settings and details of the reproducible experiments in Section
3 and Appendix C.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of

detail that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropri-
ate information about the statistical significance of the experiments?
Answer: [No]
Justification: The adversarial training of multiple models is highly time-consuming, and
given the stability of adversarial training results, the necessity for conducting statistical
significance tests is deemed unnecessary.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).
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• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should prefer-

ably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis of
Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [Yes]
Justification: Appendix C of the paper reports the computer resources needed to reproduce
the experiments.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments
that didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: The research conducted in the thesis complied with the NeurIPS Code of
Ethics in all respects.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [NA]
Justification: This is an exploratory study on the SSM model and does not address social
impacts.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
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• Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact spe-
cific groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitiga-
tion strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: The paper poses no such risks.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by re-
quiring that users adhere to usage guidelines or restrictions to access the model or
implementing safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: The creators or original owners of assets used in the paper, properly credited
and the license and terms of use explicitly are mentioned and properly respected.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
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• If assets are released, the license, copyright information, and terms of use in the pack-
age should be provided. For popular datasets, paperswithcode.com/datasets has
curated licenses for some datasets. Their licensing guide can help determine the li-
cense of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documenta-
tion provided alongside the assets?

Answer: [NA]

Justification: The paper does not release new assets.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can
either create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the pa-
per include the full text of instructions given to participants and screenshots, if applicable,
as well as details about compensation (if any)?

Answer: [NA]

Justification: The paper does not involve crowdsourcing nor research with human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research
with human subjects.

• Including this information in the supplemental material is fine, but if the main contri-
bution of the paper involves human subjects, then as much detail as possible should
be included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, cura-
tion, or other labor should be paid at least the minimum wage in the country of the
data collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: The paper does not involve crowdsourcing nor research with human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research
with human subjects.

• Depending on the country in which research is conducted, IRB approval (or equiva-
lent) may be required for any human subjects research. If you obtained IRB approval,
you should clearly state this in the paper.
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• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity
(if applicable), such as the institution conducting the review.
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