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Abstract

The saturation effects, which originally refer to the fact that kernel ridge regression
(KRR) fails to achieve the information-theoretical lower bound when the regres-
sion function is over-smooth, have been observed for almost 20 years and were
rigorously proved recently for kernel ridge regression and some other spectral
algorithms over a fixed dimensional domain. The main focus of this paper is to
explore the saturation effects for a large class of spectral algorithms (including the
KRR, gradient descent, etc.) in large dimensional settings where n < d”. More
precisely, we first propose an improved minimax lower bound for the kernel regres-
sion problem in large dimensional settings and show that the gradient flow with
early stopping strategy will result in an estimator achieving this lower bound (up to
a logarithmic factor). Similar to the results in KRR, we can further determine the
exact convergence rates (both upper and lower bounds) of a large class of (optimal
tuned) spectral algorithms with different qualification 7’s. In particular, we find
that these exact rate curves (varying along ) exhibit the periodic plateau behavior
and the polynomial approximation barrier. Consequently, we can fully depict the
saturation effects of the spectral algorithms and reveal a new phenomenon in large
dimensional settings (i.e., the saturation effect occurs in large dimensional setting
as long as the source condition s > 7 while it occurs in fixed dimensional setting
as long as s > 27).

1 Introduction

Let’s assume we have n i.i.d. samples (x;,y;) from a joint distribution supported on R? x R. The
regression problem, one of the most fundamental problems in statistics, aims to find a function f
based on these samples such that the excess risk, || f — f.||22 = E.[(f+(2) — f(2))?], is small, where
fx(x) = E[Y|2] is the regression function. Many non-parametric regression methods are proposed
to solve the regression problem by assuming that f, falls into certain function classes, including
polynomial splines |Stone| (1994), local polynomials [Cleveland| (1979); |Stone| (1977)), the spectral
algorithms |Caponnetto| (2006)); (Caponnetto and De Vito| (2007); |Caponnetto and Yao|(2010), etc.
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Spectral algorithms, as a classical topic, have been studied since the 1990s. Early works treated
certain types of spectral algorithms in their theoretical analysis (Caponnetto| (2006); Caponnetto and
De Vito| (2007); [Raskutt1 et al.|(2014); |[Lin et al.[|(2020)). These works often consider d as a fixed
constant and impose the polynomial eigenvalue decay assumption under a kernel (i.e., there exist
constants 0 < ¢ < € < 00, such that the eigenvalues of the kernel satisfy cj_ﬁ <A< Qj_ﬁ,j >1
for certain 5 > 1 depending on the fixed d). They further assume that f, belongs to the reproducing
kernel Hilbert space (RKHS) H associated with the kernel. Under the above assumptions, they
then showed that the minimax rate of the excess risk of regression over the corresponding RKHS
is lower bounded by n—#/(8+1) and that some (regularized) spectral algorithms, e.g., the kernel
ridge regression (KRR) and the kernel gradient flow, can produce estimators achieving this minimax
optimal rate.

However, subsequent studies have revealed that when higher regularity (or smoothness) of f, is
assumed, KRR fails to achieve the information-theoretical lower bound on the excess risk, while
kernel gradient flow can do so. Specifically, let’s assume that f, belongs to the interpolation space
[H]® of the RKHS H with s > 0 (see, e.g.,[Steinwart et al| (2009); |[Dieuleveut et al.| (2017); Dicker]
et al.|(2017); [Pillaud-Vivien et al.| (2018)); [Lin et al. (2020)); Fischer and Steinwart (2020)); |Celisse
and Wahl|(2021)). It is then shown that the information-theoretical lower bound on the excess risk
is n=5P/(s8+1) When 0 < s < 2, Caponnetto and De Vito| (2007); |Yao et al.[(2007); [Lin et al.
(2020); |Zhang et al.[(2023)) have already shown that the upper bound of the excess risks of both KRR
and the kernel gradient flow is n~*3/(s#+1) "and hence they are minimax optimal. On the contrary,
when s > 2, Yao et al.| (2007); Lin et al.| (2020) showed that the upper bound of the excess risks
of kernel gradient flow is n—5%/(s8+1) while the best upper bound of the excess risks of KRR is
n—28/(2B+1) (Caponnetto and De Vito (2007)). Bauer et al|(2007); Gerfo et al. (2008); [Dicker et al.
(2017) conjectured that the convergence rate of KRR is bounded below by n~2#/(28+1) and[Li et al.
(2022)) rigorously proved it. The above phenomenon is often referred to as the saturation effect of
KRR:

KRR is inferior to certain spectral algorithms, such as kernel gradient flow, when s > 2.

In recent years, neural network methods have gained tremendous success in many large-dimensional
problems, such as computer vision He et al.| (2016); |Krizhevsky et al.|(2017)) and natural language
processing Devlin| (2018)). Several groups of researchers tried to explain the superior performance of
neural networks on large-dimensional data from the aspects of "lazy regime" (Arora et al.|(2019); Du
et al.[(2019}2018)); |Li and Liang| (2018))). They noticed that, when the width of a neural network is
sufficiently large, its parameters/weights stay in a small neighborhood of their initial position during
the training process. Later, Jacot et al.| (2018);|Arora et al.| (2019); [Hu et al.| (2021); [Suh et al.| (2021);
Lai et al.|(2023)); ILi et al.|(2024) proved that the time-varying neural network kernel (NNK) converges
(uniformly) to a time-invariant neural tangent kernel (NTK) as the width of the neural network goes
to infinity, and thus the excess risk of kernel gradient flow with NTK converges (uniformly) to the
excess risk of neural networks in the ‘lazy regime’.

Inspired by the concepts of the "lazy regime" and the uniform convergence of excess risk, the
machine learning community has experienced a renewed surge of interest in large-dimensional
spectral algorithms. The earliest works focused on the consistency of two specific types of spectral
algorithms: KRR and kernel interpolation (Liang and Rakhlin| (2020)); Liang et al.| (2020)); |Ghorbani
et al.| (20201 [2021));[Mei et al.| (2021}, [2022)); Misiakiewicz and Mei|(2022);|Aerni et al.| (2023)); Barzilai
and Shamir| (2023))). In comparison, results on large-dimensional kernel gradient flow were somewhat
scarce, and these results largely mirrored those associated with KRR (e.g., |Ghosh et al.| (2021)).
Recently, [Lu et al.|(2023) proved that large-dimensional kernel gradient flow is minimax optimal
when s = 1. Then,|Zhang et al.[|(2024) provided upper and lower bounds on the convergence rate on
the excess risk of KRR for any s > 0. Surprisingly, they discovered that for s > 1, the convergence
rate of KRR did not match the lower bound on the minimax rate. Unfortunately, they didn’t prove that
certain spectral algorithms can reach the lower bound on the minimax rate they provided, and hence
they didn’t rigorously prove that the saturation effect of KRR occurs in large dimensions. Instead,
Zhang et al.|(2024)) only conjectured that certain spectral algorithms (e.g., kernel gradient flow) can
provide minimax optimal estimators after their main results.

If Zhang et al.| (2024)’s conjecture is true, then we can safely conclude that: when the regression
function f, is smooth enough, KRR is inferior to kernel gradient flow in large dimensions as well.
Consequently, previous results on large-dimensional KRR may not be directly extendable to large-
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dimensional neural networks, even if the neural networks are in the ‘lazy regime’. The main focus of
this paper is to prove this conjecture by showing that kernel gradient flow is minimax optimal in large
dimensions.

1.1 Related work

Saturation effects of fixed-dimensional spectral algorithms. When the dimension d of the data
is fixed, the saturation effect of KRR has been conjectured for decades and is rigorously proved in
the recent work |Li et al.| (2022). Suppose f, € [H]® with s > 2. It is shown that: (i) the minimax
optimal rate is n 8P/ (s6+1) (Rastogi and Sampath| (2017); [Yao et al.| (2007); |Lin et al.| (2020));
and (ii) the convergence rate on the excess risk of KRR is n~28/(26+1) (Lj et al|(2022)). More
recently, [Li et al.| (2024)) determined the exact generalization error curves of a class of analytic spectral
algorithms, which allowed them to further show the saturation effect of spectral algorithms with finite
qualification 7 (see, e.g., Appendix : suppose f. € [H]® with s > 27, then the convergence rate on
the excess risk of the above spectral algorithms is n~27#/(27A+1)

New phenomena in large-dimensional spectral algorithms. In the large-dimensional setting
where n < d” with v > 0, new phenomena exhibited in spectral algorithms are popular topics
in recent machine-learning research. A line of work focused on the polynomial approximation
barrier phenomenon (e.g.,|Ghorbani et al.[|(2021)); Donhauser et al.|(2021)); Mei et al.| (2022); [Xiao
et al.| (2023); Misiakiewicz (2022)); Hu and Lu/(2022)). They found that, for the square-integrable
regression function, KRR and kernel gradient flow are consistent if and only if the regression function
is a polynomial with a low degree. Another line of work considered the benign overfitting of
kernel interpolation (i.e., kernel interpolation can generalize) (e.g., Liang and Rakhlin| (2020); Liang
et al.|(2020); |Aerni et al.|(2023)); Barzilai and Shamir| (2023); Zhang et al.|(2024)). Moreover, two
recent work (Lu et al.| (2023); [Zhang et al.| (2024)) discussed two new phenomena exhibited in
large-dimensional KRR and kernel gradient flow: the multiple descent behavior and the periodic
plateau behavior. The multiple descent behavior refers to the phenomenon that the curve of the
convergence rate ( with respect to n ) of the optimal excess risk is non-monotone and has several
isolated peaks and valleys; while the periodic plateau behavior refers to the phenomenon that the
curve of the convergence rate ( with respect to d ) of the optimal excess risk has constant values when
~ is within certain intervals. Finally,|Zhang et al.|(2024)) conjectured that the saturation effect of KRR
occurs in large dimensions. The above works imply that these phenomena occur in many spectral
algorithms in large dimensions, hence encouraging us to provide a unified explanation of these new
phenomena.

1.2  Our contributions

In this paper, we focus on the large-dimensional spectral algorithms with inner product kernels, and
we assume that the regression function falls into an interpolation space [#]° with s > 0. We state our
main results as follows:

Theorem 1.1 (Restate Theorem 4.1 and 4.2, non-rigorous). Let s > 0, 7 > 1, and v > 0 be fixed
real numbers. Denote p as the integer satisfying v € [p(s + 1), (p + 1)(s + 1)). Then under certain
conditions, the excess risk of large-dimensional spectral algorithm with qualification T satisfies

L Op (d-mn-P=H)) poly (In(d)), 5 < 7
E (’ f)\* — f* 2 X) @P <d7 min{,yip’T(’Y*fill)‘FPS’§(p+1)}> .poly (1n(d))7 s > T,

where § = min{s, 27}.
More specifically, we list the main contributions of this paper as follows:

(1) In Theorem 3.1} we show that the convergence rate on the excess risk of (optimally-tuned)
kernel gradient flow in large dimensions is Op(d~ ™»{7=P:s(P+1)}) . poly(In(d)), which
matches the lower bound on the minimax rate given in Theorem 3.3] (up to a logarithmic
factor). We find that kernel gradient flow is minimax optimal for any s > 0 and any v > 0,
and KRR is not minimax optimal for s > 1 and for certain ranges of v (We provide a visual
illustration in Figure 2. Consequently, we rigorously prove that the saturation effect of
KRR occurs in large dimensions.
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(2) In Theorem[3.3] we enhanced the previous minimax lower bound results given in[Lu et al.
(2023) and [Zhang et al.[(2024)). Specifically, we show that the minimax lower bound is
Q(d—min{y=r5(+1D}) /poly(In(d)). In comparison, the previous minimax lower bound is
Q(d—min{y=ps(+}) /de for any e > 0, and the additional term d° changes the desired
convergence rate.

(3) In Sectiond] we determine the convergence rate on the excess risk of large-dimensional
spectral algorithms. From our results, we find several new phenomena exhibited in spectral
algorithms in large-dimensional settings. We provide a visual illustration of the above
phenomena in Figure[T} i) The first phenomenon is the polynomial approximation barrier,
and as shown in Figure[I(a)l when s is close to zero, the curve of the convergence rate of
spectral algorithm drops when « = p for any integer p and will stay invariant for most of the
other ~; ii) The second one is the periodic plateau behavior, and as shown in Figure[I(b)|and
Figure[l(c) when 0 < s < 27 and vy € [p(s+ 1) + s+ (max{s, 7} — 7)/7, (p+ 1)(s + 1))
for an integer p > 0, the convergence rate does not change when + varies; iii) The final
one is the saturation effect, and as shown in Figure[I(c)|and Figure[I(d)] when s > 7, the
convergence rate of spectral algorithm can not achieve the minimax lower bound for certain
ranges of . A detailed discussion about the above three phenomena can be found in Section

isk=d"
=dr
isk=d"
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/

Excess risk
: Excess risk
: Excess risk

Excess risk

Figure 1: Convergence rates of spectral algorithm with qualification 7 = 2 in Theorem Theorem
and corresponding minimax lower rates in Theorem with respect to dimension d. We
present four graphs corresponding to four kinds of source conditions: s = 0.01, 1, 3, 5. The x-axis
represents asymptotic scaling, v : n < d7; the y-axis represents the convergence rate of excess risk,
r : Excess risk < d".

2 Preliminaries

Suppose that we have observed n i.i.d. samples (x;,y;), 4 € [n] from the model:
y=fu(2) +e )]

where x;’s are sampled from px, px is the marginal distribution on X C R4+ y €Y CR, fiis
some function defined on a compact set X', and

]E(w,y)~p [62 ’ x} < 02, px-ae. r € X,

for some fixed constant o > 0, where p is the joint distribution of (z,y) on X x ). Denote the n x 1
data vector of y;’s and the n x d data matrix of z;’s by Y and X respectively.

2.1 Kernel ridge regression and kernel gradient flow

In this subsection, we introduce two specific spectral algorithms, kernel ridge regression and kernel
gradient flow, which produce estimators of the regression function f,. A further discussion on general
spectral algorithms will be provided in Section 4]

Throughout the paper, we denote H as a separable RKHS on X with respect to a continuous and
positive definite kernel function K (-,-) : X x X — R and there exists a constant x satisfying

max K (z,2) < k2.
reX
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Kernel ridge regression Kernel ridge regression (KRR) constructs an estimator fﬁm’” by solving
the penalized least square problem

N 1 &
KRR — argmin [ — i — f(x; 2712 ,
= argm <HZ<@/ F @) + A1,

where A > 0 is referred to as the regularization parameter. The representer theorem (see, e.g.,
Steinwart and Christmann| (2008)) gives an explicit expression of the KRR estimator, i.e.,

P (x) = K (2, X)(K(X, X) + nAT) Y. )
Kernel gradient flow The gradient flow of the loss function £ = 5= > (y; — f(;))? induced a
gradient flow in H which is given by
d . 1 p
@) = — K X)) - V). G)

If we further assume that f§¥ () = 0, then we can also give an explicit expression of the kernel
gradient flow estimator

fEF () = K (2, X)K (X, X) (I — e n KXy, @)

2.2 The interpolation space

Define the integral operator T as Tk (f)(z) = [ K(z,2') f(2') dpx(2'). It is well known that Tk
is a positive, self-adjoint, trace-class, and hence a compact operator (Steinwart and Scovel| (2012)).
The celebrated Mercer’s theorem further assures that

K@) = Ajo(#)0;(x)), ®)

where the eigenvalues {\;,j = 1,2,...} is a non-increasing sequence, and the corresponding
eigenfunctions {¢;(-),7 = 1,2, ...} are orthonormal in L?(X, px) function space.

The interpolation space [H]® with source condition s is defined as

) = {32, X205+ (ay); € o} € L2(X, pac), (©)

with the inner product deduced from

Hiag‘kj/géﬁj“m]s = (ia?)l/g. )

Jj=1

It is easy to show that [H]® is also a separable Hilbert space with orthonormal basis {/\;/ 2¢j 1

Generally speaking, functions in [#]® become smoother as s increases (see, e.g., the example of
Sobolev RKHS in|[Edmunds and Triebel| (1996); |[Zhang et al.| (2023)).

2.3 Assumptions

In this subsection, we list the assumptions that we need for our main results.

To avoid potential confusion, we specify the following large-dimensional scenario for kernel regres-
sion where we perform our analysis: suppose that there exist three positive constants ¢, co and 7,
such that

c1d” <n < cd?, (8)
and we often assume that d is sufficiently large.

In this paper, we only consider the inner product kernels defined on the sphere. An inner product
kernel is a kernel function K defined on S such that there exists a function ® : [-1,1] — R
independent of d satisfying that for any z, 2’ € S, we have K (z,2") = ®((z,2')). If we further
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assume that the marginal distribution py is the uniform distribution on X = S?, then the Mercer’s
decomposition for K can be rewritten as

N(d,k)
Zuk Z Vi (2)Ye,5 (), ©
where Yy, ; for j = 1,--- , N(d, k) are spherical harmonic polynomials of degree k and p,’s are the
eigenvalues of K with multiplicity N(d,0) = 1; N(d, k) = 2x£d=1 . (d(kf)”,l(kQ ok = 1,2,

For more details of the inner product kernels, readers can refer to|Gallier] (2009).

Remark 2.1. We consider the inner product kernels on the sphere mainly because the harmonic
analysis is clear on the sphere ( e.g., properties of spherical harmonic polynomials are more concise
than the orthogonal series on general domains). This makes Mercer’s decomposition of the inner
product more explicit rather than several abstract assumptions ( e.g.,[Mei and Montanari (2022)).
We also notice that very few results are available for Mercer’s decomposition of a kernel defined on
the general domain, especially when the dimension of the domain is taking into consideration. e.g.,
even the eigen-decay rate of the neural tangent kernels is only determined for the spheres. Restricted
by this technical reason, most works analyzing the spectral algorithm in large-dimensional settings
focus on the inner product kernels on spheres (Liang et al.,[2020; |Ghorbani et al.| [2021; |Misiakiewicz,
2022; [Xiao et al.| [2023; |Lu et al.| [2023| etc.). Though there might be several works that tried to
relax the spherical assumption (e.g., Liang et al.[(2020); |/Aerni et al.| (2023); |Barzilai and Shamir|
(2023), we can find that most of them (i) adopted a near-spherical assumption; (ii) adopted strong
assumptions on the regression function, e.g., f.(x) = x[1]2[2] - - - z[L] for an integer L > 0, where
x[i] denotes the i-th component of z; or (iii) can not determine the convergence rate on the excess
risk of the spectral algorithm.

To avoid unnecessary notation, let us make the following assumption on the inner product kernel K.

Assumption 1. ®(t) € C* ([—1,1]) is a fixed function independent of d and there exists a non-
negative sequence of absolute constants {a; > 0};>0, such that we have

=N gt
8= 3 o
where a; > 0 forany j < |v] + 3.

The purpose of Assumption [I]is to keep the main results and proofs clean. Notice that, by Theorem
1.b in |Gneiting| (2013), the inner product kernel K on the sphere is semi-positive definite for all
dimensions if and only if all coefficients {a;, 7 = 0, 1,2, ...} are non-negative. One can easily extend
our results in this paper when certain coefficients ay’s are zero (e.g., one can consider the two-layer
NTK defined as in Section 5 of |Lu et al.[(2023), with a; = 0 for any ¢ = 3,5,7,-- ).

In the next assumption, we formally introduce the source condition, which characterizes the relative
smoothness of f, with respect to H.

Assumption 2 (Source condition). Suppose that f,(z) = Y2, fidi(z).

(a) f« € [H]® for some s > 0, and there exists a constant R., only depending on -y, such that
[ fellizggs < By (10)

(b) Denote ¢ as the smallest integer such that ¢ >  and p,; # 0. Define Z 5, as the index set
satisfying \; = p, ¢ € Zg x. Further suppose that there exists an absolute constant ¢y > 0
such that for any d and k € {0,1,--- , ¢} with py # 0, we have

“5F2 > .
Do, Tz o (11)

Assumption [2]is a common assumption when one is interested in the tight bounds on the excess risk
of spectral algorithms (e.g., Caponnetto and De Vito| (2007); |[Fischer and Steinwart (2020), Eq.(8)
in |Cui et al.|(2021), Assumption 3 in|Li et al.| (2024}, and Assumption 5 in Zhang et al.[(2024])).
Assumptionimplies that the regression function exactly falls into the interpolation space [H|*, that
is, fr € [H]® and f, ¢ [H]" for any ¢t > s. For example from the proof part I of Lemma | one
can check that f, with ), eZa, Mo Sf2 = > €Tupss Mo i 2 — () can have a faster convergence rate
on the excess risk.
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Notations. Let’s denote the norm in Lo(X,px) as || - ||,. For a vector z, we use z[i] to de-
note its i-th component. We use asymptotic notations O(-), o(-), €(:) and O(-). For instance,
we say two (deterministic) quantities U(d), V' (d) satisfy U(d) = o(V(d)) if and only if for any
€ > 0, there exists a constant D, that only depends on ¢ and the absolute positive constants
0, Ky 8,7, €0, C1,C2,&1, -+ ,€g > 0, such that for any d > D., we have U(d) < eV (d). We also
write a,, = poly(b,,) if there exist a constant § > 0, such that a,, = ©(b%). We use the probability
versions of the asymptotic notations such as Op(-), op(-), Qp(-), Op(-). For instance, we say the
random variables X,,,Y,, satisfying X,, = Op(Y},) if and only if for any & > 0, there exist constants
C. and N, such that P (| X,,| > C.|Y,,|) <e&,Vn > N..

2.4 Review of the previous results

The following two results are restatements of Theorem 2 and Theorem 5 in|Zhang et al.| (2024)).

Proposition 2.2. Let s > 1 and v > 0 be fixed real numbers. Denote p as the integer satisfying
v € [p(s+ 1), (p+1)(s + 1)). Suppose that Assumption[I|and Assumption 2| hold for s and ~. Let

ff\m‘ be the function defined in @)). Define § = min{s, 2}, then there exists \* > 0, such that we have

£ (]

where Op only involves constants depending on s, 0,7, cg, Kk, c1 and co. In addition, the convergence
rates of the generalization error can not be faster than above for any choice of regularization
parameter A = \(d,n) — 0.

§}}R - f*

2 _ mind~y—p, Y=pEpSHL <
y ‘X) = Op (d {rop 2y, (”“)}) - poly (In(d))

Proposition 2.3 (Lower bound on the minimax rate). Let s > 0 and v > 0 be fixed real numbers.
Denote p as the integer satisfying v € [p(s+1), (p+1)(s+1)). Let P consist of all the distributions
pon X x Y such that Assumption[I|and Assumption 2| hold for s and ~y. Then for any € > 0, we have:

2
F_ — —min{y—p,s(p+1)} | j—
f f*Lz_Q<d v—p,s(p ds)7

minmaxE x yy,en
; pep (X,Y)~p

where ) only involves constants depending on s, 0,7, cg, K, €1, C2 and €.

From the above two propositions, we can find that when s > 1, the convergence rate on the excess
risk of KRR does not always match the lower bound on the minimax optimal rate. |[Zhang et al.| (2024)
further conjectured that the lower bound on the minimax optimal rate provided in Proposition [2.3]
is tight (ignoring the additional term d~°). Hence, they believed that the saturation effect exists for
large-dimensional KRR.

3 Main results

In this section, we determine the convergence rate on the excess risk of kernel gradient flow as
d=in{y=p.s(r+D}poly (In(d)), which differs from the lower bound on the minimax rate provided
in Proposition by d° for any ¢ > 0. We then tighten the lower bound on the minimax rate
to d— ™ir{v=r.s(+1} /poly (In(d)). Based on the above results, we find that KRR is not minimax
optimal for s > 1 and for certain ranges of . Therefore, we show that the saturation effect of KRR
occurs in large dimensions.

3.1 Exact convergence rate on the excess risk of kernel gradient flow

We first state our main results in this paper.

Theorem 3.1 (Kernel gradient flow). Let s > 0 and v > 0 be fixed real numbers. Denote p as the
integer satisfying v € [p(s + 1), (p + 1)(s + 1)). Suppose that Assumptionand Assumptionhold

for s and . Let f{F be the function defined in [@). Then there exists t* > 0, such that we have

=

where Op only involves constants depending on s, 0,7, cg, Kk, c1 and ca.

tG*F - f*

2 .
. ‘ X) = Op (= mmOr L) poly (In(d)) (12)
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Theorem [3.1]is a direct corollary of Theorem .| and Example 2] Combining with the previous
results in Proposition [2.3] or our modified minimax rate given in Theorem [3.3] we can conclude
that large-dimensional kernel gradient flow is minimax optimal for any s > 0 and any v > 0.
More importantly, the convergence rate of kernel gradient flow is faster than that of KRR given in
Proposition2.2]when (i) 1 < s < 2and vy € (p(s +1) + 1,p(s + 1) + 2s — 1) for some p € N, or
(i)s>2andy € (p(s+1)+1,(p+1)(s+ 1)) for some p € N. Therefore, we have proved the
saturation effect of KRR in large dimensions.

Remark 3.2. When p > 1, the logarithm term poly(In(d)) in can be removed. When p = 0, we
have poly(In(d)) = (In(d))? in . See Appendix D.4] for details.

3.2 Improved minimax lower bound

Recall that Proposition [2.3|gave a lower bound on the minimax rate as d— ™ {7=2:s(+1} . 4= The
following theorem replaces the additional term d~¢ (which has changed the convergence rate) into a
logarithm term poly " (In(d)) (which does not change the desired convergence rate).

Theorem 3.3 (Improved minimax lower bound). Let s > 0 and v > 0 be fixed real numbers. Denote
p as the integer satisfying v € [p(s + 1), (p+ 1)(s + 1)). Let P consist of all the distributions p on
X x Y such that Assumption|[I|and Assumption[2|hold for s and ~y. Then we have:

~ 2 .
=TI« o= Q (d_ mm{“’_p’s(”"'l)})/poly (In(d)), (13)

min max E x yy.,en
F peP (X,Y)~p

where §) only involves constants depending on s, 0,7, ¢y, K, C1, and cs.

4 Exact convergence rate on the excess risk of spectral algorithms

In this section, we will give tight bounds on the excess risks of certain types of spectral algorithms,
such as kernel ridge regression, iterated ridge regression, kernel gradient flow, and kernel gradient
descent.

Given an analytic filter function ¢, (-) with qualification 7 > 1 (refer to Appendixfor the definitions
of analytic filter function and its qualification), we can define a spectral algorithm in the following
way (see, e.g., Bauer et al.[(2007)). Forany y € R, let K, : R — H be given by K,.(y) = y- K(«, ),
whose adjoint K7} : H — Ris given by K (f) = (K (x,), f)5, = f(x). Moreover, we denote by
T, =K,K;and Tx = % Z?:l T,. We also define the sample basis function

N 1 n 1 n
9z = ;Zizl K (yi) = Ezizl yi - K(x4, ). (14)
Now, the estimator of the spectral algorithm is defined by

A= oaTx)jz. (15)

Many commonly used spectral algorithms can be constructed by certain analytic filter functions. We
provide two examples (kernel ridge regression and kernel gradient flow) as follows, and put two more
examples (iterated ridge regression and kernel gradient descent) in Appendix [C] We provide rigorous
proof for these examples in Lemma[C.3]

Example 1 (Kernel ridge regression). The filter function of kernel ridge regression (KRR) is well-

known to be
KRR 1 KRR A
PX (Z):m» b\ (Z):Z_,’_/\a T=1 (16)
Example 2 (Kernel gradient flow). The filter function is
GF 1—e ™ GF —tz -1
@A(z)zf, Y(z)=e ", t=X"", T=o0. (17)

For any analytic filter function ) with qualification 7 > 1 and the corresponding estimator of the
spectral algorithm defined in (T3)), the following two theorems provide exact convergence rates on the
excess risk when (i) the regression function is less-smooth, i.e., we have s < 7, and (ii) s > 7, where
s is the source condition coefficient of the regression function given in Assumption
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Theorem 4.1. Let 0 < s < 7 and v > 0 be fixed real numbers. Denote p as the integer satisfying
v € [p(s+1),(p+1)(s +1)). Suppose that Assumption [I|and Assumption 2| hold for s and .

Let @ (z) be an analytic filter function and f,\ be the function defined in (13). Suppose one of the
following conditions holds:

()T =00, (ii)s>1/(271), (iii)y> ((27+1)s)/(27(1+ s));
then there exists \* > 0, such that we have

E (Hf» - f.

where Op only involves constants depending on s, 0,7, cg, Kk, c1 and ca.

QLQ | X) = O (a2} - poly (1n(d)

Theorem 4.2. Let s > 7 and v > 0 be fixed real numbers. Denote p as the integer satisfying
v € [p(s+ 1), (p+1)(s + 1)). Suppose that Assumption[l|and Assumption|2|hold for s and ~. Let
©x(2) be an analytic filter function and f be the function defined in (T3). Define § = min{s, 27},
then there exists \* > 0, such that we have

E (Hf» - .

where ©Op only involves constants depending on s, 0,7, cg, K, c1 and co. In addition, the convergence
rates of the generalization error can not be faster than above for any choice of regularization
parameter A = \(d,n) — 0.

T(y—p+
T

+11>+p5,§(p+1)}> - poly (In(d)) ,

2 .
N X) = 0 (a7mnbrr
L2

Remark 4.3. These theorems substantially generalize the results on exact generalization error bounds
of analytic spectral algorithms under the fixed-dimensional setting given in|Li et al.|(2024). Although
the “analytic functional argument” introduced in their proof is still vital for us to deal with the
general spectral algorithms, their proof has to rely on the polynomial eigendecay assumption that
A< g —F (Assumption 1), which does not hold in large dimensions since the hidden constant factors
in the assumption vary with d11 (Lu et al.| (2023))). Hence, their proof is not easy to generalize to
large-dimensional spectral algorithms.

We provide some graphical illustrations of Theorem 4.1 and Theorem§.2]in Figure[T](with 7 = 2)
and in Appendix@ (withT=1,7 = 2,7 =4, and 7 = o0, corresponding to KRR, iterated ridge
regression in Example|3|and kernel gradient flow).

As a direct consequence of Theorem [3.3] Theorem 4.1} and Theorem[.2] we find that for the spectral
algorithm with estimator defined in (1)), it is minimax optimal if s < 7 and the conditions in Theorem
@.T)hold. Moreover, these results show several phenomena for large-dimensional spectral algorithms.

Saturation effect of large-dimensional spectral algorithms with finite qualification. In the
large-dimensional setting and for the inner product kernel on the sphere, our results show that the
saturation effect of spectral algorithms occurs when s > 7. As shown in Figure[I(c)|and Figure[T(d)}

when s > 7, no matter how carefully one tunes the regularization parameter \, the convergence rate

i _ ., T(y=p+D)+p3E o
can not be faster than ¢~ ™V —P T 8
d—min{y—p,s(p+1)}_

(p+1)} , thus can not achieve the minimax lower bound

Periodic plateau behavior of spectral algorithms when s < 27. When 0 < s < 27 and
v € [p(s+ 1)+ s +max{s, 7}/ — 1,(p+ 1)(s + 1)) for an integer p > 0, from Theorem 4.1)and
Theorem the convergence rate on the excess risk of spectral algorithm d—*(P*1), The above rate
does not change when ~ varies, which can also be found in Figure[I(b)| and Figure Bln other
words, if we fix a large dimension d and increase ~y (or equivalently, increase the sample size n), the
optimal rate of excess risk of a spectral algorithm stays invariant in certain ranges. Therefore, in order
to improve the rate of excess risk, one has to increase the sample size above a certain threshold.

Polynomial approximation barrier of spectral algorithms when s — 0. From Theorem 4.1}
when s is close to zero, the convergence rate d— ™*{7=P:s(>+1D} is unchanged in the range v €
[p(s+1)+s,(p+1)(s+ 1)), and increases in the short range v € [p(s +1),p(s+1) + s). In other
words, the excess risk of spectral algorithms will drop when «y exceeds p(s + 1) & p for any integer
p and will stay invariant for most of the other . We term the above phenomenon as the polynomial
approximation barrier of spectral algorithms (borrowed from |Ghorbani et al.|(2021)), and it can be
illustrated by Figure[I(a)] with s = 0.01.
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Remark 4.4. |Ghorbani et al.|(2021) discovered the polynomial approximation barrier of KRR. As
shown by Figure 5 and Theorem 4 in|Ghorbani et al.[(2021), if s = 0 and the true function falls into
L? = [H]", then with high probability we have
2
<<(
L2

" 2
S e e

where p is the integer satisfying v € [p,p + 1), A\, is defined as in Theorem 4 in|Ghorbani et al.
(2021)), P~ ; means the projection onto polynomials with degree > ¢, and ¢ is any positive real
number. Notice that (8] implies that the excess risk of KRR will drop when v exceeds any integer
and will stay invariant for other ~y, and is consistent with our results for spectral algorithms.

2
+02), (18)
L2

5 Conclusion

In this paper, we rigorously prove the saturation effect of KRR in large dimensions. Let s > 0 and
~ > 0 be fixed real numbers, denote p as the integer satisfying v € [p(s + 1), (p+ 1)(s + 1)). Given
that the kernel is an inner product kernel defined on the sphere and that f, falls into the interpolation
space [H]®, we first show that the convergence rate on the excess risk of large-dimensional kernel
gradient flow is ©p (d~™in{7=P:s(+D}) . poly (In(d)) (Theorem , which is faster than that
of KRR given in Zhang et al.| (2024). We then determine the improved minimax lower bound as
Q (d=minty=p.s(e+D}) /poly (In(d)) (Theorem . Combining these results, we know that kernel
gradient flow is minimax optimal in large dimensions, and KRR is inferior to kernel gradient flow in
large dimensions. Our results suggest that previous results on large-dimensional KRR may not be
directly extendable to large-dimensional neural networks if the regression function is over-smooth.

In Section[d] we generalize our results to certain spectral algorithms. We determine the convergence
rate on the excess risk of large-dimensional spectral algorithms (Theoremd.T|and Theorem.2). From
these results, we find several new phenomena exhibited in large-dimensional spectral algorithms,
including the saturation effect, the periodic plateau behavior, and the polynomial approximation
barrier.

In this paper, we only consider the convergence rate on the excess risk of optimal-tuned large-
dimensional spectral algorithms with uniform input distribution on a hypersphere. We believe that
several results in fixed-dimensional settings with input distribution on more general domains (e.g.,
Haas et al.[(2024); L1 et al.|(2024))) can indeed be extended to large-dimensional settings, although we
must carefully consider the constants that depend on d. Furthermore, we believe that by considering
the learning curve of large-dimensional spectral algorithms (i.e., the convergence rate on the excess
risk of spectral algorithms with any regularization parameter A > 0) or the convergence rate on the
excess risk of large-dimensional kernel interpolation (i.e., KRR with A = 0), further research can
find a wealth of new phenomena compared with the fixed-dimensional setting.
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A Graphical illustration and numerical experiments of main results

A.1 Graphical illustration of Theorem 3.1, Theorem 4.1}, and Theorem[d.2]

Recall that Theorem [3.1] Theorem [4.1] and Theorem [4.2] determined the convergence rate on the
excess risk of: (i) large-dimensional kernel gradient flow with s > 0; (ii) large-dimensional spectral
algorithm with 7 > 1 and s < 7; and (iii) large-dimensional spectral algorithm with 7 > 1 and
s> T.

In Figure [I] we have provided a visual illustration of Theorem ff.T|and Theorem 2] when 7 = 2.
Now, in Figure 2] we provide more visual illustrations of the results of spectral algorithms with
7=1,7=2,7 =4, and T = 0o, which correspond to kernel ridge regression (KRR), iterated ridge
regression in Example[3] and kernel gradient flow.
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Figure 2: Convergence rates of spectral algorithms with qualification 7 = 1 (KRR), 7 = 2 (iterated
ridge regression), 7 = 4 (iterated ridge regression), and 7 = oo (kernel gradient flow) in Theorem
@.1] Theorem .2} and corresponding minimax lower rates in Theorem [3.3] with respect to dimension
d. We present four graphs corresponding to four kinds of source conditions: s = 0.01,1, 3,5. The
X-axis represents asymptotic scaling, v : n < d”; the y-axis represents the convergence rate of excess
risk, r : Excess risk =< d".
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A.2 Numerical experiments

We conducted two experiments using two specific kernels: the RBF kernel and the NTK kernel.
Experiment 1 was designed to confirm the optimal rate of kernel gradient flow and KRR when s = 1.
Experiment 2 was designed to illustrate the saturation effect of KRR when s > 1.

Experiment 1: We consider the following two inner product kernels:

(i) RBF kernel with a fixed bandwidth:
2
K™ (2, 2") = exp{ (—”36;2) }, z, 2’ €S9

(i) Neural Tangent Kernel (NTK) of a two-layer ReLU neural network:
K" (z,2') = D((z,a')), a2’ € S,
where ®(t) = [sin (arccost) + 2(7m — arccos t)t] /(2m).

The RBF kernel satisfies Assumption |1} For the NTK, the coefficients of ®(-), {a;}72,, satisfy
a; >0,7€{0,1}U{2,4,6,...}anda; = 0,5 € {3,5,7,...} (see, e.g., Lu et al.[(2023)). As noted
after Assumption|l} our results can be extended to inner product kernels with certain zero coefficients
a;. Specifically, for any v > 0, as long as a; > 0 for j = ||, 7] + 1, the proof and convergence
rate remain the same. Therefore, for v < 2 in our experiments, the convergence rates for NTK will
be the same as for the RBF kernel.

We used the following data generation procedure:
yi = fu(m) +e, i=1,...,n,

where each z; is i.i.d. sampled from the uniform distribution on S¢, and ¢; N (0,1).

We selected the training sample sizes n with corresponding dimensions d such that n = d”,vy =
0.5,1.0,1.5,1.8. For each kernel and dimension d, we consider the following regression function f,:

fe(@) = K(uy, ) + K (ug, ) + K(ug,x), forsome wui,uy,uz € S (19)

This function is in the RKHS 7, and it is easy to prove that, for any uy € S¢, Assurnption (b) holds
for K (ug, -) with s = 1. Therefore, Assumptionholds for s = 1. We used logarithmic least squares
to fit the excess risk with respect to the sample size, resulting in the convergence rate r. As shown in
Figure [3|and Figure 4] the experimental results align well with our theoretical findings.

Experiment 2: We use most of the settings from Experiment 1, except that the regression function

is changed to f.(z) = \/usN(d,2)Py(< &, >) with s = 1.9, Py(t) = (dt? — 1)/(d — 1)

the Gegenbauer polynomial, and ¢ € S? Notice that the addition formula Py(< &, >) =
N(d,2 L

N(}i,2) ij(l ) Y5 ;(§)Y> ;(x) implies that

L NE@

1 fellfhge = N(d.2) ; Y3 (6) = Pa(1) = 1,

hence f. € [H]® and satisfies Assumption

Our experiment settings are similar to those on page 30 of [Li et al.|(2022). We choose the regulariza-
tion parameter for KRR and kernel gradient flow as A = 0.05 - . For KRR, since Corollary
suggests that the optimal regularization parameter is A < d=%7, we set & = 0.7. Similarly, based on
Corollary[D.T6] we set @ = 0.5 for kernel gradient flow. Additionally, we set v = 1.8. The results
indicate that the best convergence rate of KRR is slower than that of kernel gradient flow, implying
that KRR is inferior to kernel gradient flow when the regression function is sufficiently smooth.

B Proof of Theorem

We first restate Theorem [3.3]
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Figure 3: Results of Experiment 1. We repeated each experiment 50 times and reported the average
excess risk for (a) kernel gradient flow (labeled as "kernel regression" in our reports) and (b) kernel
ridge regression (KRR) on 1000 test samples. We randomly selected w1, uo, us and kept them
fixed for each repeat. We choose the stopping time t in kernel gradient flow as C1n°°, where
C4 €{0.001,0.01,0.1,1, 10,100, 1000}. We use 5-fold cross-validation to select the regularization
parameter )\ in kernel ridge regression. The alternative values of \ in cross-validation are Cyn =3,
where C5 € {0.001,0.005,0.01,0.1,0.5,1, 2,5, 10, 40, 100, 300, 1000}, C5 € {0.1,0.2,...,1.5}.

Theorem B.1 (Restate Theorem[3.3). Let s > 0 and v > 0 be fixed real numbers. Denote p as the
integer satisfying v € [p(s + 1), (p+ 1)(s + 1)). Let P consist of all the distributions p on X x )
such that Assumption [I|and Assumption 2| hold for s and ~y. Then for any d > €, a sufficiently large
constant only depending on s, v, c1, and co, we have the following claims:

(i) When~y € (p(s+1),p + ps + s|, we have

2 - Inln(d)
2~ 50(y = p(s + 1))(In(d))?

f*f*

drP=.

minmaxE x y),on
; peP (X,Y)~p

(ii) Wheny € (p+ps+s,(p+ 1)(s + 1)], we have

2

f=1

=0 (d—S(pH)) ,

minmaxE x yy.,on
L ep (X,Y)~p

f L2

where Q) only involves constants depending on s, 0,7, cg, k, 1, and ca.

Proof of Theorem|B.1} The item (ii) is a direct corollary of Theorem 5 in[Zhang et al. (2024). Now
we begin to proof the item (i). We need the following lemma.
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Figure 4: A similar plot as Figure but with the RBF kernel.

Lemma B.2 (Restate Lemma 4.1 in|Lu et al|
only depending on n, d, {\;}, c1, co, and v and satisfying

Vi (€2, D) + nés + In(2)

2023). Forany§ € (0,1) and any 0 < &1,€5 < 00

f

minmaxE x yy.,en
S ep (X,Y)~p

‘/2(51,6)

f= 1

L2 4

<94

— )

1—96
&2,

>

where py, is the joint-p.d.f. of z,y given by (I) with f = f., B:= {f € 1, ||fll): < Ry}

D= {pf ‘ joint distribution of (y, x) where © ~ px,y = f(x) +¢e,e ~ N(0,0%), f € B} ,

(B,d?> = || - ||22) and (D, d* = KL divergence ).

Then we introduce

and Vy, Vi are the e-covering entropies ( as defined in[Yang and Barron| (1999); [Lu et al.|(2023) of

Suppose v € (p(s + 1), p + ps + s]. Let C(p) = €12/10 be a constant only depending on ~, where
¢y, are given in Lemma

P

g2 £ @P~7/In(d) and £3 & C(p)d— Inln(d).
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Figure 5: Results of Experiment 2. It can be seen that the best rate of excess risk for KRR is slower
than that of kernel gradient flow.

Let us further assume that d > €, where € is a sufficiently large constant only depending on +, s, and
¢1. By Lemma|D.TT]and Lemma[D.13| we have

. &
= In(d) < 2 < s
P
i <2 =)@ < CQe-v @) < w2 (23)
n C1

2 Definition of €12 ]
nés < EN(d,p) Inln(d).

Therefore, for any d > €, where € is a sufficiently large constant only depending on s, v, and c;, we

have
~ Lemma A5 in[Cuctal]2023) 1 1
s " k) 2 v ()
Definition of &2 %N(d, o (cgd'y—p(s-‘rl) ln(d)> (24)
> %N(d,p) {(7 —p(s+1))In(d) + ;lnln(d)} .

On the other hand, from Lemma [D.TT} Lemma[D.13] and Lemma|[D.I2} one can check the following
claim:

Claim 1. Suppose v € (p(s+1),p+ps+ s|. For any d > &, where € is a sufficiently large
constant only depending on s, v, c1, and co, we have

S

18
N(d,p)In <025§ In 1n(d)) .

K (\@052 /6) <

N | =
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Therefore, for any d > €, where € is a sufficiently large constant only depending on s, v, ¢1, and ca,

we have
Lemma A.5 in|Lu et al.|(2023)

VK(§27D) ZVQ(\/§J§2,B) § K (ﬁo‘éz/ﬁ)
Claim[ 1 18u?
< §N(d, p)In (0255 In ln(d))

2

(25)

Definition of &2 1

SN (@p)In (18€100~(C ()] cad 701

1
=3
Combining (23), (24), and (23), we finally have:
Vi (€2, D) + né3 + In(2) < [10(y = p(s + 1)) In(d) + 4InIn(d)]
Va(é1, B) ~ [10(y —p(s + 1)1
and from Lemma[B.2] we get

N(d,p) {(7 ~ p(s+1))In(d) + éln ln(d)} .

n(d) +5min(@)] =

ot 2 InIn(d) o

12 = Tin(d) 100y = p(s + 1)) n(d) + 5 Inn(d)] "
Inln(d) I
~ 50(y — p(s +1))(In(d))? ’
finishing the proof. |

min max E @n
f f+EB (X,y)pr*

C Definition of analytic filter functions

We first introduce the following definition of analytic filter functions (Bauer et al.|(2007); [Li et al.
(2024)).

Definition C.1 (Analytic filter functions). Let {¢y : [0,x%] = Rxo | A € (0,1)} be a family of
functions indexed with regularization parameter A and deﬁne the remainder functlon

Ya(z) =1 - zpx(2). (26)
We say that {x | A € (0,1)} (or simply ¢ (z)) is an analytic filter function if:

(1) zpx(z) € [0, 1] is non-decreasing with respect to z and non-increasing with respect to .

(2) The qualification of this filter function is 7 € [1,00] such that V 0 < 7/ < 7 (and also
7/ < 00), there exist positive constants €; only depending on 7/, i = 1,2, 3,4, 5, such that
we have

, YAe(0,1),z> A (27)

oa(2) > €27 ha(2) < Ca(z/A
)> @, VAe(0,1),z <A (28)

)T
Cs < Apa(2) S €ty ta(2) = €

(3) If T < o0, then there exists a positive constant € only depending on 7 and \;, such that we
have
Pa(A1) > CAT, (29)

where \; is the largest eigenvalue of K defined in (3); and there exist positive constants €7
and Cg only depending on 7, such that we have

(/N3 (2) > €, YA€ (0,1),2 > A (30)
(z/N)* Y3 (2) < €gzpa(2), VA€ (0,1),2 <\ 31
(4) Let
Dy={z€C:Rez€[-A/2,r%, [Imz| <Rez+ \/2}
U{z€C:|z—r?* <K*+A/2, Rez > K} ;

Then @) (z) can be extended to be an analytic function on some domain containing Dy and
the following conditions holds for all A € (0, 1):
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(C1) |(z+ Npa(2)]
(C2) (= + Na(2)]

where E/, I are positive constants.

gEforallzeDA;
<F

Aforall z € Dy;

Remark C.2. We remark that some of the above properties are not essential for the definition of filter
functions in the literature (Bauer et al., 2007} |Gerfo et al., |2008)), but we introduce them to avoid
some unnecessary technicalities in the proof. The requirements of analytic filter functions are first
considered in |Li et al.|(2024) and used for their “analytic functional argument”, which will also be
vital in our proof.

The following examples show many commonly used analytic filter functions and their proofs can be
found in Lemma|[C.3] see also[Li et al| (2024).

Example 3 (Iterated ridge regression). Let g > 1 be fixed. We define

1 A4 Al
IT,q IT,q
— _ 1 _ N — =4d(. 32
A =1 [i- 2] e = 2 = 62
Example 4 (Kernel gradient descent). The gradient descent method is the discrete version of gradient
flow. Let 1 > 0 be a fixed step size. Then, iterating gradient descent with respect to the empirical loss
t steps yields the filter function

— 1—(1-n2)t
PSP =y (-t = = A= (), (33)
k=0
SP()=(1—-n2), 7=o0. (34)

Moreover, when 1) is small enough, say n < 1/(2k2), we have Re(1 —nz) > 0 for z € Dy, so we can
take the single-valued branch of (1 — nz)t even when t is not an integer. Therefore, we can extend
the definition of the filter function so that \ can be arbitrary and t = (n\)~".

Lemma C.3. 5%, <p£\T’q, O, and P are analytic filter functions.

Proof. Notice that (i) z < z + A < 2z when z > ); and that (ii)) A < 2z 4+ X < 2\ when z < A
Hence, the constants €, €5, €3, €4, and Cq are given in L1 et al.| (2024).

For €5, when z < ), we can take €5 = min{1/2,279, e~ e~1} > 0.

>2>1/4

2q
) > 272

For €7, when z > )\, we have

I\

2/ )77 (5 (2))? = (

IS
+
>

I

(2027 (WT9(2))? = (

>

z+

For €g, when z < A\, we have

22771(w§RR(Z))2 7 2 - 1
27 QKRR (2) L

227_1(w;T7q(2)>2 _ ZQq - 1
AR () (2 N2 — Az M) T 220 — 24

D Proof of Theorem 4.1 and Theorem 4.2]

D.1 Bias-variance decomposition

We first apply a standard bias-variance decomposition on the excess risk of spectral algorithms, and
readers can also refer to Zhang et al.| (2023, |2024) for more details.
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Recall the definition of §z and fy in and (15} . Let’s define their conditional expectations as

gz =E(jz|X) = Z Ko, fo(:) € H; (35)
and }
fo=E(HIX) = o (Tx) 5z € H. (36)
Let’s also define their expectations as
9= Eiz = [ K(o.)f.(0) dpx(a) € M @)
X
and
r=ex(T)yg. (38)

Then we have the decomposition

frfo= on (T) S Ko~ o

=1

- %@A (Tx) ZK%(JC;(%) te) = fe

i=1

1 n
= T g - T K:v i Jx
o ( X)gz-I—nZsﬂA( x) Kz.€i — f.

i=1
= (B )+ 5 o 0 K (39)

Taking expectation over the noise € conditioned on X and noticing that €| X are independent noise
with mean 0 and variance o2, we obtain the bias-variance decomposition:

E (ka 1, 2L ‘ X> = Bias?()\) + Var()), (40)
where ,
- 2 n
Bias’(\) i= | = £ . Var(y) = 55 3l (1) K@il (41
i=1

Given the decomposition (@0}, we next derive the upper and lower bounds of Bias?()\) and Var()\)
in the following two subsections.

Before we close this subsection, let’s introduce some quantities and an assumption that will be used

frequently in our proof later. Denote the true function as f, = > fi¢;(x), let’s define the following

=1
quantities:
Nl gp Z jSD/\ N2 <,o Z j(p)\ ;
j=1 Jj=1

- - 42)

Ml,«p —655 b)blp Z f]¢] )) 5 M2sa Z ;
T€ .
Jj=1 Jj=1

moreover, when ) = @5, we denote Ny (\) = N, per(X) and My (N) = My, xn () for simplic-
ity, where k = 1, 2.
Assumption 3. Suppose that

ess supz Nk 95 () < Nay(N); (43)

mele
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and

esss;;pZ 5o 62 (2) < N (V); (44)
S _
and
esss;flpz [\ eFR(A))] 7 (x) < Ni(N). (45)
Te =1

For simplicity of notations, we denote h,,(-) = K(z,-), © € X in the rest of the proof. Moreover, we
denote Ty := (T + A\)"tand Txy := (Tx + )~ !
D.2 Variance term

The following proposition rewrites the variance term using the empirical semi-norm.

Proposition D.1 (Restate Lemma 9 in[Zhang et al.| (2024)). The variance term in @1)) satisfies that
Var) = 2= [ s (1) b, e (0). )

The operator form ([@6)) allows us to apply concentration inequalities and establish the following
two-step approximation.

/Ilw (Tx) o2, dpae (& /Hw T) o2, dpa(a /Hw ) b2 dox ().
47)

Approximation B The following lemma characterizes the magnitude of Approximation B in high
probability. Recall the definitions of Ay () and N> () in @2).

Lemma D.2 (Approximation B). Suppose that ({3)) in Assumpnon holds. Then, for any fixed
6 € (0,1), with probability at least 1 — 0, we have

1
5 [ lox @Rl dpx(a) - R @)
X
< [ lor @l , dox(o) )
X
3
<5 [ lox @l dpxle) + R (50)
X
where "
Ry = 527790()\) In 2 (51)
3n )

Proof. Define a function

f(z) = / (o3 (T) ha(2))? dp (2)
X
= [ 3 i) )i (o o)
=2 (\jer(A))? 03 (2). (52)
Since (@3) in Assumption [3holds, we have
1l < NowO); (£l = Nop (M)
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Applying Proposition 34 in Zhang et al.[(2024) for v/f and noticing that ||/f||L~ = /|| fllL~ =
N2,¢(A)%, we have

N2 (M)

3n

3 5N2LP )1

2
5 (53)

with probability at least 1 — 4.

= Lreane = [ [ [ ex@naer dew)] ane)

- /X [ e <T>hx<z>>2dpn<z>} dp ()

= [ lor @)l dpx o)
On the other hand, we have
/ f(2)dpx(2

_ /X [ /X (o2 (T) ha(2))? dpie() | dpn(2)
— [ llos @) Rl dp(a).
X

Therefore, (53) implies the desired results. |

On the one hand, we have

Approximation A

Lemma D.3. Suppose that {#3) and {@3)) in Assumption[3|hold. Suppose that there exists a constant
only depending on s and v, such that X = \(n, d) satisfies n° ' N1(\) — 0. Then there exists an
absolute constant Cy, such that for any fixed 6 € (0, 1), when n is sufficiently large, with probability
at least 1 — 0, we have

/Hw (Tx) ho 2 dp(a /Hw T) hall%e , dpa(2) (54)

<0y (\/Nch )+ C1/oN (V) In A~ >~\/UN1()\)1n)\_1, (55)

where v = % In n.

Remark D.4. The proof of Lemma[D.3|is mainly based on Lemma 4.18 in|Li et al.| (2024). Notice
that we replace the Assumption 2 in|Li et al[ (2024) by (@3] in Assumption [3|(borrowed from Zhang
et al.| (2024)), since both of them can deduce same results given by Lemma 4.2 in|Li et al.|(2024) or
Lemma 37 in|{Zhang et al.| (2024).

Proof. We start with
D = [lloa(Tx)hell e — lloa(hal 2] < [|7% [or(T) — pa(Zx)]
Using operator calculus, we get
T [pA(T) — (L) ha

= T3 {1 ]{A Ry (2)(T - TX)RT(Z)‘PA(Z)dZ:| hy

27

1
=— ¢ T(Tx —2)"NT —Tx)(T — ) hypxr(2)dz
211 T
1 11 1 1k _1 _1 1 ik _1
= Gy =T, * -1} (Tx —2) TY - T 2(T—TX)T)\ LTy (T-2) Te - T, 2hepa(z)dz.
e T
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Therefore, taking the norms yields

1

D < HT2T m e =g |t o - o || | - 2
sz, d
7520, . toncera:
1
= — LILII-IV-V- ¢ |on(2)de]
21 Tx

<217r1fc\/(70\//\f17j§|m (2)dz,

where in the second estimation, we use (I) operator calculus, (IT and IV) Proposition (I1D)
LemmalE7] and (V) Lemma 37 in[Zhang et al.| (2024) for each term respectively. Finally, from (63)
in|Li et al.| (2024), we get

j{ loa(z)dz] < Cln A (56)
I
and thus there exists an absolute constant C7, such that we have

D = [[loa(Tx)hallpz = loa(D)hal 2| < Cry/eNi(X) In AT

On the other hand, combining and in Assumption we have || (T)h, HiQ < Na i (N),

and hence

[ox(Tx)hall 2 + lloa(T)hall 2 < 2[lA(T)hsl[ 2 + D

< A/ Nap(A) + C1/uNT(A) In AL
Finally,
[loaTx)holz  lloa(T)hel7-

= lllea(Tx)all 2 = lloaA(T)Rall 2| (oA (Tx)hall 2 + oA (T)ha |l 12)

<C (,/NM )+ C1v/oNT () In A~ )-Mlml,
and hence

VVAHWMMWX )= [ los @l dpnta)

22— loa(T)he,

ngWMnmi

gmmmnmmrwmmmz
<C, <\/N2g, )+ C1v/oNT(A) In A~ > VNI (A In AT
|
Final proof of the variance term Now we are ready to state the theorem about the variance term.

Theorem D.5. Suppose that [{3) and {#3) in Assumption 3| hold. Suppose there exists a constant
€ > 0 only depending on s and ~, such that A = \(n, d) satisfies

Ni(A) -nt =0, (57)
NE(N) “1y2 .
then we have
2
Var(\) = [1 + op(1)] %NQW(A). (59)

https://doi.org/10.52202/079017-0225 7034



Proof. Recall that Var(\) = %2 S lloa (Tx) h$||2Lg’n dpx(z). Hence, when n is large enough,
with probability at least 1 — § we have

| 1or @)l dor@) = [lorDheadpr(o)
<| [ or @) bl dpta) = [ lin ()bl o)
| [ er @ helie dor@) = [ lorDhelador(a)
L o @)l apn@) = [ lon @l dpro)| + 22 102

remg 23 (,/NM C1V/oNT () In A~ + C2uN; (A )(1nA—1)2) + Mm%

3n
L 2
Definition of v L’ZWM(A) -C1y/In(n)In A7t + Ln(’\) -C%In(n)(In X712 + Moo (V)

=1-C1y/In(n)In A" +I1- CZIn(n)(In A~ 1)? + TIT - gln %

When n > €, a sufficiently large constant only depending on ~ and C', we have

C1y/In(n)In X7t < ENQ’W(A).

~ 6

Furthermore, when n%ff:&) -n® — 0, we have I - C1y/In(n) In A" /N2 ,(A) — 0 and II -
C?n(n)(In A\™1)2/Na ,(A) — 0.
Finally, from (52) we have

lea(Thallz =D (Ajea(3)* 62 (2),

i=1

and thus the deterministic term writes

/X oA (T)ha|2adp (2) = No o (A).

D.3 Bias term

In this subsection, our goal is to determine the upper and lower bounds of bias under some approxi-
mation conditions.

The triangle inequality implies that

Bias()\) = H =t

Lo 2= e = Hf* N fA‘

) . (60)
Bias(\) < [l — fulle + | o= 14| -
The following lemma characterizes the dominant term of Bias()).
Lemma D.6. For any A\ > 0, we have
1fx = fell 2 = Mz, (V)2 (61)
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Proof. We have

2

1fx = foll2e =

ZSOA f1¢z Zfz¢z

L2
2

> a(Ni) fidi(@)
=1

L2
= Z (AN i)
= My ,(N).

The following lemma bounds the remainder term of Bias(\) when s > 1.

Lemma D.7. Suppose that ({#)) in Assumption[3|holds. Suppose that there exist constants € and €

only depending on s and v, such that A = X\(n, d) satisfies

Tleil./\/l(/\) —0

1, 02
=0 (Mo () + TN )

Ni(A 2 e A2k (A 2
1n( D nm)(nA—1)2 . f;i Jp o (MM(A) + ZNQW(A)) :

j=1

then we have

Hf)‘ - f)‘H; <M2 o(A) + UTL?N2,¢()\)> .

Proof. Do the decomposition,

== oa(Tx)gx — Wa(Tx) + oa(Tx)Tx ) fa
= oa(Tx)(gx — Tx fr) — Ua(Tx)Tox(T) f+
= poa(
(

= oa(Tx) [gx — Tx fx — Oa(D)g] + [oA(Tx)UA(T)T fro — YA (Tx)Tox(T) f]
= ox(Tx)(Gx —Tx fx— g+ 1)+ (eA(Tx)TYUAT) — Pa(Tx ) Tor(T)) f«

=I+1I

Bound on I: For the first term in (66), we have

122 = loa(Tx)(Gx — Tx fx — g+ T2
= HT%%\ (Tx)(gx —Txfrx—9g+Tfr) H

< || enmoni |7 1 - s - o - 7))
(72) in[Zhang et al| (2024) 1
< ‘ T7 o (Tx)T HT (Gx —Txfr)—(9— TfA)]H,H
Proposmon

|| 1 - T - - T
and (73) in[Zhang et al](2024) 1
< 12|7% [(x — T - (9 - T
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(63)

(64)

(65)

)g
)
Tx)(gx — Tx fx) — ex(Tx)UA(T)g + pa(Tx )oA(T)g — va(Tx ) Tox(T) f«
)
)

(66)



Denote & = &(x;) = T, * (Kg, f«(x;) — Ty, f>). To use Bernstein inequality, we need to bound the
m-th moment of &(x):

Ellé@) 5 = B |75 K — fa@)]
gE(HT;%K(x7~)H:E(\(f*—f,\(x))\m [2))- (67)

Note that Lemma 37 in|Zhang et al.| (2024) shows that
_1 1
HT/\ 2K(xﬁH <MN)?Z, pae x € X;
H

By definition of M (), we also have

13 = fellpoo = = Mi,(N). (68)

Loe

In addition, we have proved in Lemma [D.6] that

E[(fa(2) = fu(@)) ] = M2, o (V).
So we get the upper bound of (67), i.e.,

B < M) F - llfx = Fll 22 - El(fa(z) = fu(@))]?
= N1(A)E My o (V)2 Mz (V)

m—2
= (MO IMLM) T (MM, ()
Using Lemma 36 in [Zhang et al|(2024) with therein notations: L = N7 ()2 M ,(\) and o =
J\/l()\)%./\/lg,w(k)%, for any fixed & € (0, 1), with probability at least 1 — &, we have

I1T|| 2 < 12 4flog5 (NI( )i ML) +N1(A)2M2""(’\)2>. (69)
n Vn

=

Bound on IT: For the second term in (66), we have

LX)l L2 = [(ea(Tx)TUA(T) = ha(Tx)Toa(T)) fill 2
< |TH @) TUAT) = eaDTA TN,

+ HT%(QZ)A(TX)TSO)\(T) —UA(T)ToA(T)) f+

(70)

For the first term in (70), we still employ the analytic functional argument:

T% ((p)\ (Tx)Tw)\ (T) - '(/}A (T)T(PA (T))f*
= T3 (px(Tx) — ox(T))Ta(T) fx

1
=5 ¢ THTx —2)'(Tx = T)(T —2) pa(2)T¥a(T) fudz
T Ty
1 11 1 P SR | _1
= T=T, 2 -T(Tx —z)" T2 -T, *(T —Tx)T, *
2mi Jr,
1
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Therefore,

21| 7% (7 (Tx )T (T) — A (T)ToA(T)) fi |
< f -HTA%(TX _ iy -HT;%(T—TX)T;%
T

e @ =)

7T

|rEes)s.

. ’T;%T%

lea)d

—1
2

(72) in[Zhang et al| (2024) _1
< f |t -y

1 ik
T (Tx —2z) Ty

1 ik

e - )

and Proposmon- fCQj{
I'x

|ITrea@ ] Jea)az

_1
2

T (T - Tx)Ty

|THens.
\TCQ\T

H|¢A(z)d2\

emmam 1
’ THOAT)

, 1ea(z)dz]
DeﬁnmonOfM2<p \) \[02\/»./\/11/2( )}{ ‘gp)\(z)dz\
I

fCS\me( AN,

where v = % Inn.

For the second term in (70), we have

T3 (Y5 (Tx)Tox(T) — ¥ (T)TpA(T)) f-

_ 7 [271r b R (2)(T = Tx) Rr () ()| Toa(T),

1 1

=5 f, THIx =T (T = Tx)(T = )T () Toa(1)fod

1 11 1 R SR | _1
=5 | TP TR(Tx —2)7 I - T3 3 (1= Tx)T,

V(¥

TX(T = 2)7 T - Ty *Tpa(T) fupa(2)dz

Hence, similar to (71)), we have

27THT%(¢)\(TX)T90)\(T) — AT Tx(T)) f«

S/
T

1 1
S G

TAT ||l - 97T

[t et wazraz

WRCCE

CEXIn AL
H

< \@Cgﬁ"T;%Tw(T)f*

Definition of analytic filter functions

VBCAV|[T  Ton(D) f.
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Combining , , , , and (72), there exists a constant €; only depending on & and F,
such that we have

HfA - fx‘ L2
e (xvlm%m,w(x) L M)EMa (V) )
n Vn
+ VMY AT+ €| T3 T TN (1)

W=

Aln At
H

62))

(N )2 €2 - (Mo ()
+ (T INO)) € (M (V)
+ (TN € (Mo ()

(73)

5 1/2
+o (Mw()\) + 2]\/’2,99(/\)) .
|

When s < 1, we can use the following lemma to bound the remainder term of Bias(\). This lemma
is a modification of Lemma|[D.7] and its proof is partly based on Lemma 26 in Zhang.

Lemma D.8. Suppose that [#3)) in Assumption[3|holds. Suppose that there exist constants € and €
only depending on s and vy, such that A\ = X\(n, d) satisfies

nINI(\) = 0, (74)
Ni(A N N3 (N 2
# In(n)(In A~1)2 - %;i) < <M2,<p()\) + ‘;NQM(A)) ; (75)

j=1
2 1/2
—1 1 b-{-s g
n N (Il +1775) =0 (Moo + A2 ) 5 (76)
then we have
. 2 o2
HfA - fAHL2 = op <M2,¢()‘) + n/\f2,w(/\)> : (77
Proof. Similar to the proof in Lemma we have the decomposition fr— fr =I+1II, with
1 2
22 < 122|753 T ) — (0 = T

2
I = 0 (Moo + 200

_1

Denote & = &(x;) = T ? (K, fu(xi) — Ty, fr). Further consider the subset Q; = {z € & :
|fe(z)] < t} and Qo = X\Qq, where ¢ will be chosen appropriately later. Decompose &; as
&ily,ca, + &ilr,eq, and we have the following decomposition:

1 1 —
|7t x - Tes) — g -Ta|, = |- D& - 78)
M i=1 H
1 & 1 &
< g Zfilrlth - EgzIIGSh + ”E Zfi—’zie%”;{ + HE&L’IIGQz HH
i=1 2 i=1
— T+ T1+ 1L (79)
Next we choose t = n' = ¢t ¢ = 2 — ¢, such that
1—s 2
€ < € and 2+et>1/<18—eq>. (80)
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Then we can bound the three terms in (78)) as follows:

(i) For the first term in (78), denoted as I, notice that

1os .,
H(fk - f*) ISCiEQl”LOO < HfAHLoo +n'z T (81)
Imitating (67) in the proof of Lemma[D.7] we have

2 1/2
1=op (MW(A) n ‘;NQM(A)) . (82)

(i) For the second term in (78), denoted as II. Since ¢ = %< — ¢, < 725, Lemma 42 in|Zhang et al.
(2024)) shows that,
[MH]* = LU(X, ), (83)

with embedding norm less than a constant C ,.. Then Assumption |2| (a) implies that there exists
0 < C; < oo only depending on +,s and & such that || fi||fa(x,,) < Cq. Using the Markov
inequality, we have

E|fi(2) < (Cq)q.
t

q -t

Pz € 93) = P(|fu(2) > t) <
Further, since guarantees t¢ > n, we have

T = P (Il > 0) (84)
< P(Elxi stoa € QQ,) -1 7P<xi ¢ Qo Vi i=1,2, - n)
- P<x ¢ QQ)n
=1-P(If0) <t)"
§1—(1—(C;7‘;)q)nﬁo. (85)

(iii) For the third term in (78)), denoted as III. Since Lemma 37 inZhang et al.| (2024) implies that
_1
HT)\ Zk(xa )”7—[ < Nl()‘)%hu'a’e‘ T € X, s0
1 < Ell& el < E[IT5 k@, - (£ = @) Loco, |
< NOZE|(fu = fr(2)) Locan|
1 1

SNMNE = Bz P € 90)?

< NIV EMa (V) 2172, (86)
where we use Cauchy-Schwarz inequality for the third inequality and Lemma [D.6] for the fourth

inequality. Recalling that the choices of ¢, ¢ satisfy t =7 < n~! and we have assumed n“~ N7 (\) —
0, we have

m=o (MQ,W(A)%) . 87)
Plugging (82), (84) and into (78)), we finish the proof. [ |

Final proof of the bias term Now we are ready to state the theorem about the bias term.
Theorem D.9 (s > 1). Suppose that ({#3)) in Assumption 3| holds. Suppose that there exist constants €
and € only depending on s and v, such that A = \(n, d) satisfies

nINI(\) = 0,

MM (a1, 00+ Z ).

© 32y 20y 2
P ) ar2- 3 AR 2 (a0 + T (1)
j=1 !
then we have )
‘BiasQ()\) — Mg,w(A)’ = op <M27<P(A) + Un./\/‘g)g;()\)) . (88)
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Theorem D.10 (s < 1). Suppose that in Assumption 3| holds. Suppose that there exist constants
€ and € only depending on s and v, such that A = \(n, d) satisfies

ne_l./\/l ()\) — 0,
o A2003 (\)

Ni(N)
n AN

In(n)(In A~1)%- ff < <./\/l27¢,()\) + 2N2,¢(A)> :

J=1

1 1—s 0'2 1/2
=N (A)? <||fA||Loc + "TJrE) =0 (M%O\) + nNZ@()\)) ;

then we have

2
|Bias?(\) — Mo, (\)| = op (MQ,@(A) + (;NQN,(A)) . (89)

D.4 Quantity calculations and conditions verification for the inner product kernels

In the previous two sections, we have successfully bounded the bias and the variance terms by the
quantities Mo () and N> (). In this subsection, we will focus on the inner product kernels on
the sphere. We will (i) determine the rates for the above quantities, and (ii) verify all the conditions

in Theorem Theorem and Theorem

Recall that u;, and N(d, k), defined in @ are the eigenvalues of the inner product kernel K defined
on the sphere and the corresponding multiplicity. The following three lemmas (mainly cited from |Lu
et al.| (2023))) give concise characterizations of pj and N (d, k), which is sufficient for the analysis in
this paper.

Lemma D.11. For any fixed integer p > 0, there exist constants €, €y and €1 only depending on p
and {a;}j<pt1, such that for any d > €, we have

Cod % <y < Cod™*, k=0,1,--- ,p+1. (90)
Lemma D.12. For any fixed integer p > 0, there exist constants € only depending on p and
{a;j}j<p+1, such that for any d > €&, we have

¢
e S e s k=p o Lp 2,

where €y and €1 are constants given in Lemma

Lemma D.13. For any fixed integer p > 0, there exist constants €11, €15 and € only depending on p,
such that for any d > €, we have

Qzlldk SN(d7k) S Q:IQdka k:0317 ap+1 (91)

With these lemmas, we can begin to bound the quantities Ma () and N2 ,(X).

Lemma D.14. Suppose that Assumption[l|and Assumption 2| hold for s and an integer p. Suppose
< p t=\"1e(d d*L]. Then we have the following bound.

O (d-#+1) o
Mz (X)) =0 (£727@437 =) 4 q=s(HD) s <27 < o0
C] ()\27) s> 2T
No 4;()\) d’ t2
20V _o 4 — 92)
n © n * nd?*1
o0 N(d,k)
N2 o3 () 5
7 PREANTR) =0 )\2dmax{p(27s),0} + dfs(2+1) :
kZ:O A+ p ; T ( )

and thus Assumption[:ajholds. Moreover, when s > 1, We have

O (d=+Ds—1) T =00
M3 L(A) =0 (N1l 7=9) 4 g~ (DB s <27 < 00 (93)
O (A2T—1) §> 21
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Proof. 1. We begin with My ,(A). If s < 27 and 7 < oo, then we have

0o N(d,k)
Mz p(A) = Zwi(ﬂk) Z fl?,j
k=0 =1
¢ N(d,k) N(d,k)
<& (b)) ()~ f7; + Z Gil) > 7
k=0 j=1 k=£+1 7j=1
¢ N(d,k) oo N(d,k)
<Y S t) P (k) Y () SR D () Y (k) SR
k=0 =1 k=0+1 j=1
¢ N(d,k) oo N(d,k)
< ¢2t 27 Q: d 27 z ka j Q:lOd £— 1 Z Z ,uk ka,g

k=(+1 j=1

k=0 j

-0 (t727‘d€(27'75) L gstet 1)

and when 7 = 00, a similar argument ( taking 7’ < 7 and let 7’ — oo, then we have (tdff)*QT/ L0
shows that My ,(\) = O(d—s(+1),

Similarly, if s < 27, then we have

0 N(d;k)
My o(N) = 1{r <00} Y € (tp) > (u)® Y (k)" f2,
k=0 j=1
N(d,k)
+ Z X () Z 12
k=0+1
>1{r<oo}Q (t‘27dé(27_5))
s N(d,k)
+ Y Cm)t Y ()
k=0+1 j=1
>1{r <oo}Q (t*%d“'“*s))
N(d,£)
+ & (C0d TN Y () f2
j=1

—1{r <0} Q (t72’rd€(2775)) L0 (dfs(ﬁ»l)) )

If 27 < s, then

Mz (A Z"/’)\ i) Z fk,j

(oo} N(dvk)

L
emn;m (2(s—27) \27 Z Z M;Sf/?,j

k=0 j=1
=0 (\7).
Similarly, if 27 < s, then we have
Moo(N) = 93 (10) f51
Cafor - A"
—(\7).
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ILI. Now let’s bound the second term N5 ,(\)/n. We have

A+ g

No(N) 1 &
Mool _ LS™ N, 1) o ()
k=0
< *ZN (d, k) Jr* Z N(d, k) [prpa (i)
— "
Qf4t2 ad 9 (94)
< fZN (d, k) + > N(d k) (i)
k=t+1
d,z 242
<tl—— M ) + e
n n
d* t2
=0 <n nd“l) '
Similarly, we have
NQ@ 1 Q:2t2 > 2
ZN (d, k) > N(d k) ()
k=0 k=(+1
N(d, /¢ ¢2¢2
STRCTI G 95)
df t2
_Q(n +ndm).
II1. For the third term, we have
A o3 (1 &
Z A2 i) Z fi; <NR: Zﬂk@/\ k) + A" Z ppteIAT

k=0 k=p+1

-0 (Adeax{p(Zfs),O} + Afldf(erl Z+1))

-0 ()\Qdmax{p@—s),o} + d—s(f-‘rl))

IV. Now we show that Assumption [3]holds. Notice that (43) has been verified in Lemma 20 of Zhang
et al| (2024). Similarly, one can prove @3) and (#4) hold using a similar proof as that for Lemma 20
of Zhang et al.| (2024)).

V. For the final term, when s > 1, we have

2

(2))

M, —esssup E
: , Ve ()2
(Z N ) esss;pZM(A»ez<w>>

Assumptlon@ (Z . (p}\ ) Z)\Z@)\

= Ql,cp( )'NLL,D( ) (96)
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For Q; ,(X), when 7 > s/2 and 7 < oo, we have

"/},\ /%
Qi (A Z
o P (e

s 1 N(d;k)

) Z I;Sflg,j
=1
N(d,k)

@2 _ i s
S é Z /\27,uk 27+s Z It bfl?,j

Jj=1

97)
N(d,k)

+(€5) 1A 25: ! EZ: iR

k=0+1
-0 ()\27’612(2775 + A £+1)(571)) )

Similarly, when 7 = co, we can show that Q1 ,(\) = O(Ad~ (D=1,
And when 7 < s/2, we have

- s S
Ql,tp A £ M;:éka
k=0 N
Lemmam @2 2(s—27) p N(d:k) 9
S DI T ¥
k=0 gj=1
s' 1 N(d k)
—s r2
) PONT¥
7j=1
¢2 2(s—271) o p N(dFK) .
< AE:E:Mka
k=0 j=1
N(d,k)
£ e E:/%*hu
k=p+1
=0 (\7).

n Z 1/’,\#1«

h=pt1 ‘P/\ Kk

For N7 ,()), we have

NMpo(AN) =) N(d k) [por ()]

-1

o0

N(d,k)+ D N(d,k) [ron(i)]
k=t+1 98)

N(d, k) + €4t > N(d k)
k=041

IN
o~

~
o

IN
b
g

< UN(d, 0) + €yt
=0(d+Xx ") =0(\").

Therefore, when s > 1, we have

O (d=(+DG=D) =0
Miw()‘) ={0 ()\27—1d2(2r—s) +d—(£+1)(s—1)) 5 <27 < 00 (99)
O (/\2771) s> 21
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From Lemma|[D.T4] we have the following three corollaries.
Corollary D.15. Let 1 < s < 7 and v > 0 be fixed real numbers. Denote p as the integer

satisfying v € [p(s + 1), (p + 1)(s + 1)). Suppose one of the following cases holds for \* = d~* or
A =d =t poly (In(d)):

(1) p>Lps+)<y<ps+p+sl=p+1/2
2)p>Lps+p+s<y<ps+p+s+1LL=(y—(p+1)(s—1))/2
(3) v<s £ =min{y,1}/2

(4) s<y<s+1LLl=(y—(s—1))/2

Then we have

A* P
Mo (X)) S % -0 <ds(;ﬂ+1) + n) , (100)
or N \ p
* P
Mo (\) S % =0 (d‘s(”“) + n) - poly (In(d)) . (101)

Corollary D.16. Let 7 < s < 27 and v > 0 be fixed real numbers. Denote p as the integer satisfying
v € [p(s+1),(p+1)(s+1)). Denote A =~y —p(s + 1). Suppose one of the following cases holds
for \* = d=% or \* = d~" - poly (In(d)):

(D A>L0<A<T (=10 :=p+AJ27)

(2) 7> LT <A<s+s/T—10="0ly=p+(A+1)/(2r+2)
(3)y>1L,A>s+s/tT—1LL=4s3:=p+(A+1—35)/2

(4) vy <L l=n/2

Then we have

)\* : T(y=p+1)+ps
Mo (N < 72*;( ) _e (- minlrmp P s} ) (102)
or
Mo ) < 20 _ g (- minlron S5 1) o). 100

Proof. Denote I = —207 +2p7 —ps, I1 = —sp— s, IIl = p—~,and IV = 2{ — v —p — 1. From
Lemma[D:14] we have

*
MQ#;(A*) = dI +dII, NQ#;(A ) — dIII +dIV
We can verify that:
(1) When 0 < A <7and ¢ =p+ A/(27), we have

T(y—p+1)+ps
T+1

IISI:IIIEIVandmin{'y—p, ,s(p—l—l)}:'y—p;

(2) Whent <A <s+s/r—1landl=p+ (A+1)/(27 +2), we have

T(y—p+1)+ps
T+1

T(y—p+1)+ps
T+1 ’

IISI:IVZIIIandmin{'y—p7 ,s(p—l—l)}:

(3) When A > s+ s/t —land =p+ (A +1—s)/2, we have

T(y—p+1) +ps
T+1

I<II=1IV >1IIIand min{’y—p, 7s(p—i—l)}:s(p—l—l);
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(4) When v < 1 and ¢ = /2, we have
IIT > max{I,IL,IV}.
|

Corollary D.17. Let s < 1 and v > 0 be fixed real numbers. Denote p as the integer satisfying
v € [p(s +1),(p+ 1)(s + 1)). Suppose one of the following cases holds for \* = d=* or
N =d~* - poly (In(d)):

(1) T=00,p>1,p(s+1) <y<ps+p+sl=p+s/2

(2) T=o00,p>1,ps+p+s<y<ps+tp+s+1LL=(y+p(l—s))/2
(3) T=00,7v<s {=min{y,1,2ys}/2

(4) T=00,s <y <s+LL=min{(y+(1-5))/2,7(1+s)—s,7/2}
(5) T<oo,p(s+1)<y<ps+p+s L= (y+2mp—sp—p)/(27)

(6) T<oo,ps+p+s<y<ps+p+s+1L=p+s/(2r)

Then we have

M2,go()\*) + N2,<,;L()\*) e (d—S(P"rl) + Cf:) 7 (104)
o N (A* v
Mo, (N*) + % = (dS@“) + n) - poly (In(d)) . (105)

D.4.1 Verification of variance conditions

Lemma D.18 (Verification of variance conditions for inner-product kernels). Suppose n < d” and
s>1,foryep(s+1),(p+1)(s+1)). Forany givent > 0, if

A=t (1+n*(d)1{y = 2,5 = 1}) p=21, 20 <max{2p+1,7— (p+1)(s—1)}
A> d='n*(d) p=0,7v>1, 20 <max{l,y—(s—1)}
d-* p=0,7<1,20<n;
then there exists a constant € > 0 only depending on s and ~, such that A = \(n, d) satisfies
N1()\) nl o 0,
NEX)

m ‘In(n)(In A™1)2 — 0.

Proof. From Lemma 21 in |[Zhang et al. (2024), we have N;(\) < A~!. When p = 0, we have
v—4£>0.Whenp > 1, we have vy — p — 1/2 > ps — 1/2 > 0. Therefore, there exists a constant
€ > 0 only depending on s and 7, such that we have

Nl()\) . n671 — 0.

Denote ¢ := [£]. From Lemma|D.14} we further have N3 ,(A) = Q (d? + A=2d~97'). Hence, we

have
NEX) —1y2 (In(d))?®
.1 1 = .
Ny (n) mmmAT)T=0 (n()\2dq + d—q—1)>
Denote A := (;“g;f LA = %, then when A = o(1) or A’ = o(1), we have:
N —1y2
———— -In(n)(In A — 0.
ooV (n)( )

Now we show that A = o(1):
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* Whenp >3andp=2,5> 1,sincey—20+¢q>(y—¢—1)+(¢+1—¢) > 0, we have
A =o(1).

e Whenp=2,s=1,since 20 — g < £+ 1 < 4 <~, wehave A = o(1).
e Whenp=2,s=1,since 20 — g < ¢+ 1 < 4 <~, wehave A = o(1).
* Whenp =1,v > 2s+ 1, since £ < 2 and hence 2¢ — g < 3 < =, we have A = o(1).

e Whenp=1,s>1,vy<2s+1l,orp=1,5s =1,y > 2,since 2/ — ¢ < 2 < v, we have
A =o(1).

e Whenp=1,s=1,7 = 2,since 2/ — ¢ < 2 < v, we have A = O((In(d))™1).
* When p = 0, since v — 2¢ > 0, we have A = O((In(d)) ™).

Lemma D.19 (Verification of variance conditions for inner-product kernels: saturation case). Suppose
T < 8 < 27. Suppose n < d7, fory € [p(s+ 1)+ 7,p(s+ 1)+ s+ s/7— 1. For any given £ > 0, if

Azd™f C<p+(y—p(s+1)+1)/(2r +2);
then there exists a constant € > 0 only depending on s and vy, such that A = \(n, d) satisfies

./\/1()\) . n671 — 0,
NE(N)

m ‘In(n)(In A71)2 — 0.

Proof. From Lemma 21 in Zhang et al.| (2024), we have N7 (\) < A~ L. Notice that we have

ps—1 D
20+ 06 -0 2 {5 )
Therefore, there exists a constant € > 0 only depending on 7, s, and , such that we have

Nl()\) 0.

Denote ¢ := [£]. From Lemma|D.14} we further have N3 ,(A) = Q (d? + A"2d~97'). Hence, we
have

NQ()‘) —1\2 _ (ln(d))3
n./\/';@()\) ‘In(n)(InATHT =0 (n(}@dq + dql))

o () o (122).

Denote A := (l’“)fz()izl LA (1“( )) . We have:

* When p > 1, since

20r+ Dy —204+4q>22r+D)[(v—€—-1)+(g+1—10)]

ps —2 p=>2
2r+1)(r—1)+2[rs+s—-1] p=1

v

> 0,
we have A = o(1).
» When p = 0, since v > 1, we have A’ = o(1).
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Lemma D.20 (Verification of variance conditions for inner-product kernels: misspecified case).
Suppose n < dY and 0 < s < 1, fory € [p(s +1),(p+ 1)(s + 1)). For any given £ > 0, if

d—*t p>1, 20 <max{2p+ s,y +p(l —s)}
Azq dt p=0y>s 20<7y
d~*1n(d) p=0,7<s, 20 <

then there exists a constant € > 0 only depending on s and vy, such that A = \(n, d) satisfies
N1()\) nl 0,
NEN)

m ‘In(n)(In A™1)2 — 0.

Proof. When p > 1, it is a direct result of step 2 (the verification of the second condition in
(146) of Zhang et al,| (2024)) in the proof of Theorem 3 in |Zhang et al.[|(2024) and the fact that
Nao(A) < No(N).

When p = 0, a similar argument as the proof for Lemma[D.T8] give the desired results. |
D.4.2  Verification of bias conditions

Lemma D.21 (Verification of bias conditions). Suppose 1 < s < 7. Suppose n < d”, for v €
[p(s+1),(p+1)(s+1)). Forany given £ > 0, if

At (1+*(d)1{y=2,s=1}) p>1, 20 <max{2p+1,v— (p+1)(s—1)}
A> d=t1n?(d) ye[l,s+1), 20 <max{l,y—(s—1)}
d—* v €(0,1), 20 <;

then there exists a constant € > 0 only depending on s and vy, such that A = \(n, d) satisfies

A 2 (A 2
W < (MZ«J()‘) =+ UnNQ"p(/\)> ,
- (106)
Ni(A _ A2Ni02 (N §
#m(n)(m 2. %A() < <M2,¢(/\) + ‘;NQ#,(AO -

j=1
Proof. When 1 < s < 7, from Lemma|[D.T4] we have

0.2
n (M2,go()\) + nN2’LP<)\)) =0 (d’Y—S(q+1) + dq)
MMM, ()

n
(A2 iz (N)
A+

-0 (Az(s—l)d—’ﬁqs + A—ld—v—(qﬂ)(s—l))

Ni(\) In(n)(InA~1H)2. Z

Jj=1

fzz =0 ((1D(d))3) o) ()\dmax{q(2fs),0} + /\71d75(q+1)) ,

Denote I = \2(s=1g=7+as TI = \~1g—7~ (et 1T = \gmax{a(=9).0}(In(d))3, and TV =
A~1d=s@+t ) (In(d))?.

For any p > 0 and any s > 1:

e From Lemma|D.18 we have IV < ¢7—s(a+1),

* Wheny > 1, we have v > p+ 1, and hence Il < IV < d7=#(a+1): when v < 1, we have
II « d? with ¢ = 0.

e Whenp > lory € (s,s+ 1), since —fs + gs < 0, we have I/d‘Y—S(qH) —
O(d=20=#75/2)) « 1; when v € (0, 5], we have I = O(d~2*2/=7) = O(d~2*") < d*
with ¢ = 0.
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* When s > 2, we have ITI < d?; when s < 2 and p = 0, we have III < d?; when s < 2
andp > land g > 1,sincey — £ — s > min{(s + 1)g — ¢,ps — 1/2} > 0, we have
II1/dv—sath) = g—(v=t=9)=2(=9) « 1 or III/d? < 1; when s < 2 and p > 1 and
q = 0, we have 11T < d9.

Combining all these, we get the desired results. |

Lemma D.22. [Verification of bias conditions: saturation case] Suppose T < s < 27. Suppose
nx=<d", fory € [p(s+1),(p+1)(s+1)). Forany given ¢ > 0, if

d—* p>1, £ < max{l,0s, 03}
A>QdIn®*(d) ye[l,s+1), £ <max{ly,lo {3}
d_é RS (Oa 1)a 20 S v,

where T, A, {1, U2, and U3 are given in LemmalD.16} then there exists a constant € > 0 only depending
on s and vy, such that A = \(n, d) satisfies

W < <M2,@<A> + szﬁwW) ’

L R L

Jj=1

s (107)
2 < (Mam . nNz,¢<A>) .

Proof. When 7 < s < 27, from Lemma|[D.T4] we have

2
n (M%O(/\) + (;NQ,W(/\)) =0 (/\Qqu(2T—5) + @—stat) 4 dq)
MM, (A

-0 ( A2(T=1) g=v+a(zr—s) | /\—ld—'y—(q+1)(s—1)>
n

A4\ f¢2 =0 ((1n(d))3) .0 ()\dmax{q@fs),o} i /\71d75(q+1)) '

Denote I’ = \2(7=Dg=7+4@7=) TT = \~1g-v=(a+D(s=1) TIT = \gmax19(2=5).0}(In(d))?, and
IV = A~ 1d=s@t D (In(d))?.

Foranyp > 0andany 1 <7 < s < 27:
 From Lemma and Lemma since N7(A) -~ — 0, we have TV < d7—s(at+1),

e When~ > 1, we have v > p + 1, and hence IT < IV « d7—5(@+1): when ~v < 1, we have
IT <« d? with ¢ = 0.

e When p > 1, since —47 + ¢7 < 0 and

y—Ll—s/2
s2p—1) 274+ 1)(t+ps)—(r+1s+ps—1 s(t+1)
> -1
—max{ 2 2(r + 1 PEt T
>0,

we have I’ /dY~*(971) < 1; when p = 0, we have I’ = O(d~27+2/=7) <« d9 with ¢ = 0.

* Wheny —p —ps € [0,7]U[s+s/7 — 1,5+ 1], we have £ < max{/;, ¢3}. Similar to the
proof in Lemma|D.21} we can show that ITT < d7—*(+1) 4 49,

* Finally, consider the case ¥ — p — ps € [1, s + s/7 — 1]. When s > 2, we have ITI < d¢%;
when s < 2, since s > 1, we have III/d? = Ad—16-1) « Q.

Combining all these, we get the desired results. |
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Lemma D.23 (Verification of bias conditions: misspecified case). Suppose 0 < s < 1. Suppose
n=<dY, fory € [p(s+1),(p+ 1)(s + 1)). Suppose one of the following holds:

(1) 7= o0
(2) s>1/(27),
(3) v> (27 +1)s)/(27(1 + s5)).
Suppose one of the following cases holds for A = d=* or A\ = d=*(In(d))?%:

(1) T=o00,p(s+1) <y<ps+p+s
¢ € [p,p+min{1/2,vys}]|

(2) T=00,ps+p+s<y<ps+p+s+1,
t€ [p,min{(y— (p+1)(s = 1))/2,7(1 +s) —s(p+ 1)}]

(3) T<oo,p(s+1)<~v<ps+p+s,
= (y+2mp—sp—p)/(27)

(4) T<oo,ps+p+s<y<ps+p+s+1,
L=p+s/(27).

then there exists a constant € > 0 only depending on s and ~, such that A = \(n, d) satisfies

Ni(N) — A3 (\i)
n

0_2
NV ln(n)(ln )\71)2 . Y fL2 < <M27¢()\) + nN2,¢(A)) ;

Jj=1

_92 1-s ¢ 2 o?
w20 (Il + 07 ) =0 (Mao) + T

Proof. When 0 < s < 1, from Lemma[D.T4] we have
2
n <M2,¢(/\) + 0‘7}/./\/27@()\)) -Q (dV*S(P“) + dp)
PN~ = 0 (Ata )

Nl ()\) ln(n)(ln )\—1)2 . i ()\)2)\)\;@;\\()\1) f2 -0 ((1n(d))3> .0 ()\dmax{p(Z—s),O} + A—ld—s(p+1)) ,

3

and the convergence rate of || fi|| « can be attained similar to Lemma 25 in Zhang et al.| (2024).
Since 7 > 1, similar to the proof of Theorem 3 of Zhang et al.|(2024), when 1/2 < s < 1, we have

2 b_;’_ 2 02
w00 (Il +0°7 1) =0 (Ma )+ TN, )
and when s < 1/2, we have

2
WAL 3l = 0 (M) + TN )

Denote I = A~1d~7%, IT = A\d?®~*)(In(d))?, and III = \~'d—*P*+ 1D (In(d))?.
Foranyp > 0andany 0 < s < 1:

 From LemmalD.20] we have ITI < d7—s(P+1)

* When v < ps+ p+ s, we can show I <« dP when: (1) p > 1, or 2) p = 0 and
s>1/(271) > 0,0or3) 7 = o0,
» When v > ps + p + s, we can show I < d?~**+1) holds if and only if 7 = 0o or

27+ 1)s+27(1+s)p
> ;
27(1+ s)

T=T7T <0
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and the above inequality holds when (1) p > O or 2) p = 0,s > 1/(27) > 0, or (3)
p=0,v>((21+1)s)/(27(1 + s));

* Wheny < ps+p+ s, since £ > p > p — ps, we have IT < dP;
e When y > ps + p+ s, since £ > p > p — ps, we have IT <« d7—s@+1),

Combining all these, we get the desired results. |
D.5 Final proof of Theorem[4.1)and Theorem 4.2]

For each case, the proof can be done in the following steps:

(i) When A > A\* and s < 27, where the definition of the balanced parameter \* can be found

in Corollary and Corollary we have
2
o .
Mo (N) + TNy (X) = Oz (47 - poly (In(d))
2
o
Mop(N) + —Nop(A) = Op (d=7) - poly (In(d)),

where d~#" is the desired convergence rate given in Theorem or Theorem and
B < p*. Similarly, when s > 27, by taking s = 27 in Corollary [D.16] we also have

Mo, (N*) + %QNW(A*) — Op (d—ﬁ*) - poly (In(d))

2
o -

Mos(A) + —No,p(A) = O (d77) - poly (In(d))

(i)) When A > A\*, from Lemma[D.14] Lemma|[D.T8] Lemma[D.19] Lemma[D.20| Lemma [D.21]

Lemma[D:22] and Lemma|[D.23] we know that conditions in Theorem[D.3} Theorem[D.9]
and Theorem [D.10] are satisfied. Therefore, we have

E(Hﬁ*—f*i2\X)::@PQiﬁﬁ~pdyUMd»

. 2
E@ﬁ—ﬂm
(iii) Finally, when s > 7, we can further show that: the convergence rates of the generalization
error can not be faster than above for any choice of regularization parameter A = A\(d,n) —

0. Notice that, when s > 1, for any A < A*, from the monotonicity of Var(\) (see, e.g.,|Li
et al.| (2024)); Zhang et al.|(2024)), we have

EMﬁﬂ

and hence )
E@ﬁ—ﬂ
L2

E Auxiliary lemmas

] X) = 0 (d7) - poly (In(d)).

’ X} > Var()) > Var(\*) = {Hf» - f*

X) SN (d—ff*) - poly (In(d)).

Proposition E.1. For any analytic filter function @y, we have (z 4+ X)px(2) < dand (z+ X)) (z) <
4.

Proof. From (28)), we have (z + A\)px(2) < 2max{z, A}px(z) < 2max{1, ¢} < 4. From (27] -
we have (2 + Ay (2) < 2max{z, \}¥x(2) < 2max{C€y, 1} X < 4\

Lemma E.2. Let ¢ be an analytic filter function defined in Deﬁmnon Then, for any s € [0,1],
we have

sup pa(2)z® < 4N
2€10,k2]
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Proof. For any z € [0, k], from Proposition [E.1} we have (2 + \)¢x(2) < 4. Therefore, from
Proposition B.3 in Li et al.| (2024)), we have

S

or(z)z® < PO <4xsTt

|

Lemma E.3. Let vy be defined in Definition|[C.1| Then, for any s > 21, we have

sup  2°1h3(z) < €3RAETIINT
z€[0,K2]
Proof. For any z, we have
Ya(z) < C(z/A)T1{z > A} + 1{z < A} < Ca(2/N)77,
hence
22 (2) < €225 2N < @222 )27,

|

E.1 Analytic functional calculus

The “analytic functional argument” introduced inLi et al.| (2024) is vital in our proof for Theorem
@ For readers’ convenience, we collect some of the main ingredients here, see |Li et al.|(2024) for
details.

Definition E4. Let A be a linear operator on a Banach space X. The resolvent set p(A) is given by
p(A) ={X e C| A— \is invertible} ,
and we denote R4 (\) := (A — X\)~L. The spectrum of A is defined by
o(A) = C\p(A).
A simple but key ingredient in the analytic functional calculus is the following resolvent identity:
Ra(N) = Rp(\) = RaN(B — A)Rp(\) = Rp(\)(B — A)Ra(\). (108)
The resolvent allows us to define the value of f(A) in analog to the form of Cauchy integral formula,

where A is an operator and f is an analytic function. The following two propositions are well-known
results on operator calculus.

Proposition E.5 (analytic functional calculus). Let A be an operator on a Hilbert space H and f
be an analytic function defined on Dy C C. Let I' be a contour contained in Dy surrounding o(A).
Then,

™

1 1
F) = 5 § F@)e = A) e =~ FRA)d, (109)
2wt Jr 2 r
and it is independent of the choice of T'.

Now, let I be a contour contained in D surrounding both o(A) and o(B). Using (108), we get

1 1

F(4) = £(B) = 5 § F:)IRa(2) = Ri())dz = 5 § Rp()(A = BIRa()F()
(110)

Proposition E.6 (Spectral mapping theorem). Let A be a bounded self-adjoint operator and f be a
continuous function on o(A). Then

o(f(A) ={fA) [Aea(A)}. (111)
A = supreqa) [f ] < 1f e

Consequently,
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Let us define the contour I'y, considered in [Li et al.|(2024) by
Iy=T\1Ul\2Uly3
Tyi={z+(x+n)ieClze[-n0]}
The={zt(x+n)ieC|ze(0,x)}
Ths={z€C||z— K| =kK*+n, Re(z) > v’}

(112)

where 7 = \/2. Then, since T and T’y are positive self-adjoint operators with ||T||, | T | < k2,
we have o(T),0(Tx) C [0,k?]. Therefore, Iy is indeed a contour satisfying the requirement in
Proposition

Proposition E.7. Suppose that in Assumption E| holds. Suppose that X\ = A(n,d) satisfies
V= % Inn = o(1). Then for any fixed § € (0,1), when n is sufficiently large, with probability
at least 1 — 8, we have

_1 _1
HT)\ 2(T_TX)T>\ 2” < \/77

_1 12
[N (113)
1 12
|| < (114)
Proof. These inequalities are direct results of (56), (58), and (59) in|/Zhang et al.| (2024)). |

Proposition E.8 (Restate Proposition 4.13 in L1 et al.| (2024) with only the constant modified). When
@ holds, there is an absolute constant that for any z € T,

TH(T -2 ‘T | <C
||)\( 2) )\H—

. \ (115)
1T (Tx — =)' TE | < V6C.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: We first propose an improved minimax lower bound for the kernel regression
problem in large dimensional settings in Theorem and show that the gradient flow
with early stopping strategy will result in an estimator achieving this lower bound (up to
a logarithmic factor) in Theorem We further determine the exact convergence rates
of a large class of (optimal tuned) spectral algorithms with different qualification 7’s, and
provide a discussion on new phenomena we find in Section 4]

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: We explain the reason for considering spherical data in Remark 2.1 We
point out in the Conclusion section that our work only considers the optimal-tuned spectral
algorithms.

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

 The authors are encouraged to create a separate "Limitations" section in their paper.

The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,

model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms

and how they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to

address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.
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3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]

Justification: We list all assumptions we need in the statement of our main theorems. We
provide a complete (and correct) proof in the Appendix.

Guidelines:

» The answer NA means that the paper does not include theoretical results.

 All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [NA]
Justification: The paper does not include experiments.
Guidelines:

* The answer NA means that the paper does not include experiments.
* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.
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5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [NA]
Justification: The paper does not include experiments requiring code.
Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

 The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [NA]
Justification: The paper does not include experiments.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [NA]
Justification: The paper does not include experiments.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).
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8.

10.

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

* It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

e It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [NA]
Justification: The paper does not include experiments.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: The paper does not include experiments.
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

o If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]
Justification: There is no societal impact of the work performed.
Guidelines:

» The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

7057 https://doi.org/10.52202/079017-0225


https://neurips.cc/public/EthicsGuidelines

» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: The paper poses no such risks.
Guidelines:

» The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [NA]
Justification: The paper does not use existing assets.
Guidelines:

* The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

 For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: The paper does not release new assets.
Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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