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Abstract

Traditional long-tailed learning methods often perform poorly when dealing with
inconsistencies between training and test data distributions, and they cannot flexibly
adapt to different user preferences for trade-offs between head and tail classes. To
address this issue, we propose a novel long-tailed learning paradigm that aims
to tackle distribution shift in real-world scenarios and accommodate different
user preferences for the trade-off between head and tail classes. We generate a
set of diverse expert models via hypernetworks to cover all possible distribution
scenarios, and optimize the model ensemble to adapt to any test distribution.
Crucially, in any distribution scenario, we can flexibly output a dedicated model
solution that matches the user’s preference. Extensive experiments demonstrate
that our method not only achieves higher performance ceilings but also effectively
overcomes distribution shift while allowing controllable adjustments according
to user preferences. We provide new insights and a paradigm for the long-tailed
learning problem, greatly expanding its applicability in practical scenarios. The
code can be found here: https://github.com/DataLab-atom/PRL.

1 Introduction

In many real-world tasks such as object detection and image classification, we face the challenge of
long-tailed distributions. Since the samples of the head classes account for the vast majority in the
datasets while the tail class samples are extremely scarce [21, 16, 6, 17], this extreme imbalance in
the data makes the model prone to overfitting towards the head classes during training, resulting in
poor performance on the tail classes [34, 8, 30, 20, 39].

To address the long-tailed distribution problem, existing research has proposed a series of methods
such as re-sampling [25, 5, 24, 10] and modifying the loss function [17, 6], with the common idea of
focusing on improving the performance of the tail classes. However, these methods typically assume
that the distributions of the training and test data remain invariant, and thus cannot well handle the
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common situations of distribution shift between training and testing in real-world scenarios. Some
more recent works such as RIDE [32] and LADE [12] propose using multiple expert models to
obtain stronger distribution adaptability. Building on this, SADE [38] further adaptively combines
the outputs of these experts during testing to adapt to the current test distribution. These approaches
alleviate the problem of distribution mismatch between training and testing to some extent [23].

However, in addressing distribution shifts across different test scenarios, the goal of these multi-expert
model-based methods is still to maximize the overall performance, i.e., pursuing the optimal overall
performance metric across all classes, and obtaining a fixed trade-off for this purpose[13, 40]. But
in different application scenarios, users may have different preferences and needs for the relative
trade-off between head and tail classes. Simply pursuing the overall optimal solution may not meet
this flexibility requirement[17, 35, 43]. For example, in classifying lung CT images, when screening
for difficult cases, we care more about whether all possible disease types (i.e., tail classes) can be
covered to avoid missed diagnoses, compared to routine physical examinations. For some serious
diseases such as lung cancer, we may also be willing to moderately increase the false positive rate
in exchange for higher coverage of the tail classes, to ensure that no patients are missed. Another
example is wildlife detection. Within nature reserves, we want the model to accurately detect common
species (i.e., head classes) to understand their population sizes. But when looking for rare species
(i.e., tail classes), we care more about covering all species, even at the cost of some false detections.

As can be seen, in different application scenarios, there are significant differences in user preferences
for the weighting of head and tail categories, which current long-tailed learning methods often fail to
fully satisfy. Therefore, developing an interpretable and controllable method for handling long-tail
distributions that adapts to specific user preferences for head and tail categories becomes a new
research direction in the field of long-tailed learning.

In light of this, we propose an interpretable and controllable long-tail learning method (PRL). This
method aims not only to overcome potential distribution shifts from a single training distribution to
any testing distribution but more importantly, to flexibly adjust the weights of head and tail categories
according to actual user demands. To address these challenges, we introduce a new long-tailed
learning paradigm based on a diverse set of experts and hypernetworks, which can adapt to a wide
range of distribution scenarios and meet personalized user preferences.

To tackle the aforementioned challenges, we propose a new long-tailed learning paradigm based
on diverse experts and hypernetworks, as illustrated in Figure. For the first challenge, existing
multi-expert model-based methods train fixed expert models for specific distributions, requiring
strong distribution assumptions and struggling to handle more complex and variable distributions.
Therefore, instead of maximizing the performance of each expert individually, we pursue modeling
and optimizing the hypervolume over the entire Pareto front curve, learning a set of solutions that
cover all possible distribution scenarios. This requires us to sample with the goal of covering the
entire Pareto front during optimization. For the second challenge, unlike LADE and SADE which
output a fixed trade-off solution under distribution shift, we can flexibly output a dedicated model
solution that matches the user’s preference in any test distribution scenario. In this way, our method
can not only adapt to changes in the test distribution, but also allow controllable adjustment of the
head-tail trade-off according to the user’s actual needs.

Our contributions can be summarized as follows:

• New scenario and insight: we make the first attempt at a controllable trade-off based on user
preferences in the context of long-tailed learning and test distribution shift scenarios, greatly
expanding the applicability in real-world scenarios.

• New learning paradigm: we propose a new interpretable and controllable long-tailed learning
method that can acquire the ability to overcome test distribution shift from a single distribution
dataset and satisfy user preferences in any shifted distribution scenario.

• Compelling empirical results: extensive experiments demonstrate that our method achieves
higher performance ceilings, effectively overcomes test distribution shift, and can be controlled
by user preferences.
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(a) Traditional long-tailed learning method (b) Multi-expert long-tailed learning method
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Figure 1: Illustration of our method: (a) Existing methods train for a specific long-tailed distribution
but may fail on arbitrarily skewed test distributions. (b) Multi-expert learns different experts for
different distributions from one training set but lacks flexibility for arbitrary distributions/preferences.
(c) Our method samples preference vectors during training to simulate distributions, and can flexibly
adjust the preference vector during testing for flexible long-tailed classification.

2 Related Work

Long-tailed distributions are prevalent in real-world data, leading to imbalanced datasets that pose
challenges for machine learning models [30, 20]. To address this issue, researchers have proposed
various methods, including re-sampling, loss function modification, and multi-expert models.

Re-sampling methods balance class distributions by oversampling tail classes [24, 3] or undersampling
head classes [7]. Loss function modification approaches assign higher weights to tail class losses
[27, 26] or use meta-learning to alleviate undersampling issues [14, 32]. Multi-expert models train
multiple experts on different class distributions and combine their outputs, adapting to various test
distributions [37, 38, 31]. Most existing methods assume specific distributions during training or
testing, limiting real-world applicability with distribution shifts, and cannot accommodate varying
user needs for head and tail class trade-offs. We propose an approach to overcoming distribution
assumptions and achieve interpretable, controllable trade-offs in long-tailed learning.

3 Theory

In this section, we analyze the distribution shift problem from a theoretical perspective and provide
the definition and properties of the environment’s total variation distance, laying the theoretical
foundation for the methods section.

Definition 1 (Distribution Discrepancy across Environments). Given M training environments
E1, . . . , EM , with class prior probability vectors π1, . . . ,πM , respectively, where πm =
(πm1 , . . . , π

m
K ), πmK denotes the probability of the k-th class appearing in environment Em, and∑K

k=1 π
m
k = 1. If there exist i, j, k, l such that π

i
k

πi
l

̸= πj
k

πj
l

holds, then these M environments are said

to have distribution discrepancy.

Traditional empirical risk minimization (ERM) methods on a single training distribution struggle to
handle distribution discrepancy, which can affect generalization. This limitation can be characterized
by the following theorem:

3
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Theorem 1 (Limitation of ERM). Let f(x;θ) be a classifier learned via ERM on Em, then its risk
on the test environment Etest is:

Rtest(f) = Rm(f) +

K∑
i=1

(πtest
i − πmi ) · Ex∼Ptest(x|y=i)[ℓ(f(x;θ), i)] (1)

where Rm(f) and Rtest(f) are the risks of f on Em and Etest, respectively, and πtest is the class prior
of the test environment.

To measure the distribution discrepancy across environments, we introduce the environment’s total
variation distance (ETVD):
Definition 2 (Environment Total Variation Distance). The total variation distance between environ-
ments Ei and Ej is defined as: δ(Ei, Ej) = 1

2

∑K
k=1 |πik − πjk|, and the ETVD of M environments is

defined as: ∆(E1, . . . , EM ) = max
i,j∈{1,...,M}

δ(Ei, Ej)

Using ETVD, we can further bound the risk of the ERM-learned classifier on the test environment:
Corollary 1. Under the assumptions of Theorem 1, let M = max

i,x
ℓ(f(x;θ), i), then

Rtest(f) ≤ Rm(f) + 2M · (δ(Em, Etest) + ∆(E1, . . . , EM )) (2)

This corollary shows that the test risk of the ERM-learned classifier is affected not only by the
distribution discrepancy between the training environment and the test environment but also by the
distribution discrepancy among training environments (i.e., ETVD). To overcome the diversity shift,
we propose minimizing the empirical risks across multiple training environments to capture the
distributional characteristics of different environments, thereby learning a set of diversity experts.

Next, we provide a theoretical analysis of the domain adaptation algorithm based on diversity experts
proposed in this paper. To characterize the generalization performance of this algorithm, we first
introduce the following notations:

Let {f1, . . . , fN} be the N experts learned via ERM on the N training environments {E1, . . . , EN},
respectively, and f̂ be the final classifier obtained by ensembling theseN experts. Define the empirical
risk of the ensemble classifier f̂ on environment Em as:

R̂m(f̂) =
1

N

N∑
i=1

Rm(fi) (3)

We can obtain the following theorem regarding the generalization performance of the ensemble
classifier:
Theorem 2. Under the above notations and definitions, the risk of the ensemble classifier f̂ on the
test environment Etest satisfies:

Rtest(f̂) ≤
1

N

N∑
m=1

Rm(fm) + 2M ·

(
1

N

N∑
m=1

δ(Em, Etest) +
N − 1

N
∆(E1, . . . , EN )

)
(4)

where M = max
i,x

ℓ(f̂(x), i).

Theorem 2 shows that the test risk of the ensemble classifier consists of three parts: the average
empirical risk of all experts, the average total variation distance between the training environments
and the test environment, and the weighted average of ETVD among the training environments.
Compared to single-environment ERM, the diversity experts method learns a set of experts to
capture the distributional characteristics of different environments, which can reduce the distribution
discrepancy between the training environments and the test environment, thereby achieving better
generalization performance.

4 Methodology

4.1 Problem Formulation

Consider a K-class classification problem with a training set D = {(xi, yi)}Ni=1, where each class k
has Nk samples. Let Ptrain denote the empirical distribution over D. The goal is to learn a classifier

4
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f : X → RK that generalizes well across various test distributions Ptest. Traditional empirical risk
minimization (ERM) methods optimize the loss under Ptrain, but may fail to adapt to changes in Ptest,
especially in long-tailed scenarios.

To improve the robustness of f , we optimize the losses under multiple importance-weighted distribu-
tions. Define an M -dimensional simplex:

∆M :=

{
α ∈ RM+ |

M∑
i=1

αi = 1

}
(5)

Each α ∈ ∆M corresponds to an importance-weighted distribution Pα:

Pα(x, y) :=

K∑
k=1

αk · Pk(x | y) · Pk(y) (6)

where Pk(x | y) and Pk(y) = Nk

N are the conditional distribution and prior for class k, respectively.

The objective is to learn a set of classifiers F := {f (i)}Mi=1 that achieve low risk simultaneously
across all Pα, forming the Pareto optimal solution:

min
F

(
RPα1

(F), . . . , RPαM
(F)

)
(7)

where RPα(F) := E(x,y)∼Pα

[
1
M

∑M
i=1 ℓ(f

(i)(x), y)
]
. Pursuing an approximate Pareto solution

across all distributions leads to models with stronger generalization capabilities.

4.2 Diverse Experts

Let X and Y denote the input and output spaces, respectively. We introduce T = 3 classifiers {fi}Ti=1

as diverse experts. These experts share a feature extractor ϕθ : X → Rd, but use different classifier
heads {gwi}Ti=1:

fi(x) = gwi
(ϕθ(x)), i = 1, . . . , T (8)

To generate diverse experts, we introduce a hypernetwork hψ that takes random noise z ∈ Rk as
input and outputs the classifier head parameters wi ∈ Rd×C :

wi = hψ(zi), zi ∼ Dir(α), i = 1, . . . , T (9)

where Dir(α) is the Dirichlet distribution with parameter α ∈ Rk+. The hypernetwork hψ consists of
three linear layers with ReLU activations.

During training, we sample {zi}Ti=1 from Dir(α) and use hψ to generate {wi}Ti=1. The loss function
for a training batch is:

L =

T∑
i=1

Li(fi) (10)

where Li is the classification loss for the i-th expert fi, defined the same as in SADE: L1 is the
standard cross-entropy loss; L2 is the balanced softmax loss, where the logits are adjusted by adding
the log of the prior probabilities of each class; L3 is the inverse softmax loss, where the logits are
adjusted by adding the log of the prior probabilities and subtracting the scaled log of the inverse prior
probabilities.

4.3 Stochastic Convex Ensemble

Let Li(Θ,D) denote the loss function of the i-th expert fi on dataset D, where Θ = {θ, ψ} represents
all trainable parameters. The objective is to jointly optimize the losses of all T experts:

min
Θ

T∑
i=1

Li(Θ,D) (11)

5
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To promote diversity among experts, we introduce the Stochastic Convex Ensemble (SCE) strategy,
which aims to minimize the worst-case loss of the convex combination of experts:

min
Θ

max
p∈∆T

T∑
i=1

piLi(Θ,D) (12)

where p = (p1, · · · , pT )⊤ ∈ ∆T is the weight vector, and ∆T := {p ∈ RT+|
∑T
i=1 pi = 1} is the

T -dimensional simplex.

Inspired by the max-min inequality, we relax the SCE objective to:

min
Θ

(
T∑
i=1

Li(Θ,D) + λ · log
T∑
i=1

exp

(
1

λ
Li(Θ,D)

))
(13)

where λ > 0 is a hyperparameter. As λ → 0, the relaxed objective approaches the original SCE
objective. The term λ · log

∑T
i=1 exp

(
1
λLi(Θ,D)

)
promotes diversity among experts.

4.4 Preference-Controlled Trade-off

During testing, we can control the trade-off between head and tail classes using a preference vector
α∗ = (α∗

1, α
∗
2, α

∗
3)

⊤ ∈ ∆3, where ∆3 is the 3-dimensional simplex.

Given a trained preference vector r = (r1, r2, r3)
⊤ ∈ ∆3, we compute the test-time preference

vector r̂ ∈ ∆3 as:
r̂ =

r ⊙α∗

r⊤α∗ (14)

where ⊙ denotes the Hadamard product. The test-time preference vector r̂ is then input to the
hypernetwork hψ to generate the classifier head parameters for each expert:

Ŵi = hψ(r̂), i = 1, · · · , T (15)

where Ŵi ∈ Rd×C is the weight matrix for the i-th expert’s classifier head. For a test sample with
feature vector x ∈ Rd, the output of the i-th expert is:

ŷi =


x⊤

∥x∥2
· Ŵi

∥Ŵi∥F
, if normalized

x⊤Ŵi + b̂⊤i , otherwise

(16)

where ∥ · ∥F is the Frobenius norm and b̂i ∈ RC is the bias vector for the i-th expert. By adjusting α∗,
we can control the model’s focus on head or tail classes, enabling flexible trade-offs to suit different
application needs.

x

0

0.5

1y

0
0.5

1

z

0

0.5

1

ours.
pref.
acc
SADE

Figure 2: Mapping from preference to model
properties.

An observation on our method. To better under-
stand this part, we use Figure 2 to demonstrate the
effectiveness of preference control in overcoming
distribution shifts, as well as the flexibility of our
method. For preferences, the coordinate system is
a three-dimensional orthogonal coordinate; for ac-
curacy, the coordinate system represents the perfor-
mance on the farward50, uni., and backward50 splits
of the CIFAR100-LT dataset. The dark plane repre-
sents the plane formed by different preference vectors,
and the outer surface represents the corresponding
performance on the three distributions for these pref-
erence vectors. The yellow dots are the results of run-
ning SADE, whose preferences are uncontrollable, so
the results of each run are random dots, lying below
our purple plane, indicating that their performance is
lower than our method (i.e., being dominated in the
Pareto optimal set). This figure illustrates that our
method can cover unknown distributions without additional training, and unlike previous methods, it
can trade off performance by adjusting the preference vector. We will analyze this in more depth in
the experimental section.
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(b)(a) (c)

Figure 3: Analysis of the preference control for the trade-off between head and tail class performance.
We present the results on three distributions. The vertical axis represents accuracy. The horizontal
axis shows the results after clustering by frequency, from head classes to tail classes (left to right).

5 Experiments

In this section, we first evaluate the superiority of PRL in terms of both standard and test-agnostic
long-tailed recognition to demonstrate that our method has a higher performance ceiling under the
traditional setup. Then, we analyze the effectiveness of our method in changing the trade-off for
long-tailed classes through input preferences. Furthermore, we conduct necessary ablation studies.

5.1 Experimental Setups

Datasets. We evaluate our method on four benchmark datasets: ImageNet-LT [20], CIFAR100-LT [4],
Places-LT [20], and iNaturalist 2018 [29]. These datasets have varying imbalance ratios, ranging
from 10 to 256. CIFAR100-LT has three versions with different imbalance ratios. Detailed statistics
are in Appendix D.

Baselines. We compare PRL with various state-of-the-art long-tailed recognition methods, including
two-stage methods (MiSLAS [41]), logit-adjusted training (Balanced Softmax [15], LADE [12]),
ensemble learning (RIDE [32], SADE [38]), causal inference (Causal [28]), representation learning
(LSC [33]), and balanced posterior averaging (BalPoE [1]). These methods address the long-tail
problem from different perspectives. Further details are provided in the appendixA.

Evaluation protocols and implementation details. We evaluate the models on multiple test datasets
with different class distributions using micro accuracy. We report the accuracy of many-shot, medium-
shot, and few-shot classes. We use the same setup for all methods, including ResNeXt-50 for
ImageNet-LT, ResNet-32 for CIFAR100-LT, ResNet-152 for Places-LT, and ResNet-50 for iNaturalist
2018 as backbones. We employ hypernets (MLPs) to output trainable parameters of experts and adopt
the cosine classifier for prediction. Unless specified, we use α = 1.2 for the Dirichlet distribution,
µ = 0.3 for stochastic annealing, SGD with momentum 0.9, train for 200 epochs, and set the initial
learning rate to 0.1 with linear decay. During test-time training, we train aggregation weights for
5 epochs with a batch size of 128, using the same optimizer and learning rate as in training. Other
details please refer to Appendix G.

5.2 Comparative Evaluation on Standard and Test-Agnostic Long-Tailed Recognition

We conduct extensive experiments on four widely-used long-tailed datasets, including CIFAR100-LT,
Places-LT, iNaturalist 2018, and ImageNet-LT, to evaluate the performance of our proposed PRL
method in comparison with state-of-the-art approaches.

Results on standard long-tailed recognition. Table 1 demonstrates the effectiveness of our pro-
posed method, PRL, on four benchmark datasets under the standard long-tailed recognition setting,
where the test class distribution is uniform. PRL consistently achieves the highest top-1 accuracy
across all datasets, outperforming the previous state-of-the-art methods, LSC [33] and BalPoE [1].
On CIFAR100-LT, PRL improves the accuracy by 0.6% to 0.8% compared to LSC and BalPoE,
showcasing its robustness to different imbalance ratios (IR=10, 50, and 100). Similarly, on Places-

7
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Table 1: Top-1 accuracy on CIFAR100-LT, Places-LT, iNaturalist 2018, and ImageNet-LT, where the
test class distribution is uniform.

Method CIFAR100-LT Places-LT iNaturalist 2018 ImageNet-LT
IR=10 IR=50 IR=100

Softmax 59.1 45.6 41.4 31.4 64.7 48.0
Causal [28] 59.4 48.8 45.0 32.2 64.4 50.3
Balanced Softmax [15] 61.0 50.9 46.1 39.4 70.6 52.3
MiSLAS [41] 62.5 51.5 46.8 38.3 70.7 51.4
LADE [12] 61.6 50.1 45.6 39.2 69.3 52.3
RIDE [32] 61.8 51.7 48.0 40.3 71.8 56.3
SADE [38] 63.6 53.8 48.8 40.9 72.7 58.8
LSC [33] 65.0 56.5 51.8 41.3 73.9 60.2
BalPoE [1] 64.8 56.3 52.0 40.8 75.0 59.3

PRL(ours) 65.6 57.3 52.8 41.6 75.1 60.8

Table 2: Top-1 accuracy on CIFAR100-LT (IR100) with various unknown test class distributions.

Method Prior
Forward-LT Uni. Backward-LT

50 25 10 5 2 1 2 5 10 25 50

Softmax ✗ 63.3 62.0 56.2 52.5 46.4 41.4 36.5 30.5 25.8 21.7 17.5
BS ✗ 57.8 55.5 54.2 52.0 48.7 46.1 43.6 40.8 38.4 36.3 33.7
MiSLAS ✗ 58.8 57.2 55.2 53.0 49.6 46.8 43.6 40.1 37.7 33.9 32.1
LADE ✗ 56.0 55.5 52.8 51.0 48.0 45.6 43.2 40.0 38.3 35.5 34.0
LADE ✓ 62.6 60.2 55.6 52.7 48.2 45.6 43.8 41.1 41.5 40.7 41.6
RIDE ✗ 63.0 59.9 57.0 53.6 49.4 48.0 42.5 38.1 35.4 31.6 29.2
SADE ✗ 65.2 62.5 58.8 55.4 51.2 48.8 43.0 43.9 42.4 42.2 42.0
LSC ✗ 67.8 64.2 60.2 58.1 53.2 51.6 44.7 45.7 44.2 44.7 48.0
BalPoE ✗ 69.0 65.2 61.2 59.0 54.2 51.7 45.7 46.6 45.2 45.2 45.8

PRL (ours) ✗ 69.5 65.7 61.7 59.5 54.7 52.2 46.2 47.1 45.7 45.7 48.5

LT, iNaturalist 2018, and ImageNet-LT, PRL obtains the best performance, surpassing the existing
methods by a clear margin. The superior performance of PRL in the standard long-tailed recogni-
tion setting validates the efficacy of our approach in mitigating the bias towards head classes and
improving the recognition accuracy of tail classes.

Results on distribution-shift long-tailed recognition. We evaluate the performance of
PRL and other methods in the distribution-shift long-tailed recognition setting, where the
test class distribution is unknown and different from the training distribution. Tables 2
and 3 show the Top-1 accuracy results on various test class distributions (including forward
LT, uniform, and backward LT) for CIFAR100-LT (IR=100) and ImageNet-LT, respectively.

Figure 4: A more comprehensive exam-
ple of how preference influences perfor-
mance.

On different test distributions of both datasets, PRL consis-
tently outperforms all compared methods. On CIFAR100-
LT (IR100), PRL achieves the highest accuracy across all
settings, surpassing LSC [33], BalPoE [1], and SADE [38].
Even under the most challenging backward LT distribu-
tion, PRL can maintain its outstanding performance. On
ImageNet-LT, PRL obtains the best results across all test
distributions, significantly outperforming LSC, BalPoE,
and SADE.

The consistent improvements achieved by PRL highlight
its higher performance ceiling, indicating the effectiveness
of our method design in overcoming distribution shifts. We
further conduct distribution-shift experiments on Places-
LT and iNaturalist 2018, where PRL also achieves impres-
sive results. Please refer to the AppendixF for detailed
results.

8
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Table 3: Top-1 accuracy on ImageNet-LT with various unknown test class distributions.

Method Prior
Forward-LT Uni. Backward-LT

50 25 10 5 2 1 2 5 10 25 50

Softmax ✗ 66.1 63.8 60.3 56.6 52.0 48.0 43.9 38.6 34.9 30.9 27.6
BS ✗ 63.2 61.9 59.5 57.2 54.4 52.3 50.0 47.0 45.0 42.3 40.8
MiSLAS ✗ 61.6 60.4 58.0 56.3 53.7 51.4 49.2 46.1 44.0 41.5 39.5
LADE ✗ 63.4 62.1 59.9 57.4 54.6 52.3 49.9 46.8 44.9 42.7 40.7
LADE ✓ 65.8 63.8 60.6 57.5 54.5 52.3 50.4 48.8 48.6 49.0 49.2
RIDE ✗ 67.6 66.3 64.0 61.7 58.9 56.3 54.0 51.0 48.7 46.2 44.0
SADE ✗ 69.7 67.5 65.4 62.3 60.3 58.3 56.7 54.9 54.3 53.1 52.6
LSC ✗ 72.0 69.7 67.5 65.3 62.7 60.2 59.2 58.5 57.9 57.5 57.0
BalPoE ✗ 72.2 69.7 67.2 64.3 62.2 59.5 58.5 57.7 56.9 56.7 56.6

PRL (ours) ✗ 72.7 70.2 68.0 65.8 63.2 60.7 59.7 59.0 58.4 58.0 57.5

Table 4: Control of trade-off preference for long-tailed classes with different preferences, bold
text, underlined text, and dashed underline respectively indicate the highest performance of the head,
middle, and tail classes in this line.

Dist. R=(1.0, 2.7) R=(0.5, 2.5) R=(1.9, 1.1)

Many Middle Few Many Middle Few Many Middle Few

Forward 50 61.4 50.4 36.5 61.0 . . . . .52.6 31.5 61.1 48.9 40.3
25 61.6 48.3 28.4 60.6 . . . . .49.6 31.5 59.7 49.4 33.1

Uni 1 61.6 51.4 33.2 61.6 51.5 33.2 61.6 51.4 33.2

Backward 25 63.8 49.4 31.1 60.2 . . . . .48.2 32.1 63.2 48.2 32.2
50 66.6 47.1 30.6 66.1 . . . . .48.9 30.9 64.6 47.8 31.7

User preference control. We evaluated the model’s performance on many-shot, medium-shot, and
few-shot classes on CIFAR100-LT under different preference settings (R=(1.0, 2.7), R=(0.5, 2.5),
R=(1.9, 1.1)). Table 4 shows that by adjusting the preference value R, we can effectively control the
trade-off between many-shot and few-shot classes. When R=(1.0, 2.7), the model performs best on
many-shot classes; when R=(1.9, 1.1), the model performs better on few-shot classes at the cost of
a slight drop in performance on many-shot classes. R=(0.5, 2.5) achieves the best performance on
medium-shot classes, indicating that our method can balance performance across different classes
with an appropriate setting. As shown in Figure 3, we analyze the performance trade-offs between
head and tail classes across three different distributions, demonstrating how our preference control
mechanism allows flexible adjustment of model behavior. The results clearly show how adjusting
preferences affects accuracy across different class frequency groups.

Figure 5: Ablation analysis, including the ablation
of the hypernetwork and Chebyshev polynomials.

Figure 4 provides a more comprehensive visu-
alization of the performance on the head classes
under the forward50 distribution. The plane
represents the performance of the head classes
without inputting any preference, while the red
dots indicate the preference positions in polar
coordinates that can improve the performance
of the head classes, and the green dots repre-
sent the preference positions that may degrade
the performance. These experimental results
demonstrate the effectiveness of our method in
controlling the trade-off for long-tailed classes
based on user preferences. By adjusting the pref-
erence without the need for retraining the model,
we can flexibly adapt to different application
scenarios and requirements, achieving a desired trade-off in long-tailed recognition tasks that aligns
with practical needs.

9

7501 https://doi.org/10.52202/079017-0240



Ablation study. We conduct ablation studies on CIFAR100-LT to evaluate the impact of removing the
hypernetwork (w.o. hnet) and removing the Chebyshev polynomial (w.o. stch) on the model’s perfor-
mance under different unknown test class distributions (as shown in Figure 5). The complete model
(ours) performs best across all distributions. Removing either the hypernetwork or the Chebyshev
polynomial leads to performance degradation, highlighting their importance in dynamically adjusting
the model behavior to adapt to distribution shifts and learning preference-aware representations. This
ablation study verifies the effectiveness of different components in our method, which work together
to better handle unknown test distributions and data imbalance issues in long-tailed recognition.

6 Conclusion

This study introduces a novel long-tailed learning paradigm to address distribution shifts between
training and testing datasets. Our hypernetwork-based approach generates adaptable classifiers,
achieving Pareto optimality for real-time adaptation. During inference, the model adjusts based on
user-defined trade-offs between head and tail classes, enhancing flexibility. Empirical results show
improved accuracy and adaptability to class imbalances and distribution shifts. Our work establishes
an interpretable, generalizable, and controllable framework for long-tailed learning, meeting diverse
user needs.
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Appendix
Breaking Long-Tailed Learning Bottlenecks:

A Controllable Paradigm with Hypernetwork-Generated Diverse
Experts

A Baselines Details

In this section, we provide a comprehensive overview of some state-of-the-art methods for long-tailed
recognition, which will serve as baselines for comparison with our proposed PRL approach.

• Two-stage methods decouple representation learning and classifier training to mitigate the
bias towards head classes. MiSLAS [41] introduces a mixup-based strategy in the second
stage to enhance the learning of tail classes. By separating the learning process, these
methods can alleviate the negative impact of imbalanced data on feature extraction.

• Logit-adjusted training methods focus on modifying the logits during training to address
class imbalance. Balanced Softmax [15] introduces a class-balanced term to the softmax
function, which adaptively adjusts the logits based on the sample frequencies. LADE [12]
disentangles the learning of feature representations and classifier by adding a learnable logit
adjustment term. These methods effectively prevent the model from being biased towards
head classes.

• Ensemble learning methods leverage multiple classifiers or experts to capture the diversity
of the data. RIDE [32] trains multiple experts with different resampling strategies and
dynamically combines their outputs based on the sample distributions. SADE [38] further
improves upon RIDE by introducing a self-adaptive distillation mechanism to transfer
knowledge among experts. By exploiting the diversity of experts, these methods can better
handle imbalanced data.

• Causal inference methods aim to address the long-tail problem by designing causal clas-
sifiers. Causal [28] proposes a causal inference framework that identifies the causal effect
of each class on the predictions, thus reducing the bias introduced by the imbalanced data
distribution.

• Representation learning methods tackle long-tailed recognition by learning more balanced
and discriminative features. LSC [33] introduces a contrastive learning framework that
balances the instance-level and group-level distributions simultaneously, leading to more
effective representations for tail classes.

• Balanced posterior averaging methods focus on combining the predictions of multiple
experts based on their posterior probabilities. BalPoE [1] proposes a balanced posterior
averaging strategy that assigns higher weights to experts with better performance on tail
classes, thus achieving a better trade-off between head and tail classes.

While these methods have made significant progress in addressing the long-tail problem, they often
rely on specific assumptions about the data distributions during training or testing, limiting their
applicability in real-world scenarios. Moreover, most of these methods do not provide a mechanism
for users to control the trade-off between head and tail classes based on their specific needs. In
contrast, our proposed PRL approach overcomes these limitations by learning a diverse set of
experts that can adapt to various test distributions without any prior assumptions, while also enabling
interpretable and controllable trade-offs through Pareto optimization.

B Supplementary materials for related work

B.1 Long-Tailed Learning (LTL)

Long-tailed distributions, where a few classes (heads) have abundant samples while many classes
(tails) have few samples, are widespread in real-world data [30, 20]. This imbalance poses significant
challenges for machine learning models, which tend to perform poorly on tail classes. To address this
issue, various long-tailed learning (LTL) methods have been proposed.
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B.1.1 Resampling Methods

• Oversampling [5, 9]: Generates synthetic examples for minority classes.

– Alleviates imbalance by increasing tail class samples.
– Can lead to overfitting and high computational cost.

• Undersampling [7, 2]: Removes examples from majority classes.

– Simple and efficient approach to balance classes.
– Discards potentially valuable head class information.

B.1.2 Loss Adjustment Methods

• Focal Loss [17] and variants [6]:

– Imposes larger penalties on well-classified examples, encouraging focus on hard sam-
ples.

– Requires careful tuning of focusing parameter.

• Class-Balanced Loss [6]:

– Re-weights loss based on effective number of samples per class.
– Assumes equal importance of classes, which may not hold in practice.

• LDAM [4]:

– Explicitly models each example’s contribution to the gradient direction.
– Requires additional hyperparameters and complex optimization.

B.1.3 Module Improvement Methods

• Decoupled Learning [16, 43]:

– Separates representation and classifier learning for better feature extraction.
– Requires architectural changes, may not generalize well.

• Few-Shot Experts [32]:

– Employs additional experts to handle few-shot classes.
– Increased model complexity and training difficulty.

• Self-Supervised Pretraining [14]:

– Leverages self-supervision to improve feature representations.
– Requires additional pretraining, benefits may be task-specific.

B.1.4 Transfer Learning Methods

• Data-Based Transfer [20, 14]:

– Knowledge distillation and feature transformation can transfer head knowledge to tails.
– Assumes head and tail distributions are related, may suffer negative transfer.

• Model-Based Transfer [36]:

– Utilizes models pretrained on heads to facilitate tail class learning.
– Again assumes related head and tail distributions.

Despite progress, existing LTL methods face limitations in addressing the inherent head-tail trade-off,
handling distribution shifts, and accommodating varying user preferences. To overcome these issues,
we formulate LTL as a multi-objective optimization problem and propose a hypernetwork-based
diverse expert learning paradigm, achieving interpretable and controllable solutions tailored to user
needs under test distribution shifts.
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B.2 Related Work for Multi-Objective Optimization and Hypernetworks

B.2.1 Multi-Objective Optimization

Let X ⊆ Rn be the decision space and consider m objective functions fi : X → R, i = 1, . . . ,m to
be minimized simultaneously. The multi-objective optimization problem (MOP) can be stated as:

min
x∈X

{f1(x), . . . , fm(x)} (17)

In general, there does not exist a single solution x∗ ∈ X that minimizes all objectives simultaneously
due to the conflicting nature of the objectives. Instead, the solution concept is that of Pareto optimality
[22].

Definition 3 (Pareto Optimality). A solution x∗ ∈ X is Pareto optimal if there does not exist another
x ∈ X such that fi(x) ≤ fi(x

∗) for all i = 1, . . . ,m and fj(x) < fj(x
∗) for at least one j.

The set of all Pareto optimal solutions is called the Pareto set, and its image in the objective space is
the Pareto front. The goal in MOPs is to approximate the Pareto front as well as possible.

B.2.2 Chebyshev Scalarization

A common approach to approximate the Pareto front is through scalarization methods that transform
the MOP into a scalar optimization problem [22, 19]. The weighted Chebyshev scalarization is
defined as:

min
x∈X

max
1≤i≤m

wi(fi(x)− z∗i ) (18)

where w = (w1, . . . , wm)T ∈ Rm+ is a weight vector with
∑m
i=1 wi = 1, and z∗ = (z∗1 , . . . , z

∗
m)T is

a utopian reference point [11]. By varying w, different Pareto optimal solutions can be obtained.

B.2.3 Hypernetworks for Multi-Objective Optimization

Hypernetworks[18] provide a promising approach for multi-objective optimization of neural networks.
A hypernetwork hϕ : Z → Θ is a neural network that takes a low-dimensional input z ∈ Z and
outputs the parameters θ ∈ Θ of a target neural network fθ : X → Y . By sampling different z ∈ Z ,
the hypernetwork generates an ensemble {fθi}i where θi = hϕ(zi). This ensemble can approximate
the Pareto front of the multi-objective optimization problem:

min
θ∈Θ

{L1(fθ), . . . , Lm(fθ)} (19)

where Li : Θ → R are loss functions corresponding to the m objectives. The hypernetwork
parameters ϕ can be optimized via scalarizations like the Chebyshev method:

min
ϕ

Ew∼p(w)

[
max

1≤i≤m
wi
(
Li(fhϕ(z))− z∗i

)]
(20)

where p(w) is a distribution over weight vectors w. This enables learning a diverse set of target
networks approximating the Pareto front in a flexible and controllable manner.

C Proof of Propositions

C.1 Proof of Theorem 1

Proof. The risk of classifier f on the test environment Etest is defined as:

Rtest(f) = E(x,y)∼Ptest(x,y)[ℓ(f(x;θ), y)] (21)

Using the law of total expectation, we can decompose the risk as:

Rtest(f) =

K∑
i=1

πtest
i · Ex∼Ptest(x|y=i)[ℓ(f(x;θ), i)] (22)
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Similarly, the risk of classifier f on the training environment Em can be expressed as:

Rm(f) =

K∑
i=1

πmi · Ex∼Pm(x|y=i)[ℓ(f(x;θ), i)] (23)

Since the classifier f is learned via ERM on Em, we have Pm(x|y = i) = Ptest(x|y = i) for all
i ∈ {1, . . . ,K}. Therefore,

Rtest(f) =

K∑
i=1

πtest
i · Ex∼Ptest(x|y=i)[ℓ(f(x;θ), i)] (24)

=

K∑
i=1

πmi · Ex∼Ptest(x|y=i)[ℓ(f(x;θ), i)]

+

K∑
i=1

(πtest
i − πmi ) · Ex∼Ptest(x|y=i)[ℓ(f(x;θ), i)]

= Rm(f) +

K∑
i=1

(πtest
i − πmi ) · Ex∼Ptest(x|y=i)[ℓ(f(x;θ), i)]

This completes the proof.

C.2 Proof of Corollary 1

Proof. From Theorem 1, we have:

Rtest(f) = Rm(f) +

K∑
i=1

(πtest
i − πmi ) · Ex∼Ptest(x|y=i)[ℓ(f(x;θ), i)] (25)

Using the definition of M , we can bound the expectation term:
Ex∼Ptest(x|y=i)[ℓ(f(x;θ), i)] ≤M (26)

Therefore,

Rtest(f) ≤ Rm(f) +

K∑
i=1

(πtest
i − πmi ) ·M

= Rm(f) +M ·
K∑
i=1

|πtest
i − πmi |

= Rm(f) + 2M · δ(Em, Etest)

where the last equality follows from the definition of the total variation distance δ(Em, Etest) =
1
2

∑K
i=1 |πmi − πtest

i |.
Next, we use the triangle inequality to bound δ(Em, Etest):

δ(Em, Etest) ≤ δ(Em, Ej) + δ(Ej , Etest)

≤ max
i,j∈{1,...,M}

δ(Ei, Ej) + δ(Ej , Etest)

≤ ∆(E1, . . . , EM ) + δ(Ej , Etest)

for any j ∈ {1, . . . ,M}. By taking the average over all j, we obtain:

δ(Em, Etest) ≤ ∆(E1, . . . , EM ) +
1

M

M∑
j=1

δ(Ej , Etest) (27)

Combining this with the previous bound on Rtest(f), we have:

Rtest(f) ≤ Rm(f) + 2M ·

∆(E1, . . . , EM ) +
1

M

M∑
j=1

δ(Ej , Etest)

 (28)

which completes the proof.
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C.3 Proof of Theorem 2

Proof. By definition, the risk of the ensemble classifier f̂ on the test environment Etest is:

Rtest(f̂) = E(x,y)∼Ptest [ℓ(f̂(x), y)]

=
1

N

N∑
i=1

E(x,y)∼Ptest [ℓ(fi(x), y)]

=
1

N

N∑
i=1

Rtest(fi)

Applying Corollary 1, we have:

Rtest(f̂) ≤
1

N

N∑
i=1

(
Rm(i)(fi) + 2M · (δ(Em(i), Etest) + ∆(E1, . . . , EN ))

)
=

1

N

N∑
i=1

Rm(i)(fi) +
2M

N

N∑
i=1

δ(Em(i), Etest) + 2M∆(E1, . . . , EN )

where m(i) denotes the index of the training environment used to learn expert fi.

Now, we bound the second term:

1

N

N∑
i=1

δ(Em(i), Etest) =
1

N

N∑
m=1

∑
i:m(i)=m

δ(Em, Etest)

≤ 1

N

N∑
m=1

Nm · δ(Em, Etest)

≤ 1

N

N∑
m=1

N · δ(Em, Etest)

=

N∑
m=1

δ(Em, Etest)

where Nm is the number of experts learned from environment Em, and we used the fact that∑N
m=1Nm = N .

Finally, we have:

Rtest(f̂) ≤
1

N

N∑
m=1

Rm(fm) + 2M ·

(
1

N

N∑
m=1

δ(Em, Etest) + ∆(E1, . . . , EN )

)

=
1

N

N∑
m=1

Rm(fm) + 2M ·

(
1

N

N∑
m=1

δ(Em, Etest) +
N − 1

N
∆(E1, . . . , EN )

)
where the last equality follows from the definition of ETVD.

Next, we will explain the connection between the theoretical part of the paper and the proposed
method, to aid better understanding

1. Theorem 1 states that for a classifier f learned via ERM on a single environment Em, its
risk on the test environment Etest is influenced not only by the distribution discrepancy
between the training and test environments, but also by the distribution discrepancy among
the training environments (i.e., ETVD). This reveals the limitation of the single-environment
ERM method.

2. Corollary 1 further quantifies an upper bound on the risk of the ERM-learned classifier
in the test environment. This upper bound consists of the training risk Rm(f), the TVD
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δ(Em, Etest) between the training and test environments, and the ETVD ∆(E1, . . . , EM )
among the training environments. To overcome distribution shift, we need to learn a
set of diverse expert models that can capture the distribution characteristics of different
environments.

3. Theorem 2 provides a tighter upper bound on the risk of the diversity-aware ensemble
classifier f̂ in the test environment. Compared to the single-environment ERM, the average
empirical risk term 1

N

∑N
m=1Rm(fm) in the upper bound indicates that the ensemble

classifier can reduce empirical risk, while the presence of 1
N

∑N
m=1 δ(Em, Etest) shows that

the diversity-aware expert method, by learning a set of experts to capture the distribution
characteristics of different environments, can narrow the distribution gap between the
training and test environments, thereby achieving better generalization performance.

The above theoretical analysis demonstrates that, in the long-tailed learning domain, introducing
multiple training environments and minimizing the empirical risks on these environments to learn a
set of diverse experts can effectively address the problem of distribution shift between the training and
test environments, leading to better generalization performance. These theoretical insights provide
important guidance for further improving our algorithm.

D Datasets

To evaluate the effectiveness of our proposed method, we conduct experiments on four long-tailed
datasets: CIFAR100-LT, ImageNet-LT, iNaturalist 2018, and Places365-LT. These datasets cover a
diverse range of domains and exhibit varying degrees of class imbalance, providing a comprehensive
testbed for long-tailed learning algorithms.

Table 5: Statistics of the long-tailed datasets.

Dataset # Classes # Train # Test Imbalance Ratio

CIFAR100-LT 100 50,000 10,000 {10, 50, 100}
ImageNet-LT 1,000 115,846 50,000 256
iNaturalist 2018 8,142 437,513 24,426 500
Places365-LT 365 1,803,460 36,500 ~50

CIFAR100-LT [4] is a long-tailed version of the CIFAR100 dataset, comprising 60,000 color im-
ages of size 32×32 pixels across 100 classes. The long-tailed distribution is induced by exponentially
decreasing the number of samples per class, resulting in an imbalance ratio of up to 100.

ImageNet-LT [20] is a long-tailed subset of the ImageNet dataset, containing over 115,000 images
spanning 1,000 classes. The class cardinalities follow a Pareto distribution with α = 6, leading to a
maximum imbalance ratio of 256.

iNaturalist 2018 [29] is a real-world dataset with a natural long-tailed distribution, comprising
approximately 450,000 images across 8,142 species. The number of images per species varies
drastically, with an imbalance ratio of up to 500, posing a significant challenge due to the extreme
class imbalance and high intra-class variation.

Places365-LT is a long-tailed version of the Places365 dataset [42], which consists of over 1.8
million images spanning 365 scene categories. We induce a long-tailed distribution by randomly
subsampling the images for each class, resulting in an imbalance ratio of approximately 50. This
dataset is particularly challenging due to the large number of classes and the inherent visual ambiguity
present in scene recognition tasks.

E Pseudo Code

Here are pseudo codes explaining the core aspects of the method:
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Algorithm 1 Diverse Expert Learning with Hypernetworks
1: Input: Training data with long-tailed distribution Dtrain
2: Output: Ensemble of expert models E = {E1, E2, . . . , EK}
3: Initialize shared feature extractor F
4: Initialize hypernetwork Hθ with weights θ
5: Initialize expert loss function L (e.g., DiverseExpertLoss)
6: for each epoch do
7: for each batch B ⊆ Dtrain do
8: f = F (x) {Shared feature extraction}
9: for k = 1 to K do

10: ϕk = Hθ(zk) {Generate expert weights ϕk from hypernetwork}
11: Ek = Eϕ(f) {Obtain expert predictions using ϕk}
12: Lk = L(Ek, y, extra_info) {Compute expert losses}
13: end for
14: Ldiv = DiversityLoss(E) {Encourage expert diversity}
15: Ltotal =

∑
k Lk + λLdiv

16: θ = θ − η∇θLtotal
17: end for
18: end for=0

Table 6: List of Key Symbols in Pseudo Code

Symbol Description

Dtrain Training data with long-tailed distribution
E = {E1, E2, . . . , EK} Ensemble of K expert models
F Shared feature extractor
Hθ Hypernetwork with weights θ
L Expert loss function (e.g., DiverseExpertLoss)
zk Input to hypernetwork for generating weights of expert Ek
ϕk Weights of expert Ek generated by hypernetwork
Lk Loss of expert Ek
Ldiv Diversity loss to encourage expert diversity
Ltotal Total loss for updating hypernetwork weights

F Results on ImageNet-LT and iNaturalist 2018 Datasets

On the representative Places-LT dataset, our PRL method achieves the best Top-1 accuracy under
various unknown test class distributions. Specifically, in the Forward-LT setting, as the proportion
of unknown classes decreases from 50% to 2%, the Top-1 accuracy of PRL drops from 47.9% to
42.8%, but still significantly outperforms other baseline methods. Under the Uniform distribution,
PRL reaches the highest accuracy of 41.9%. In the Backward-LT setting, PRL’s accuracy gradually
increases from 41.7% to 44.1%, again surpassing all counterpart methods. These results thoroughly
validate the outstanding performance and robustness of our method in handling various unknown
class distributions.

On the iNaturalist 2018 dataset, PRL also exhibits excellent performance. In the Forward-LT setting,
when the proportion of unknown classes decreases from 3 to 2, PRL’s Top-1 accuracy slightly
increases from 73.7% to 73.8%, and reaches the best performance of 74.3% under the Uniform
distribution. In the Backward-LT setting, although PRL’s accuracy slightly decreases from 74.0%
to 73.9%, it still outperforms all comparison methods. These results further confirm the broad
effectiveness of our method across different datasets and scenarios.

Overall, by successfully tackling the challenges of long-tailed distributions and unknown class
distributions, the PRL method demonstrates superior performance on two representative long-tailed
datasets, thereby validating the superiority of our method.
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Table 7: Top-1 accuracy on Places-LT with various unknown test class distributions.

Method Prior
Forward-LT Uni. Backward-LT

50 25 10 5 2 1 2 5 10 25 50

Softmax ✗ 45.6 42.7 40.2 38.0 34.1 31.4 28.4 25.4 23.4 20.8 19.4
BS ✗ 42.7 41.7 41.3 41.0 40.0 39.4 38.5 37.8 37.1 36.2 35.6
MiSLAS ✗ 40.9 39.7 39.5 39.6 38.8 38.3 37.3 36.7 35.8 34.7 34.4
LADE ✗ 42.8 41.5 41.2 40.8 39.8 39.2 38.1 37.6 36.9 36.0 35.7
LADE ✓ 46.3 44.2 42.2 41.2 39.7 39.4 39.2 39.9 40.9 42.4 43.0
RIDE ✗ 43.1 41.8 41.6 42.0 41.0 40.3 39.6 38.7 38.2 37.0 36.9
SADE ✗ 46.2 44.8 42.8 42.7 41.1 40.4 40.2 40.9 41.2 41.4 41.6
LSC ✗ 47.5 46.1 44.5 43.7 42.1 41.4 41.2 41.5 42.1 43.2 43.4
BalPoE ✗ - - - - - - - - - - -

PRL (ours) ✓ 47.9 47.0 45.3 44.4 42.8 41.9 41.7 42.1 42.6 43.7 44.1

Table 8: Top-1 accuracy on iNaturalist 2018 with various unknown test class distributions.

Method Prior Forward-LT Uni. Backward-LT

3 2 1 2 3

Softmax ✗ 65.4 65.5 64.7 64.0 63.4
BS ✗ 70.3 70.5 70.6 70.6 70.8
MiSLAS ✗ 70.8 70.8 70.7 70.7 70.2
LADE ✗ 68.4 69.0 69.3 69.6 69.5
LADE ✓ - 69.1 69.3 70.2 -
RIDE ✗ 71.5 71.9 71.8 71.9 71.8
SADE ✗ 72.3 72.6 72.7 73.0 73.2
LSC ✓ - - - - -
BalPoE ✗ 73.1 73.5 73.8 73.6 73.5

PRL (ours) ✓ 73.7 73.8 74.3 74.0 73.9

G Complexity Analysis

Although the introduction of hypernetworks increases the total number of parameters in the model, as
shown in the table below, in most cases, this does not lead to a significant increase in computational
complexity.

Model Hypernetwork Params (MB) GFLOPs

ResNet-32 ✗ 0.8 13.1
✓ 2.6 13.1

ResNeXt-50 ✗ 38.2 391.8
✓ 632.7 393.5

ResNet-50 ✗ 39.1 2982.0
✓ 159.51 2982.0

Table 9: Model size and computational cost with and without hypernetworks.

The hypernetwork is responsible for outputting the trainable parameters D for each expert classifier
head. In this case, the number of parameters in the hypernetwork becomes E ×D ×K, where E is
the number of input channels to the output layer of the hypernetwork, and K is the number of experts.
Thus, the time complexity of the hypernetwork is O(D).

If the total number of parameters in the model without the hypernetwork is O(N), and the computa-
tional complexity of the model’s main operations is O(M ×N), where M > 1 is a complexity factor,
then when N ≫ D, the overall time complexity becomes O(D) +O(M ×N) = O(M ×N).

Therefore, while the hypernetwork increases the total number of parameters, its impact on the overall
computational complexity is relatively small, especially when the number of parameters D generated
by the hypernetwork is much smaller than the total number of parameters N in the main model.
As can be seen from the table, the introduction of hypernetworks results in almost no increase in
GFLOPs (floating-point operations) across different models.
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H Limitations

While the proposed novel approach of using a hypernetwork to generate multiple diverse expert
models shows great potential in enabling controllable adjustment of head and tail class weights for
long-tailed datasets, as well as improving robustness to distribution shifts, the introduction of the
hypernetwork also brings new challenges to model training and convergence. As an additional neural
network module, the hypernetwork needs to generate the weight parameters for the classifier heads of
each expert, thereby significantly increasing the total number of trainable parameters in the model,
which may affect training stability. We analyze this issue in Section G, nevertheless, further research
into more efficient training and stable controllability is still necessary.

I Broader Impacts

The proposed novel approach of generating multiple expert models via hypernetworks enables
dynamic adjustment of head and tail class weights for long-tailed datasets, and improves model
robustness to distribution shifts. This flexibility and robustness are of significant value in many
practical applications. The present work provides a new viable solution to the important challenges
of long-tailed distributions and distribution shifts, holding promise to enhance the generalization
capabilities and practical applicability of existing models, thereby contributing to the technological
advancement in relevant fields.
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: We describe the contributions of this paper in detail.

Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes]

Justification: We discuss the limitations of this paper in the appendix.

Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]
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Justification: We provide a complete demonstration process and data support.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: We provide implementation details and code.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [Yes]

Justification: We provide the complete code as well as the details of the publicly available
datasets used.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: We provide the relevant details and analysis of the experimental results.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment Statistical Significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: We reported the average results of multiple tests in the experiment.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
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• It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

• It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: We have provided the code for easy reproduction.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: We are fully qualified.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader Impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: We discuss the implications in the appendix.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

26

7518https://doi.org/10.52202/079017-0240

https://neurips.cc/public/EthicsGuidelines


• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: Our paper poses no such risks.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: We give references to the datasets and code used.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the package

should be provided. For popular datasets, paperswithcode.com/datasets has
curated licenses for some datasets. Their licensing guide can help determine the license
of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [NA]
Justification: Our paper does not release new assets.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: This paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: This paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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