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Abstract

We study the generalized linear contextual bandit problem within the constraints
of limited adaptivity. In this paper, we present two algorithms, B-GLinCB and
RS-GLinCB, that address, respectively, two prevalent limited adaptivity settings.
Given a budget M on the number of policy updates, in the first setting, the algorithm
needs to decide upfront M rounds at which it will update its policy, while in the
second setting it can adaptively perform M policy updates during its course. For
the first setting, we design an algorithm B-GLinCB, that incurs O(\/T) regret
when M = Q (loglog T') and the arm feature vectors are generated stochastically.
For the second setting, we design an algorithm RS-GLinCB that updates its policy
O(log® T) times and achieves a regret of O(v/T') even when the arm feature vectors
are adversarially generated. Notably, in these bounds, we manage to eliminate the
dependence on a key instance dependent parameter s, that captures non-linearity
of the underlying reward model. Our novel approach for removing this dependence
for generalized linear contextual bandits might be of independent interest.

1 Introduction

Contextual Bandits (CB) is an archetypal framework that models sequential decision making in
time-varying environments. In this framework, the algorithm (decision maker) is presented, in each
round, with a set of arms (represented as d-dimensional feature vectors), and it needs to decide which
arm to play. Once an arm is played, a reward corresponding to the played arm is accrued. The regret
of the round is defined as the difference between the maximum reward possible in that round and the
reward of the played arm. The goal is to design a policy for selecting arms that minimizes cumulative
regret (referred to as the regret of the algorithm) over a specified number of rounds, 7". In the last few
decades, much progress has been made in designing algorithms for special classes of reward models,
e.g. linear model [3, 4, 1, 16], logistic model [6, 2, 7, 28] and generalized linear models [8, 19].

However, despite this progress, there is a key challenge that prevents deployment of CB algorithms
in the real world. Practical situations often allow for very limited adaptivity, i.e., do not allow
CB algorithms to update their policy at all rounds. For example, in clinical trials [10], each trial
involves administering medical treatments to a cohort of patients, with medical outcomes observed
and collected for the entire cohort at the conclusion of the trial. This data is then used to design the
treatment for the next phase of the trial. Similarly, in online advertising [25] and recommendations
[18], updating the policy after every iteration during deployment is often infeasible due to infras-
tructural constraints. A recent line of work [23, 22, 11, 12, 21, 9, 26] tries to address this limitation

*Work done while author was at Microsoft Research India
"Work done while author was at Microsoft Research India

38th Conference on Neural Information Processing Systems (NeurIPS 2024).

8329 https://doi.org/10.52202/079017-0267



by developing algorithms that try to minimize cumulative regret while ensuring that only a limited
number of policy updates occur. Across these works, two settings (called M1 and M2 from here
onwards) of limited adaptivity have been popular. Both M1, M2 provide a budget M to the algorithm,
determining the number of times it can update its policy. In M1 [23, 13], the algorithm is required to
decide upfront a sub-sequence of M rounds where policy updates will occur. While in M2 [1, 23]),
the algorithm is allowed to adaptively decide (during its course) when to update its policy.

Limited adaptivity algorithms were recently proposed for the CB problem with linear reward models
under the M1 setting [23, 11], and optimal regret guarantees were obtained when the arm feature
vectors were stochastically generated. Similarly, in their seminal work on linear bandits, [1] developed
algorithms for the M2 setting and proved optimal regret guarantees with no restrictions on the arm
vectors. While these results provide tight regret guarantees for linear reward models, extending them
to generalized linear models is quite a challenge. Straightforward extensions lead to sub-optimal
regret with a significantly worse dependence on an instance dependent parameter « (See Section 2 for
definition) that captures non-linearity of the problem instance. In fact, to the best of our knowledge,
developing optimal algorithms for the CB problem with generalized linear reward models under the
limited adaptivity settings M1, M2, is an open research question. This is the main focus of our work.
We make the following contributions.

1.1 Our Contributions

e We propose B-GLinCB, an algorithm that solves the CB problem for bounded (almost surely)
generalized linear reward models (Definition 2.1) under the M1 setting of limited adaptivity. We
prove that, when the arm feature vectors are generated stochastically, the regret of B-GLinCB at
the end of T rounds is O(v/T), when M = Q(loglogT). When M = O(loglogT), we prove

an O(Tszl/ (QM_Q)) regret guarantee. While the algorithm bears a slight resemblance to the one
in [23], direct utilization of their key techniques (distributional optimal design) results in a regret
guarantee that scales linearly with the instance dependent non-linearity x. On the other hand, the
leading terms in our regret guarantee for B-GLinCB have no dependence on x. To achieve this, we
make novel modifications to the key technique of distributional optimal design in [23]. Along with
this, the rounds for policy updates are also chosen more carefully (in a x dependent fashion), leading
to a stronger regret guarantee.

e We propose RS-GLinCB, an algorithm that solves the CB problem for bounded (almost surely) gen-
eralized linear reward models (Definition 2.1) under the M2 setting of limited adaptivity. RS-GLinCB
builds on a similar algorithm in [1] by adding a novel context-dependent criterion for determining if
a policy update is needed. This new criterion allows us to prove optimal regret guarantee (O( \/T))
with only O(log2 T') updates to the policy. It is quite crucial for the generalized linear reward settings
since, without it, the resultant regret guarantees have a linear dependence on k.

e Our work also resolves a conjecture in [17] by proving an optimal (O(\/T)) regret guarantee (for
the CB problem with logistic reward model) that does not depend polynomially on .S (the known upper
bound on the size of the model parameters, i.e. |¢*|| < S, See Section 2) *. RS-GLinCB is, to our
knowledge, the first CB algorithm for generalized linear reward models that is both computationally
efficient (amortized O(log T') computation per round) and incurs optimal regret. We also perform
experiments in Section 5 that validate its superiority both in terms of regret and computational
efficiency in comparison to other baseline algorithms proposed in [14] and [6].

1.2 TImportant Remarks on Contributions and Comparison with Prior Work

Remark 1.1 (k-independence). For both B-GLinCB and RS-GLinCB, our regret guarantees are free
of x (in their leading term), an instance-dependent parameter that can be exponential in the size
of the unknown parameter vector, i.e., ||0*|| (See Section 2 for definition). Our contribution in
this regard is two-fold. Not only do we prove k-independent regret guarantees under the limited
adaptivity constraint, we also characterize a broad class of generalized linear reward models for
which a k-independent regret guarantee can be achieved. Specifically, our results imply that the CB
problem with generalized linear reward models originally proposed in [8] and subsequently studied
in literature [19, 14, 24] admits a k-independent regret.

3This requires a non-convex projection. We discuss its convex relaxation in Appendix E.
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Remark 1.2 (Computational efficiency). Efforts to reduce the total time complexity to be linear
in 7" have been active in the CB literature with generealized linear rewards models. For e.g., [14]
recently devised computationally efficient algorithms but they suffer from regret dependence on k.
Optimal (x-independent) guarantees were recently achieved for logistic reward models [6, 2], and the
algorithms were subsequently made computationally efficient in [7, 28]. However, the techniques
involved rely heavily on the structure of the logistic model and do not easily extend to more general
models. To the best of our knowledge, ours is the first work that achieves optimal x-independent
regret guarantees for bounded generalized linear reward models while remaining computationally
efficient*.

Remark 1.3 (Self Concordance of bounded GLMs). In order to prove x-independent regret guar-
antees, we prove a key result about self concordance of bounded (almost surely) generalized linear
models (Definition 2.1) in Lemma 2.2. This result was postulated in [8] for GLMs (with the same
definition as ours), but no proof was provided. While [6, 7] partially tackled this issue for logistic
reward models®, in our work, we prove self concordance for much more general generalized linear
models.

2 Notations and Preliminaries

Notations: A policy 7 is a function that maps any given arm set X’ to a probability distribution over
the same set, i.e., 7(X) € A(X), where A(X) is the probability simplex supported on X'. We will
denote matrices in bold upper case (e.g. M). ||z|| denotes the £5 norm of vector z. We write ||z ||,
to denote vz T Mz for a positive semi-definite matrix M and vector z. For any two real numbers
a and b, we denote by a A b the minimum of a and b. Throughout, O(+) denotes big-O notation

but suppresses log factors in all relevant parameters. For m,n € N with m < n, we denote the set
{1,...,n} by [n] and {m,...,n} by [m,n].

Definition 2.1 (GLM). A Generalized Linear Model or GLM with parameter vector §* € R? is a
real valued random variable 7 that belongs to the exponential family with density function

P(r | z) = exp (7" (x,60%) — b ((z,0")) Jrc(r))

Function b (called the log-partition function) is assumed to be twice differentiable and b is assumed
to be monotone. Further, we assume that r € [0, R] almost surely for some known R € R.

Important properties of GLMs such as E[r | z] = b((z, 6*)) and variance V[r | 2] = b({zx, 6*)) are
detailed in Appendix C. We define the link function p as u ((z,6*)) := E[r | z]. Thus, u is also
monotone. We now present a key Lemma on GLMs (see Appendix C for details) that enables us to
achieve optimal regret guarantees for our algorithms designed in Sections 3 and 4.

Lemma 2.2 (Self-Concordance of GLMs). For any GLM supported on [0, R] almost surely, the link
Sunction u(-) satisfies |ji(2)| < Ri(z), forall z € R.

Next we describe the two CB problems with GLM rewards that we address in this paper. Let 7' € N
be the total number of rounds. At round ¢ € [T'], we receive an arm set X; C R, with number of
arms K = |X;| and must select an arm z; € X;. Following this, we receive a reward r; sampled
from the GLM distribution P(r|z;) with unknown 6*.

Problem 1: In this problem we assume that at each round ¢, the set of arms X; C R? is drawn from
an unknown distribution D. Further, we assume the constraints of limited adaptivity setting M1, i.e.,
the algorithm is given a budget M € N and needs to decide upfront the M rounds at which it will
update its policy. Let supp (D) denote the support of distribution D. We want to design an algorithm
that minimizes the expected cumulative regret given as

T T

Rr =E [Zmaxu((w,9*>) - ZM«%’Q*))]

t=1 ) t=1

*While RS-GLinCB and B-GLinCB have total running time of O(T), their per-round complexity can reach
O(T). This stands in contrast to [7], which maintains efficiency in both total and per-round time complexity.

3In [5], a claim about x independent regret for all generalized linear models with bounded 6* was made;
however, we can construct counterexamples to this claim (see Appendix C, Remark C.5).
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Here, the expectation is taken over the randomness of the algorithm, the distribution of rewards r;,
and the distribution of the arm set D.

Problem 2: In this problem we do not make any assumptions on the arm feature vectors, i.e., the
arm vectors can be adversarially chosen. However, we assume the constraints of limited adaptivity
setting M2, i.e., the algorithm is given a budget M € N and needs to adaptively decide the M rounds
at which it will update its policy (during its course). We want to design an algorithm that minimizes
the cumulative regret given as

T

Ry = Zmaxu o)) = S pl(a0%)

t=1

Finally, for both the problems, the Maximum Likelihood Estimator (MLE) of 6* can be calculated by
minimizing the sum of the log-losses. The log-loss is defined for any given arm =z, its (stochastic)
reward r and vector § € R? (as the estimator of the true unknown 9*) as follows: ¢(0,xz,1) = —r -

(x,0) + f@ #) (z)dz. After t rounds, the MLE 8 is computed as § = arg ming 320, (0, x4, 7).

2.1 Instance Dependent Non-Linearity Parameters

As in prior works [6, 7], we define instance dependent parameters that capture non-linearity of the
underlying instance and critically impact our algorithm design. The performance of Algorithm 1
(B-GLinCB) that solves Problem 1, can be quantified using three such parameters that are defined
using the derivative of the link function /i(-). Specifically, for any arm set X', write optimal arm
x* = argmax,cy it ((z,0")) and define,
1 1 * gk 1 — y * g*
k= Xeglllg;((m glea%( i ((z,0%)) K = Xesug;((zj) fn({z*,0%)), == XIED [ ((z*,07))] (1)

Remark 2.3. These quantities feature prominently in our regret analysis of Algorithm 1. In particular,
the dominant term in our regret bound scales as O(,/T/k*). We also note that & > x*; in fact, for
specific distributions D, the gap between them can be significant. Hence, we also provide a regret
upper bound of O(1/7T/K). In this latter case, however, we incur a worse dependence on d. Section 3
provides a quantified form of this trade-off.

Algorithm 2 (RS-GLinCB) that solves Problem 2, requires another such non-linearity parameter «°,

defined as, )

" i ) .
We note that, here, « is defined considering the parameter vector 8* in contrast to prior work on
logistic bandits [7], where its definition involved a maximization over all vectors 6 with ||0] < S
(known upper bound of ||6*||). Hence, « as defined here is potentially much smaller and can lead
to lower regret, compared to prior works. Standard to the CB literature with GLM rewards, we will
assume that tight upper bounds on these parameters is known to the algorithms.

Assumption 2.4. We make the following additional assumptions which are standard for the CB
problem with linear or GLM reward models.

e For every round ¢ € [T, and each arm = € X},

zf| < 1.

e Let 6* be the unknown parameter of the GLM reward, then ||6*|| < S for a known constant S.

2.2 Optimal Design Policies

G-optimal Design Given an arm set X, the G-OPTIMAL DESIGN policy 7 is the solution of the
following optimization problem: arg min, ¢ (x) maxzex Hx||%(A),1, where U()\) = E,wx[zzT].
Now consider the following optimization problem, also known as the D-optimal design problem:
maxyea () log Det(U())). This is a concave maximization problem as opposed to the G-optimal

design which is non-convex. We have the following equivalence theorem due to Kiefer and Wol-
fowitz [15]:

*We overload the notation to match that in the literature. « in the context of Problem 1 is defined via (1),
while & in the context of Problem 2 by (2).
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Algorithm 1 B-GLinCB: Batched Generalized Linear Bandits Algorithm
Input: Number of batches M and horizon of play T'.
1: Initialize batches 71, . .., Ty, as defined in equation (3), and set A := 20Rd logT'.

2: for rounds ¢t € 7; do
3:  Observe arm set X}, sample arm z; ~ 7o (X}), and observe reward r;.

4: Compute 0,, = arg min,, sy U0, g, rs) and matrix V = X+ Y7, - zpa].

5: Initialize policy 71 as G-OPTIMAL DESIGN.

6: for batches k = 2 to M do

7:  for eachroundt € T, do

8: Observe arm set X;.

9: forj=1tok —1do

10: Update arm set X < & \ {z € X, : UCB;(z) < maxycx, LCB;(y)}.
11: Scale A%, as in (4), to obtain :’E‘; , then sample x; ~ 71 (:’E)

12 Equally divide 7} into two sets A and B.

13: Define Hy = X[+, 4 %xtmg, and 0}, = arg min, Yoeenl0,xq,7s).

14:  Compute DISTRIBUTIONAL OPTIMAL DESIGN policy 7, using the arm sets {X; }tep.

Lemma 2.5 (Keifer-Wolfowitz). Let X C R? be any set of arms and W g be the expected design
matrix, defined as Wg = Eqporq 1) [x;vT], with 7 (X) as the solution to the D-optimal design

problem. Then, 7 (X) also solves the G-optimal design problem, and for all x € X, m”%vgl <d.

Distributional optimal design Notably, the upper bound on Hx||W81 specified in Lemma 2.5 holds
only for the arms x in X. When the arm set A} varies from round to round, securing a guarantee
analogous to Lemma 2.5 is generally challenging. Nonetheless, when the arm sets X; are drawn from
a distribution, it is possible to extend the guarantee, albeit with a worse dependence on d; see Section
A.5 in Appendix A. Improving this dependence motivates the need of studying DISTRIBUTIONAL
OPTIMAL DESIGN and towards this we utilize the results of [23].

The distributional optimal design policy is defined using a collection of tuples M = {(p;, M;) :
P1,---,Pn > 0and ). p; = 1}, wherein each M is a d x d positive semi-definite matrix and
n < 4dlogd. The collection M is detailed next. Let softmax,, ({s1, ..., sx}) denote the probability

distribution where the i** element is sampled with probability = —- For a specific M =

? i
j=17%j

{(pi, M;)},, and each i € [n] write g, (X) = softmaxa({HxHi/[i : ¢ € X}). Finally, with 7
as the G-OPTIMAL DESIGN policy (Section 2.2), we define the DISTRIBUTIONAL OPTIMAL DESIGN
policy 7 as

(X) 7w (X)  with probability 1/2
i =
M, (X)  with probability p; /2
Given a collection of arm sets { X7, ..., X5} (called core set) sampled from the distribution D, we

utilize Algorithm 2 of [23] to find the collection M; see Algorithm 4 of [23]. Overall, the computed
M induces a policy 7 that upholds the following guarantee.

Lemma 2.6 (Theorem 5, [23]). Let m be the DISTRIBUTIONAL OPTIMAL DESIGN policy that has
been learnt from s independent samples X1, ... Xs ~ D. Also, let W denote the expected design
matrix, W = Ex.p [EINW(X) [mxT | X]] Then,

IP’{XIED [glea/%c |x||wl] <0 (\/dlogd)} >1—exp (O (d*log’d) — sd™2-2716).

3 B-GLinCB

In this section, we present B-GLinCB (Algorithm 1) that solves Problem 1 described in Section 2,
which enforces constraints of limited adaptivity setting M1. Given limited adaptivity budget M € N,
our algorithm first computes the batch length for each of the M batches (i.e., determine rounds where

8333 https://doi.org/10.52202/079017-0267



the policy remains constant). We build upon the batch length construction in [9]; however, the first
batch is chosen to be x dependent which crucially helps in removing ~ from the leading term in the
regret.

Batch Lengths: For each batch k € [M], let T; denote all the rounds within the k" batch. We will
refer to the first batch 77 as the warm-up batch. The batch lengths 7, :== |T|, k € [M] are calculated
as follows:

(\/E €3Sd2,>/2
ni=\|\—F
S
where v := 30RS+\/dlogT 8 and o = T2<1*2iM“> if M < loglog T and oo = 2+/T otherwise.

During the warm-up batch (Lines 2, 3), the algorithm follows the G-OPTIMAL DESIGN policy, 7g.
At the end of the warm-up batch (Line 4), the algorithm computes the Maximum Likelihood Estimate

(MLE), éw, of 6*°, and design matrix V := EteTl mtxtT + AL, with parameter A = 20RdlogT'.

2/3
a) , Tai=Q, Tg:i=Qy/Tk—1, fork € [3, M] 3)

Now, for each batch k£ > 2 and every round ¢ € Ty, the algorithm updates A by eliminating arms
from it using the confidence bgunds (see Equation (7)) computed in the previous batches (Line 10).

The algorithm next computes X, a scaled version of X, as follows, with 3(x) define in equation (5),
X, = { 1((2,0,))/B(x) x: € Xt}. @

Finally, we use the distributional optimal design policy 7y, on the scaled arm set X,, to sample
the next arm (Line 11). At the end of every batch, we equally divide the batch 7}, into two sets A

and B. We use samples from .4 to compute the estimator 0 and the scaled design matrix Hy. The
rounds in 3 are used to compute 71, the distributional optimal design policy for the next batch. It
is important to note while the policy 7y, is utilized in each round (Line 11) to draw arms, it is updated
(to mx1) only at the end of the batch. Hence, conforming to setting M1, the algorithm updates the
selection policy at M rounds that were decided upfront.

Confidence Bounds: The scaled design matrix Hy, an estimator of the Hessian, is computed at the
end of each batch k € 2,..., M (Line 13):

H, =Y (,;(m, §w>)/6(a:t)) vl + AT, where f(z) = exp (Rmin {25, y/% [|z]y 1 })

teA
)
where A is the first half of 7. Using this, we define the upper and lower confidence bounds (U C By,
and LC By,) computed at the end of batch Tj:

_ [ b+ Ry k=1

vCB ) = {<x,§k>+vank—e k1 ©
_ J(@0u) v lally- k=1

FOB(e) = {<x,§k>w||ka1 k> @

Remark 3.1. The confidence bounds employed by the algorithm exhibit a significant distinction
between the first batch and subsequent batches. While the first batch’s bounds are influenced by
the parameter «, subsequent batches utilize x-independent bounds. This difference arises from the
use of the standard design matrix V in the first batch and a scaled design matrix Hy, (equation 5) in
later batches, leveraging the self-concordance property of GLM rewards to achieve x-independence.
Notably, the first batch’s confidence bounds influence the scaling factor 3(x) in later batches, creating

a trade-off (addressed in the regret analysis in Appendix A) where an inaccurate estimate of ,, can
exponentially increase the scaling factor and confidence bounds.

In Theorem 3.2 and Corollary 3.3, we present our regret guarantee for B-GLinCB. Detailed proofs
for both are provided in Appendix A. The computational efficiency of B-GLinCB is discussed in
Appendix D.

"We note that in case & is unknown, any known upper bound on  suffices for the algorithm.
8Recall that R provides an upper bound on the stochastic rewards and S is an upper bound on the norm of §*.
°In case the MLE lies outside the set {6* : ||§*|| < S}, we apply the projection step detailed in Appendix E.
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Algorithm 2 RS-GLinCB: Rarely-Switching GLM Bandit Algorithm

1: Initialize: V = H; = AL 7, = 0, 7 = 1, A == dlog(T'/6)/R? and 7y := 25RS,/dlog (% ).
2: forroundst=1,...,7 do
3:  Observe arm set A.

4 if maxgen,||lz]|3-1 > 1/(7?£R?) then // Switching Criterion I
5 Select z; = arg max, v, ||z[|y, -1 and observe reward 7.
6: Update 7, < To U {t}, V < V + zya] and Hyy 1 + H;.
7 Compute 0, = argming ) . €(0,z5,75) + 2 ||9||§
8: else
9 if det(H;) > 2det(H,) then // Switching Criterion II
~ . 3
10: Set 7 =tand 6 < argming >- ., 7, L0, 75, 75) + 2 116]5 and
11: 0, < Project(f).
12: Update X} — X \ {z € X, : UCB,(x) < max,cx, LCB,(2)}.
13: Select z; = arg max, .y, UCB(z,H,,0,) and observe reward r;.
14: Update H; 1 + H; + “(“’%"))xﬁ;

Theorem 3.2. Algorithm I (B-GLinCB) incurs regret Rr < (Ry + Ry)loglog T '°, where

1
Ri=0 (RSd (ﬁA \/T*> T2(1721—1M) 10gT) nd
K K
1
R2 =0 <K31/3d2€23(RS IOg T)2/3T3(1_217AI) > .

Corollary 3.3. When the number of batches M > loglog T, Algorithm 1 achieves a regret bound of

Rr <O ((\/g/\ ,/:*> dRSVT + dQeZS(S2R2nT)1/3> .

Remark 3.4. Scaling the arm set (as in (4)) for optimal design is a crucial aspect of our algorithm,
allowing us to obtain tight estimates of /i ((x, 0*)) (see Lemma A.10). This result relies on multiple
novel ideas and techniques, including self-concordance for GLMs, matrix concentration, Bernstein-
type concentration for the canonical exponential family (Lemma A.1), and application of distributional
optimal design on scaled arm set.

Remark 3.5. The r-dependent batch construction is a crucial feature of our algorithm, enabling
effective estimation of fi((x, 6*)) at the end of the first batch. Since the first batch incurs regret

linear in its length, achieving a x-independent guarantee requires the first batch to be o(v/T). We
demonstrate that choosing 71 = O(T %) is sufficient for this purpose (see Appendix A).

4 RS-GLinCB

In this section we present RS-GLinCB (Algorithm 2) that solves Problem 2 described in Section 2,
which enforces constraints of limited adaptivity setting M2. This algorithm incorporates a novel
switching criterion (Line 4), extending the determinant-doubling approach of [1]. Additionally, we
introduce an arm-elimination step (Line 12) to obtain tighter regret guarantees. Throughout this

section, we set A = dlog(7T'/§)/R? and v = 25RS+\/dlog (T/$6).

At round ¢, on receiving an arm set &, RS-GLinCB first checks the Switching Criterion I (Line 4).
This criterion checks whether for any arm = € X} the quantity ||z||y,-. is greater than a carefully
chosen k-dependent threshold. Here V is the design matrix corresponding to all arms that have been
played in the rounds in 7, (:= the set of rounds preceding round ¢, where Switching Criterion I was
triggered). Under this criterion the arm that maximizes ||x||y,—. is played (call this arm ) and the
corresponding reward is obtained. Subsequently in Line 6, the set 7, is updated to include ¢; the

""Note that R is expected regret. See the 2.
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design matrix V is updated as V <— V + z,z]; and the scaled design matrix Hy 1 is set to H;. The
MLE is computed (Line 7) based on the data in the rounds in 7, to obtain 6,,.

When Switching Criterion I is not triggered, the algorithm first checks (Line 9) the Switching Criterion
II, that is whether the determinant of the scaled design matrix H; has become more than double of that

of H, (where 7 is the last round before ¢ when Switching Criterion II was triggered). If Switching
Criterion Il is triggered at round ¢, then in Line 10, the algorithm sets 7 < ¢ and recomputes the

MLE over all the past rounds except those in 7, to obtain 6. Then 6 is prOJected into an ellipsoid
around 0 to obtain the estimate 0 via the following optimization problem'!,

> (1@, 0) = (s, 0))

s€To

min S.t. ‘
0

H(9)

<k ®)
A%

Here H(0) = Y .7 i ((xs,0)) zsx]. After checking Switching Criterion II, the algorithm

performs an arm elimination step (Line 12) based on the parameter estimate 50 as follows:
for every arm =z € A;, we compute UCB,(z) = (x,6,) + vk ||z]y -1 and LCB,(x) =
(2,00) — vk ||z|ly-2"?. Then, X; is updated by eliminating from it the arms with UCB,()
less than the highest LC'B,(+). For arms in the reduced arm set X}, RS-GLinCB computes the index
UCB(z,H;,0;) = (z,07) + 150 [|z[[ -1 \/dlog (T'/§), and plays the arm z; with the highest
index (Line 13). After observing the subsequent reward r¢, the algorithm updates the scaled design
matrix H; (Line 14) as follows: Hy11 < H; + (j1({y,0,))/e)xx]. With this, the round ¢ ends
and the algorithm moves to the next round. Next, in Lemma 4.1 and Theorem 4.2 we present the
guarantees on number of policy updates and regret, respectively, for RS-GLinCB. Detailed proofs for
both are provided in Appendix B.

Lemma 4.1. RS-GLinCB (Algorithm 2), during its entire execution, updates its policy at most
O(R*S? kd? log?(T/9)) times.

Theorem 4.2. Given 6 € (0, 1), with probability > 1 — ¢, the regret of RS-GLinCB (Algorithm 2)
satisfies Ry = o(d\/ztem ju((z7,0%)) log (RT/8) + rd>R5S%1og? (T/5)).

Remark 4.3. Switching Criterion I is essential in delivering tight regret guarantees in the non-linear
setting. Unlike existing literature [7], which relies on warm-up rounds based on observed rewards
(hence heavily dependent on reward models), RS-GLinCB presents a context-dependent criterion
that implicitly checks whether the estimate j1({x, 6,)) is within a constant factor of /i ((x, 6*)) (see
Lemmas B.3 and B.4). We show that the number of times Switching Criterion I is triggered is only
O(kd?log*(T)) (see Lemma B.11), hence incurring a small regret in these rounds.

Remark 4.4. Unlike [1], our determinant-doubling Switching Criterion II uses the scaled design
matrix H; instead of the unscaled version (similar to V). The matrix H;, estimating the Hessian
of the log-loss, is crucial for achieving optimal regret. This modification is crucial in extending
algorithms satisfying limited adaptivity setting M2 for the CB problem with a linear reward model to
more general GLM reward models.

Remark 4.5. The feasible set for the optimization stated in 8 is an ellipsoid around 6,,, which contains
6* with high probability. Deviating from existing literature on GLM Bandits which projects the
estimate into the ball set of radius S ({0 : ||]] < S}), our projection step leads to tighter regret
guarantees; notably, the leading /7 term is free of parameters S (and R). This resolves the conjecture
made in [17] regarding the possibility of obtaining S-free regret in the v/7" term in logistic bandits.

Remark 4.6. The regret guarantees of the logistic bandit algorithms in [2, 17] have a second-order
term that is minimum of an arm-geometry dependent quantity (see Theorem 3 of [17]) and a k-
dependent term similar to our regret guarantee. Although our analysis is not able to accommodate
this arm-geometry dependent quantity, we underscore that our algorithm is computationally efficient
while the above works are not. In fact, to the best of our knowledge, the other known efficient
algorithms for logistic bandits [7, 28] also do not achieve the arm-geometry dependent regret term. It
can be interesting to design an efficient algorithm that is able to achieve the same guarantees in the
second-order regret term as in [2, 17].

""This optimization problem is non-convex. However, a convex relation of this optimization problem is
detailed in Appendix E, which leads to slightly worse regret guarantees in poly(R, S).
I2We note that in case & is unknown, any known upper bound on  suffices for the algorithm.
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Figure 1: Top: Cumulative Regret vs. number of rounds for Logistic (left) and Probit (right) reward
models. Bottom: (left) Execution times of ECOLog and RS-GLinCB for different values of x (low
k = 9.3 and high x = 141.6) for Logistic rewards. (right) Execution times of GLOC and RS-GLinCB
for different values of x (low x = 17.6 and high x = 202.3) for Probit rewards.

5 Experiments

We tested the practicality of our algorithm RS-GLinCB against various baselines for logistic and
generalized linear bandits. For these experiments, we adjusted the Switching Criterion I threshold
constant in RS-GLinCB to 0.01 and used data from both Switching Criteria (I and IT) rounds to estimate

6. These modifications do not affect the overall efficiency as  is calculated only O (log(T')) times. The
experiment code is available at https://github.com/nirjhar-das/GLBandit_Limited_Adaptivity.

Logistic. We compared RS-GLinCB against ECOLog [7] and GLOC [14], the only algorithms with
overall time complexity O(T") for this setting. The dimension was set to d = 5, number of arms per
round to K = 20, and #* was sampled from a d-dimensional sphere of radius S = 5. Arms were
sampled uniformly from the d-dimensional unit ball. We ran simulations for 7' = 20, 000 rounds,
repeating them 10 times. RS-GLinCB showed the smallest regret with a flattened regret curve, as seen
in Fig. 1 (top-left).

Probit. For the probit reward model, we compared RS-GLinCB against GLOC and GLM-UCB [8]. The
dimension was set to d = 5 and number of arms per round to KX = 20. 6* was sampled from a
d-dimensional sphere of radius S = 3. Arm features were generated similarly as in the logistic
bandit simulation. We ran simulations for 7" = 5, 000 rounds, repeating them 10 times. RS-GLinCB
outperformed both baselines, as shown in Fig. 1 (top-right).

Comparing Execution Times. We compared the execution times of RS-GLinCB and ECOLog. We
created two logistic bandit instances with d = 5 and K = 20, and different x values. We ran
both algorithms for 7" = 20, 000 rounds, repeating each run 20 times. For low x, RS-GLinCB took
about one-fifth of the time of ECOLog, and for high «, slightly more than one-third, as seen in Fig. 1
(left-bottom). This demonstrates that RS-GLinCB has a significantly lower computational overhead
compared to ECOLog. We also compared the execution times of RS-GLinCB and GLOC under the
probit reward model, creating two bandit instances with d = 5 and K = 20, but with differing x. We
ran both algorithms for 7" = 20, 000 rounds, repeating each run 20 times. The result is shown in
Fig. 1 (bottom-right). We observe that for low x, RS-GLinCB takes less than half time of GLOC while
for high &, it takes about two-third time of GLOC. A more detailed discussion of these experiments is
provided in Appendix D.
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6 Conclusion and Future Work

The Contextual Bandit problem with GLM rewards is a ubiquitous framework for studying online
decision-making with non-linear rewards. We study this problem with a focus on limited adaptivity.
In particular, we design algorithms B-GLinCB and RS-GLinCB that obtain optimal regret guarantees
for two prevalant limited adaptivity settings M1 and M2 respectively. A key feature of our guarantees
are that their leading terms are independent of an instance dependent parameter x that captures
non-linearity. To the best of our knowledge, our paper provides the first algorithms for the CB problem
with GLM rewards under limited adaptivity (and otherwise) that achieve x-independent regret. The
regret guarantee of RS-GLinCB, not only aligns with the best-known guarantees for Logistic Bandits
but enhances them by removing the dependence on S (upper bound on ||6*]) in the leading term
of the regret and therefore resolves a conjecture in [17]. The batch learning algorithm B-GLinCB,

for M = Q(log (log T')), achieves a regret of O (dRS (\/d/f‘% A 1/5*) \/T) We believe that

the dependence on d along with the ¥ term is not tight and improving the dependence is a relevant
direction for future work.
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A Regret Analysis of B-GLinCB

A.1 Additional Notation

We write ¢ to denote absolute constant(s) that appears throughout our analysis. Our analysis also
utilizes the following function

v(A) = 24RS < log (T') +d + W) +25V/A. ©)

Note that () is a ‘parameterized’ version of v (which was defined in section 3). In our proof,
we present the arguments using this parameterized version. A direct minimization of the above
expression in terms of A would not suffice since we need A to be sufficiently large for certain matrix
concentration lemmas to hold (see Section A.5). However, later we show that setting A\ equal to
cRdlog T leads to the desired bounds.

We use 7 to denote the scaled versions of the arms (see Line 11 of the algorithm); in particular,

(10)

Furthermore, to capture the non-linearity of the problem, we introduce the term ¢(\):

VRS A(N)?
B() = T

Recall that the scaled data matrix Hy, (for each batch k) was computed using (iw as follows

ooy (t25.00))

T
xxy + AL
t€Tk Bla)

Following the definition of Hj, and using the true vector 6* we define

r = Z i (g, 07)) zpx] + AL
t€Tk
We will show that H;, dominates Hj, with high probability. Furthermore, we assume that the MLE
estimator 0* obtained by minimizing the log-loss objective always satisfies H§ H < S. In case, that’s

not true, one can use the non-convex projection described in Appendix E. The projected vector
satisfies the same guarantees as described in the subsequent lemmas up to a multiplicative factor of 2.

Hence, the assumption H§ H < S is non-limiting.
A.2 Concentration Inequalities and Confidence Intervals
Lemma A.1 (Bernstein’s Inequality). Let X1, ..., X, be a sequence of independent random vari-

ables with | Xy — E[Xy]| < b. Also, let sum S := > | (Xy —E[Xy]) and v := >} | Var[X].
Then, for any ¢ € [0,1], we have

P{Sz \/2010g§+23b10g§} < 4.

Lemma A.2. Let X = {x1,22,...,25} € R be a set of vectors with ||z¢|| < 1, forall t € [s],
and let scalar X > 0. Also, let r1,19,...,1s € [0, R] be independent random variables distributed
by the canonical exponential family; in particular, B [ry] = p (x4, 0%)) for 0* € R% Further, let

6 = argmin, 22:1 £(0,xs,75) be the maximum likelihood estimator of 0* and let matrix

H* = ji((x;,0%) zjz] + AL
j=1
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Then, with probability at least than 1 — %, the following inequality holds

9*—§HH* §24RS< log (T) + d + Rﬂog(M) + 25V an

S

Proof. We first define the following quantities
~ 1 ~
alx,0*,0) = / [ ((:c, 0*) + v(z, (6 — 9*)>) dv
v=1

u ~ A
o * T
G = JEZl oz, 0%, 0)zx; + T3 2RS QRSI

Using Lemma C.2 we have

G- —H" 12
~ 14+2RS 12)

Hence we write

-, < v

o* 47”
G

= VI+2RS |G (0" - 9) HG
—V1+2RS Z (<9*,xj> — @, xj>) a(z, 0", 0)z; + Hﬁ (9* - Ei)
i=1 G-
< VIFIRS |3 (n(00 )~ (0.))) N =7 el
<VITIES | Y (10 2) i (@) ) s +28VR
j=1 4
(since G = ﬁI and ‘ 0* — (9\”2 <25)

< 3RS Z (@ 2~ (@))ay|  +25VA

H* -1
(Using (12) and assuming RS > 1)

r;x; (see equation (3)

Now by the optimality condition on 6 we have D ((m s @\)) xj =30

[8]). Hence, we write

S (nta) —n(@a))as| =D (@) =), (13)
j=1 H*—1 j=1 H*—1

Let B denote the unit ball in R%. We can write
Do ) )yl = maxly YRS (0% 25)) — ) )

=1 He 1 =1
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We construct an e-net for the unit ball, denoted as C.. For any y € B, we define y. =
argmin,ec_||b — y||,. We can now write

S

Do (o7 25) =)z

Jj=1

H*—l
= max(y - ye, V2N (07, 25)) — ) @)+ (ye, HY 1/22 )
Sglggﬂy—yaﬂz > (w07, x5)) — 1)) e, TS (0 (07, 05)) — 1) )
j=1 H*—1 j=
<maxe || S0 (07 2) = r)ayl| 4 e HTYEY (u (07 w) — ) )
‘ Jj=1 H*—1 =
Rearranging, we obtain
o ({87, 25) =) H 2N (0%, 25) — ) )
Jj=1 H*—1 Jj=1

Next, we use Lemma A.3 (stated below) with § = T2 |C.| and union bound over all vectors in C..
We also observe that |C.| < ( %)d. Substituting € = 1/2 and using Lemma A.3, we obtain that the
following holds with probability greater than 1 — %,

S

. 4R
Do (07 25) —ry) < 3y/log (T?|C.]) + —= log (T*|C:|)
— 3V
J= H*_l
R (log (T) + d))
<8 log(T)+d+ ———=
( s (1) VA
Substituting in equations (13), we get the desired inequality in the lemma statement. O

Lemma A.3. Let y be a fixed vector with ||y|| < 1. Then, with the notation stated in Lemma A.2, the
Sfollowing inequality holds with probability at least 1 — §

: 2R 1
0%, x;)) —r;)y H* ™ 1/2 2log = + —=log —.
;(MK i) = 7)Y </ g5 3 %85

Proof. Let us denote the j*" term of the sum as Z ;. Note that each random variable Z; has variance

2
Var(Z;) = i ((z,0%)) (yTH*_l/ij) . Hence, we have

S Var(Z)) = 3 (07 my)) (57 )

=yly <L

Moreover, each Z; is at most % (since ||z;|| <1, H* > Al and r € [0, R]). Now applying Lemma
A.1, we have

2R 1
21o + log — » <.
Z 553N 05
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Corollary A.4. Let x1,xo,...,x, be the sequence of arms pulled during the warm-up batch and let

0., be the estimator of 0* computed at the end of the batch. Then, for any vector x and \ > 0 the

following bound holds with probability greater than 1 — %

(2,67 = )| < VE 2]y 7(V).

Proof. This result is derived directly from Lemma A.2 and the definition of v(\) (see 9). By applying
the lemma, we obtain

(2,07 = 0u)| < [[z[lg.-

] <l
O I FT oY

Considering the definition of «, we have 1 ((x,6*)) > L. This implies that H* = 1V '3 which in
turn leads to the inequality ||z||g. -1 < VK [|2]ly 1. O
A.3 Preliminary Lemmas

Lemma A.5. For each batch k > 2 and the scaled data matrix Hy, computed at the end of batch, the
following bound holds with probability at least 1 — %

H, < Hj.

Proof. 1f the event stated in Lemma A.4 holds,

From Lemma C.2, we apply the multiplicative bound on /£ to obtain
i ((@,00)) < e (@,0%)) exp (BRI, 0 — 07)])

Via Corollary A.4 we have |(z,0,) — (z,6%)] < VE||z]y-1 7(A). Additionally, given that

H§ ,N10%]] < S and ||z|| <1 we also have |<:c,§w> — (x,0%)] < 2S. Hence, we write
i ((@,00)) < (G, 07)) exp (Rmind Vi 2]y 7(1), 25})
< pu((2,07)) B(x)
Substituting these results into the definitions of Hj, and H}, proves the lemma statement. O

Claim A.6. The Algorithm I runs for at most loglog T batches.

Proof. When M < loglogT then the claim trivially holds. When M > loglog T + 1, we define the
length of the second batch, 7, as 2+/T. The length of the M th batch is

T = (2\/?)2];::1 T
> 2T TTifﬁl

> OT TawstosT™ (M > loglog T + 1)
>T.

O

Corollary A.7. Let gk be the estimator of 0* calculated at the end of the k'™ batch. Then for any
vector x the following holds with probability greater than 1 — log%# for every batch k > 2.

(2,67 = O)| < [[zllg 2 v(A)

BFor logistic rewards, we note that instead of using the worst case bound of x, one can make use of
an upper bound on S := ||0|| as done in [20] That is, we lower bound /i ((z,0*)) > /i (S ||z||) and use

H* = 37, 1 (S ||wel) wea].
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Proof. This result is a direct consequence of Lemma A.2 and the definition of v(\) (see 9). According
to the lemma, we have

[(@,0" = 1) < [l g,

o =,
< [l 7N

Using Lemma A.5, we can further bound Hx||Hzfl < [|#||¢, -1 - Finally, a union bound over all

batches and considering the fact that there are at most log log T" batches (Claim A.6) we establish the
corollary’s claim. O

Claim A.8. For any x € [0, M] the following holds

e’ < (eM — 1) + 1.

x
M
Proof. The claim follows from the convexity of e*. O

Lemma A.9. Let x € X be the selected in any round of batch k > 2 in the algorithm, and let x* be
the optimal arm in the arm set X, i.e., x* = argmax, ¢y 1t ((x, 0%)). With probability greater than

1- M the following inequality holds-

p((,07) = (@,07) <6600 S llyly-slFlh, , +29O0VE @0 (17 g1 + [l )

ye{x,z*}
ye{z,z*}

Proof. We begin by applying Taylor’s theorem, which yields the following for some z between
(x,0*) and (x*, 6*)

i (2", 67)) = 1 ({,67))] (14)
= () [(,0") — (z,0")|

= =) [(a*,0°) = (@* 1) + (2" 1) = (@, Br) + (@,06-1) = (2,0%)

(‘z 0" — (2", B 1>‘+]<x*,§k_1>—<x,§k_1>‘+]<x,§k_1>—<z,9*>)

< 2(z (|x et V) + g 7()\)) (via Corollary A.7)

B(

, T*) e
<2u(2)yN) | |~ 17", +
e )

(x
WP s, + 23/ AN

i ((a.0.))

i) [#llgs (15)
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‘We now invoke Lemmas C.2 and A.4 to obtain

J 'u(z)w>>ﬂ(x) < \/exp (min {25’,

i (@9,

2= (2,0.)]}) ()
(by stated assumptions and Lemma C.2)

i { g L0 = (. 00)]| + (2, 0°) — -] }) e
(x,0

IN

exp( B
exp<mm{57| ,*>—<x,ew>+2|<x79*>—<x*7e*>}> O

IN

(since z € [(x, 0%), (z},6%)])

3 ay(N)+2 v - A
) mm{& VRl 1)+ 2R Iy 7 )}) e
(using Lemma A.4 and the elimination criteria)

< exp (min {28, 2VE [|z]y-1 v (A) + VE 2" |y v (M) })
(substituting the definition of 5(x))

IN

Similarly, we also have

Vi(z) < Vi ({2, %) exp (min {S, V& [z]ly-1 ¥ (N) + VE |27 [y-2 7 (V)}) -

Further, we can simplify each term in equation (15) as

MH%*H 1
i (b))

< 2/ (@, 0)) (|7 g1 exp (min {35, 3V () (el + 12" ly-)}))

£1(2)

2

[ ({x*,0%)) k€25 (A " s - ~x
< VEEID R oy ) 18 g, + 29V (G 00 I 1
(via Claim A.8)

2
0 ((z*,0%)) k €35 4(N) . o
5 (2"l —r + el ) 17" g

+ 29NV (@ 0D 17 (1
< 63/ (27, 0)8(A) (12" ly=1 + llzlly—2) 17"l gg 1+ 29NV (@, 0)) 1T [l 1,
Finally, we substitute the above bound in (15) to obtain
I ((@,0%) = 1 (2, 67) | <63/ (@, 8D6N) (12" Iy + lzlhy) (17 g, + 171 )
+ 23/ (@ 07) (I g, + 131 )

<6

For Phase k, the distribution of the remaining arms after the elimination step (X" in line 10 of the
Algorithm 1) is represented as Dy,.

Lemma A.10. During any round in batch k of Algorithm 1, and for an absolute constant c, we have

. e . p(\)d? YA [ d dlogd
E{lp((z*,0%)) — p((,6")) ] SC<\/T1 —+ N <\/EA p ))
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Proof. The proof here invokes Lemma A.9. We begin by noting that

Yllgr—1 < Tlleee
B 5 ol s, <4, B, magloly - mag e |
ye{z,a”}
ye{z,z"}

2 2
< _
= 4\/2(ng {glea}c( Hx"’l} XEED,c [Eleaz)é |x”Hk_11}

(via Jensen’s inequality)

2 2
< m m _
- 4\/XIE”D Lea;}v( ||$|V1] XNIDEk,l Lea/%( ”kall}

(via Claim A.11)

d?  d?
<c < — ) (using Lemma A.17)

1 Tk—1

We also have

B (Vi@ (1 g, + 1l )]

< y * O* _
<2 5 Vil o malol s |

i * y *  Ox 2
< 2m1n{\/f?X]NEDk ol | »\/ﬁm (G 0] B, [nmnHkll]}

(using the definition of k™ for the first bound and Jensen for the second)

2
<C< \/ dlogd \/Ad ) (using Lemma A.17)
K*Tr—1 RTk—1

Substituting the above bounds in Lemma A.9 we obtained the stated inequality. This completes the
proof. O

A.4 Proof of Theorem 3.2

We trivially upper bound the regret incurred during the warm-up batch as 71 R; recall that R denotes
the upper bound on the rewards and 7, denotes the length of the first (warm-up) batch; see equation

).

For each batch k& and an absolute constant ¢, Lemma A.10 gives us

. . p(N\)d? y(\) [ d dlogd
Elt;cu“xt’e»_ﬂ«xt’o»] S7-]€'C<\/7_1’7'Ic1_|—\/'7—k:1 (\/ﬁ/\ K* ))

d(\)d? d dlogd .
< c< N a+ (\/? A pe )7()\)04) (via (3))

Since there are at most log log T" batches, we can upper bound the regret as

d(\)d? d dlogd
Rr <c <T1R+ s o+ (\/E A e ) ’y(z\)@z) loglog(T")

2/3
Setting 7, = (MRCFQ) we get

9 N 2/3
Rr <O <<¢(>\)Rda> + (} A d};gd) 7()\)04> loglog(T)

Now with the choice of A = 20dR1og T, we have
v(A) <~ wherey = 30RSy\/dlogT.
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Substituting v = 720=2"") and ¢(\) = %572 we get
1 2/3 1 1
Rr <O ((\/Ed?’ ¢3S ReT20—2) logT) + (} Ay O*gd> RST20=27") \/dlogT> .
K K

A.5 Optimal Design Guarantees

In this section, we study the optimal design policies utilized in different batches of the algorithm.
Specifically, 7o denotes the G-OPTIMAL DESIGN policy applied during the warm-up batch, while 7y
refers to the DISTRIBUTIONAL OPTIMAL DESIGN policy calculated at the end of batch & ( and used
in the (k + 1)*" batch). Recall that the distribution of the remaining arms after the elimination step (
X in line 10 of the Algorithm) is represented as Dy,. We define expected design matrices for each

policy:
We = E E T\x
6= B, |, B, la1¥]]
W, = E [ E [5§T|X]]
X~Dy |z~ (X)

Recall, for all batches starting from the second batch (kK > 2), we employ the scaled arm set,

denoted as X, for learning and action selection under the DISTRIBUTIONAL OPTIMAL DESIGN policy.
However, during the initial warm-up batch, we utilize the original, unscaled arm set.
Claim A.11. The following holds for any positive semidefinite matrix A and any batch k-
E max|z||, £ E max]|x vy e |k —1].
By mxlelly < B maxel, Vg€ k-1

This is due to the fact that the set of surviving arms in batch k& is always a smaller set than the previous
batches.

Lemma A.12 (Lemma 4 [23]). The expected data matrix W ¢ satisfies. We have
2 2
| <
B {gleag [zllw } <d

Lemma A.13 (Theorem 5 [23]). Let the DISTRIBUTIONAL OPTIMAL DESIGN 7 which has been
learnt from s independent samples X, ... Xs ~ D and let W denote the expected data matrix,
W =Exy.p [Emwﬂ(;() [mwT|X]] We have

[P’{ E {max ||x|w1} <0 (\/dlogd)} >1—exp (O (d* log? d) —sd™12-2719) . (16)

X~D | zeX

Lemma A.14. Under the notation of Lemma A.13, we have

E
X~D

2 2
Ll <o 17
ma [|z]wy 1} < (17

Proof. Recall that the DISTRIBUTIONAL OPTIMAL DESIGN policy samples according to the mg
policy with half probability. Hence, we have

W = { E [zz"|X]| = E {1 E [:z:x”X]} - lwe
X~Dy, |z~m(X) X~Dy | 2 zoma(X) 2
Therefore,
E {gleag ||x%N1:| <2 E_ {gleag ||$%VG1} < 2d”.
O
Lenh1ma A.15 Matrix Chernoff [27, 23]). Let x1,x3, ..., z, ~ D be vectors, with ||z¢|| < 1, then
we have

efpone Byt = gy ot} 21 -aie ()
i=1 o
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Corollary A.16. In Algorithm I the warm-up matrix V, with X\ > 16 log (T'd), satisfies the following
with probability greater than 1 — %

Ve E E 227
8 X~Darmg(X)

Similarly Hy, with A\ > 6log (T'd) satisfies the following for each batch k > 2 with probability
greater than 1 — %
Tk

H - — E E z7'.
F=g X~Dy, Ew‘n’k(){)xx

log(T)
T1

respectively. O

Proof. The results for both V and Hj, are obtained directly by applying Lemma A.15 with e =

log(T)

and € = s
Tk

We note that the analysis of [23] gives an optimal guarantee (in expectation) on ||z||y,_:, but not on
Hx||3,_1 We obtain such a bound here and use it in the analysis.

Lemma A.17. The following holds with probability greater than 1 — %
E_max o3, <0 (£ (18)
xp aex 1Pl = T
E 1Z)%-1 <O @ vk € [M)] (19)
X, men 1P = Th

We also have that for sufficiently large T' 2 O (d32(10g‘ 2T)2), the following holds with probability

loglog T
T
E Wl <o) wke 20
XNDkglea?H$”H;1 = - (20)

Proof. First, we note from Corollary A.16 that the following holds with high probability

% e
Z el —
- wz!

>
ZNE s
. w !

greater than 1 —

IN

]l

Y

G

We obtain the first two inequalities, (18) and (19), by a direct use of Corollary A.16. For (20) we note
that for every phase we have at least O(v/T') samples for learning the DISTRIBUTIONAL OPTIMAL

DESIGN policy (for any M). Since, T' > d®?log 27 the event stated in Lemma A.13 holds with
probability greater than 1 — % O

B Regret Analysis of RS-GLinCB

Recall 7, denotes the set of rounds when switching criterion I is satisfied. We write 7, to denote the
size of the set 7, = |7,|. We define the following (scaled) data matrix

H;, = ) (s, 0%) wea] + AT
s€T,

We will specify the regularizer A later. We also define

= cRS\/dlogg

Below, we state the main concentration bound used in the proof.
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Lemma B.1 (Theorem 1 of [6]). Let {F;}$2, be a filtration. Let {x;}$2, be a stochastic process in
Bi(d) such that x4 is Fy measurable. Let {n; }$2, be a martingale difference sequence such that n,
is F; measurable. Furthermore, assume we have |n;| < 1 almost surely, and denote o2 = V[n,|F;).
Let A > 0 and for any t > 1 define:

t—1 t—1
S¢ = Znsxs H, = Z szs.rl + AI
s=1 s=1

Then, for any § € (0,1],

VA2 det(H,)? 2

B.1 Confidence Sets for Switching Criterion I rounds

Lemma B.2. At any round t, let 50 be the maximum likelihood estimate calculated using set of
rewards observed in the rounds T,. With probability at least 1 — 6 we have

160 — 6% |1, < -

w

Proof. Let us define the matrix G, = > 1 a(z, 0%, é\o)xsarl + AL First, we note that by self-

concordance property of i (Lemma C.2), G, > ﬁHTm Hence,

106 — 0" ez, < VI +2RS||05 — 0",
— V11 2RS |G, (50 - e)H

G—l

—VI+2RS| Y (<§o,x5> - (9*,368}) (T, 00, 0% )24 + Ay — \0"

s€T,

G—l

=VI+2RS||Y (u (<§0,x8>) — (e, a:s>)) Ty + NG, — \B*

s€T,

Gt
(Taylor’s theorem)

<(1+2Rr9) ||} (u (<§O,xs>) iy ((9*,x5>)) 2o+ A, — N0
s€To

H L

1 *
(Guw = rsHW

Since 5(, is the maximum likelihood estimate, by optimality condition, we have the following relation:
ZseTo 1 ((:cs, 50)) Ts+ )\50 = ZSETO rsT,. Substituting this above, we get

186 — 0" [ler;, < (1+2RS) || Y (rs — n (0%, 24))) 2 — AO*
567—0 HL—I
< (L+2RS) ([ (rs — (07, 2,))) @4 + A0 |ggz—
567—0 H;71
< (1+42RS) || > news + SV, (H;, = ML [[67]|, < S)
s€T, !

where 1 = (rs — p (07, 75))).
We will now apply Lemma B.1 7, scaled by R. First note that ste’j’o nS‘fESH(H;«U)—I
||Zs€ . %xSH(RQH,’;)_l which, in turn ensures that the noise variable is upper bounded by 1.
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Applying B.1 we get

16, — 0" ||e:, < SVRZA
VRZ)\ " 2d
2 VRZ\

+(1+2RS) ( log (1+ R;"Ad) + dlog(2)>

2 1 2
log| = |+
VR2)\ 8 (5) VR2\

<

0, — 0%
H,

cRS\/dlog(T/5) + log(1/5) < eRS+/dlog (T/9). O

Simplifying constants and setting vV R2\ = ¢y/dlog(T) + log(1/5), we have

B.2 Confidence Sets for non-Switching Criterion I rounds

We define &, be the event defined in Lemma B.2, that is, £, = {Hé; — 0" [|m;, <}

Lemma B.3. If in round t the switching criteria I is not satisfied and the event &, holds, we have

~ 1
{z,0, —0%)| < & forall x € X,.
Proof.
(2,00 — )| < |l@llggr - 100 — 0" [ler, (Cauchy-Schwarz)
< ||| gge -1y (via Lemma B.2)
S ’Y\/EH:C”V;I (Vw j HH:))
1
< YVE——— (warm-up criteria is not satisfied)
v/ R2k~?
1
< —
R

Recall that H; is defined in line 14 of Algorithm 2. Further, we define

Hi= Y (e 07) aeal + AT
set—1\T,

Corollary B.4. Under event £, H, < H; < ¢’H,

Proof. Foragiven s € [t — 1]\ 7, let % denote the value of 6, in that round. Then, for all z € X,
by Lemma C.2,

i (2. 3)) exp(~RI(@,0; — 0°)]) < e (2,6") < i ({2, 82) ) exp(R](z, 0 — 07)])

Applying lemma B.3, gives e "'/ ((az, 5;)) < ({x,0%) <elp ((m, é\;)) Thus,

Ho= Y e i) ral + X2 Y (@ 07)ral + X =H;
set—1\To se[t—1\To

. Further, HY < Zse[t_l}\n eQstxl + 20\ = e?H,. O

e
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Recall that 7 is the round when the Switching Criterion II (Line 9) is satisfied. Now we define the
following quantities:

0= 3 u((we0) v+ A0

selr—1\To
H-(0) = Z [t ((zs,0)) wsa] + AL
selr—1\To
@:@wpfavgyw%
0 = arg min Z 00, z5,75)
OERT Set—1I\T,

B = cy/dlog(T/$)

Moreover, recall the following definition 57:

@:ar min ||g,(0) — TéH 21
g g()g()&@q
Lemma B.5. Under event £, ¢/9\T —0*|| < 2vVk
v
Proof. First, we observe from Lemma B.2 that ‘ 50 — 0 < ~.Using V <X kH},, we can write
H*

w

0,07 < ~+/- This implies that 6* € ©. Now, 6, c0 by virtue of being a feasible solution
to the optimization in (21). Thus,

0. -0 =16, —0,+86,—06"
v v
<6, -6, 0, —0* triangle inequalit
< v + v (triangle inequality)
<29k
O
Lemma B.6. Let § € (0,1). Then, under event E,,, with probability 1 — 6, 6, — 0 ° < 5.

Proof. We have for all rounds s € [7 — 1] \ 7o,

(24,0 = 0.)] < ||2slly o ||0F — 6, N (Cauchy-Schwarz)
< aslly-1 29VE (by Lemma B.5)
1

< 27\/ER7 N (warm up criterion not satisfied)

_2

R

Also note that * € ©. Hence,
b, — 6" . <2(1+2)|g-(6%) — Z Tss (by Lemma E.1)
T se[r—1] -1

< 6¢v/dlog(T/9) (by Lemma B.1)

O

Let the event in lemma B.6 be denoted by &, or in other words, £, = {||6, — 6* e < B}
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B.3 Bounding the instantaneous regret

In this subsection, we will only consider rounds ¢ € [T'] which does not satisfy Switching Criterion
I. Let z; € &; be the played arm defined via line 13 Algorithm 2. Further, let z; € A} be the best
available arm in that round.

Corollary B.7. Under the event &, for all x € X;, we have,

(2,0, — )] < Bl -

Proof.
(2,0 — 0°)| < [|2[lgge— - 10 — 0" [[ex: (Cauchy-Schwartz)
< BHJ””Hj’l (by Lemma B.6)
< Bllzllg-r (H, < H*)
O

Lemma B.8. Under event &,, (x} — x;,0%) < 2¢/28 ||$tHHZ71 :

Proof.

~

(ei,0%) = (@0,0%) < (57,0, + Bl g~ ) = ({@1,87) = Bllllg;—+) - (by Corollary B.7)

< (@00 + Bl ) = (@0 80) = 8 elgs )

(optimistic x, see line 13 algo. 2)
= 20 ||zt gz

det(H ! det(H,
< 2V28 ||| (Lemma B.13, detEHgli = S <2
O

Lemma B.9. The arm set X/ obtained after eliminating arms from X, (line 12 Algorithm 2), under
event &, satisfies: (a) x;y € Xy, (b) (x} — xt,0%) < %

Proof. Suppose 2’ = argmax, y, LCB,(x). Now, we have, for all z € &7,

|{z, 0, — 0°)] < [l gz b, — 0" (Cauchy-Schwarz)
< ylll gz (by Lemma B.2)
< Wellzlly- (V < kHZ)

Thus, UCB,(z}) = (a}.00) + 7/ |2} lly-1 = (2},0%) = (@',0%) = (2/,0,) = 1/ || y-1 =

LCB,(z') , where the second inequality is due to optimality of x;. Hence, z} is not eliminated,
implying z7 € X}. This completes the proof of (a).

Since z; is also in X/ (by definition),

UCB, (1) = (20, 00) + /5 |[2:lly -+ > (&', 00) = /5 12/ |y
> (2F,0,) — Ve |zi |y (2’ has max LCB,(-))

~ o~

Again, using the fact that (z},6,) > (x7,0%) — vW/k|zf|y-: and (x,0,) < (x,60%) +
YV ||zt||y -1, wWe obtain,
(@0,07) + 20VE[zilly— = (27,607 =29k a7 v -
which gives us, (z; — x¢,60%) < 29k ||lze|lyv-1 + 29VE 2] |-

Finally, since Switching Criterion I is not satisfied in this round, ||z|y,-. < % forall z € X;.

YVE
Plugging this above,
<$: — I, 9*> <

= e
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B.4 Proof of Theorem 4.2

In this subsection, we complete the proof of the regret bound of RS-GLinCB(Algorithm 2). We first
restate Theoreom 4.2 and then prove it. For every round ¢ € [T'], we use z; € X; to denote the arm
played by the algorithm and x} to denote the best available arm in that round.

Theorem B.10 (Theorem 4.2). Given § € (0, 1), with probability > 1 — 6, the regret of RS-GLinCB
(Algorithm 2) satisfies R = d\/ZtE[T ((zf,0%))log (RT/8) + kd?R5S%log” (T/6)).

Proof. Firstly, we will assume throughout the proof that £,,N&; holds, which happens with probability
atleast 1 — §. Thus, regret of Algorithm 2 is upper bounded as:

Rr = 3 ({2}, 07) — u((20,0%))

te[T]
< Rt, + Z ((xr,0")) — pu ((z,0%)) (Upper bound of R for rounds in 7,)
te[TN\To
<Ry log(T/6) + > julz)(a} — a1, 0%)

te[T\T,
(some z € [(zy,0%), (x},0%)]; lemma B.11)

Now, let R\(T) = > e 7, A(2)(2f — @4, 6"). Hereon, we will slightly abuse notation H; to
denote the H, matrix last updated before time ¢ for each time step ¢ € [T']. This will be clear from
the context as we will only use H, term-wise. With this, we upper bound R, (7") as follows:

R(T)< > u(2)2B]|ze]l gy (by Lemma B.8)
te[TI\T,
de -1 e t
<V28 Y a2l (Lemma B.13, dezgﬁ:,l; = ) <2)
te[TI\T;
< 2v2p3 Z ||:vt||H -1 (by Lemma B .4)
te[TI\T,
<2ev28 Y Vi (a7, 07) o ({2, 07)) exp(Riz] — a1, 0 Dllzellggz-
te[TI\T,
(by Lemma C.2)
<2ev28 Y Vi (g, 0) Vi (@, 07)e! [ g (by Lemma B.9)
te[TI\T;
=2°V28 Y (w0 Vi (@, 07) ||2e g
te[TI\T,
=2¢°V2p Z Vi (g, 07)) |2 g2 - (@ = /i ({21, 0%))21)
te[T\To
< 2e¢°V283 Z b ({xf, 0%)) | - Z ||;%t||f{:_1 (Cauchy-Schwarz)
te[T\To te[T\To '

T
< 2¢5V28 Z f((xF,0%)) | - 2dlog (1 + ])%\d) (Lemma B.12; ||Z¢]|, < R)
te[TN\To

<cdlog(RT/5) | > ji((xf,0%))
te[T\To
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Putting things back,

Rr < cdlog(RT/9) Z ((xF,0%)) + cR%S?k log(T/6)2.
te[TN\To

B.5 Bounding number of policy updates: Proof of Lemma 4.1

We first obtain a bound on the number of rounds when Switching Criterion I is satisfied. Then we
restate Lemma 4.1 and present its proof. Here, we use 7, to denote the collection of all rounds till T’
for which Switching Criterion I is satisfied.

Lemma B.11. Algorithm 2, during its entire execution, satisfies the Switching Criterion I at most
2dR?kvy? log (T/6) times.

Proof. Recall that Switching Criterion I (Line 4) is satisfied, when ||z |3,_, > 1/(R?k~?) for some
x € X;. Let V,,, be the sequence of V matrices (line 6 of Algorithm 2) for m € 7,. That is,
Vi =AL V=3 cimo1jn, ©s21 + AL In these rounds, by Line 5 of Algorithm 2, we have that

the arm played x; is such that z; = arg max, ¢ v, ||x||vf1. Therefore,

> el 2 s (22)

teT,

Furthermore, by the Elliptic Potential Lemma (Lemma B.12) we have

> Nl < 2dlog (1 + m) (23)
teT,

Combining (23) and (22) we have
7o < 2dR?k~? log (1 + m) < 2dR*ky?*log (T) < 2dR*k~y*log (T'/6)
O

Lemma (4.1). Algorithm 2, during its entire execution, updates its policy at most
O(R*S? kd? 1og®(T/5)) times.

Proof. Note that in Algorithm 2, policy changes happen only in the rounds when either of the
Switching Criteria are triggered. The number of times Switching Criterion I is triggered is bounded
by Lemma B.11. On the other hand, the number of times Switching Criterion II is triggered is equal to
the number of times determinant of H; doubles, which is bounded by Lemma B.15. Thus in total, the
number of policy changes in Algorithm 2 is upper bounded by 2d R?k~? log(T'/3) + edlog(T) . O

B.6 Some Useful Lemmas

Lemma B.12 (Elliptic Potential Lemma (Lemma 10 [1])). Let x1, o, ...z be a sequence of vectors

in R and let || 5|, < L forall s € [t]. Further,let Vi = " 11 rmal + AL Suppose X > L.
Then,

: Lt
Z ||$s||i/;1 < 2d10g (1 + )\d) (24)

s=1
Lemma B.13 (Lemma 12 of [1]). Let A = B > 0. Then
- xTAx < det(A)
1.7,}8 xTBx — det(B)

Lemma B.14 (Lemma 10 of [1]). Let {zs}!_, be a set of vectors. Define the sequence {Vs}'_, as
Vi =AML Vo1 =V + a2l fors € [t — 1]. Further, let ||zs||, < LY s € [t]. Then,

det(Vy) < (A+tL2/d)"
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Lemma B.15. Let {zs}._, be a set of vectors. Define the sequence {Vs}t_; as Vi =\, Vo1 =
Vs +xsal for s € [t — 1). Further, let ||z4]|, < LY s € [t]. Define the set {1 = 11,79 ... 7T, =t}
such that: det(V;,,,) > 2det(Vy,) but det(V,,, 1) < 2det(V,,) fori € {2,...m — 1}. Then,
the number of time doubling happens,i.e., m, is at most O(d log(t)).

Proof. By Lemma B.14, det(V;) < (A + tLQ/d)d. But we have that from definition of 7;’s

det(Vy) > det(Vy,,_,)
>2det(V,, ,)

> 2m 2 det(V,,)
=2m"2det(V)
= om=2)d (V1= AI)

Thus, 2" ~2)% < (A + tL?/d)" which implies that

tL2\ ?
oam=2 < (14 =
—(Ud)

Hence, m < O(dlog(t)) . O

C Useful Properties of GLMs

Recall that a Generalized Linear Model is characterized by a canonical exponential family, i.e.,
the random variable r has density function p, (r) = exp (rz — b(z) + ¢(r)), with parameter z,

log-partition function b(-), and a function ¢. Further, b(z) = p(z) is also called the link function.
Hereon, we will assume that the random variable has a bounded non-negative support, i.e., r € [0, R]
almost surely. Now, we state the following key Lemmas on GLMs

Lemma C.1 (Self-Concordance for GLMs). For distributions in the exponential family the function
w(+) satisfies that for all z € R, |ji(z)| < Rf(2).

Proof. Indeed,

|b(2)| = [E[(r — E[r])?]| (Lemma C.3)
<E[|(r —E[r])?|] (Jensen’s inequality)
=E[|r —E[]|- (r — E[r])?]
< E[R(r — E[r])?] (r,E[r] € [0, R))
= RE[(r — E[r])?]
= Rb(2) (Lemma C.3)

O]

As a consequence, we have the following simple modification of the self-concordance results of [6].

Lemma C.2. For an exponential distribution with log-partition function b(-), for all z1, 2y € R,
letting p(z) = b(z), following holds:

1 .
= [ - )
a(z1,22) = /U=0/1*<Zl +v(z2—21)) > S forz € {z1,22}  (25)
% < fi(z1) < MR (2) (26)
eltlza—2z1
1 .
a(z1, 22) = /_0(1 — ) (21 +v(zg — 21))dv > 2—i—1{7f|(,:11)—z2 27)
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Proof. Without loss of generality, assume that zo > z;. Note that by property of integration
f; f(@)dz = [," f(b+a—z)dz, a(z1, 22) = (22, z1). Now, by proposition C.1, and the fact that
ii(z) = b(z), we have for any v € Rand z > 2z,

—Rp(v) <ji(v) < Ri(v) (Lemma C.1)

—-R<

~ f(v)
—R/:ldvg/:l 5EZ§dv§R/:ldv

—R(z — 21) <log <5(;1))> < R(z— )

(1) exp(—R(z — 1)) <filz) < f(z1) exp(R(z — 1))

Putting z = 25 establishes 26. To show 25, we further set z = z; + u(z2 — 21) for u € [0, 1], (note
that z > z7) and integrate on u,

1 1 1
/jL(zl)/O exp(—Ru(zz — z1))du §/0 f(z1 +u(ze — 21))du < /0 exp(Ru(zz — 21))du

exp(R(ze — z1)) — 1
R(ZQ — Zl)

1 —exp(—R(z2 — 1))
R(ZQ — Zl)

which gives  fi(z1) <afz1, z2) < fi(z1)

Next, we use the fact that for z > 0, e=* < (1 + z)~! which on rearranging gives (1 —e~%)/z >
1/(1 + x). Applying this inequality to the LHS above finishes the proof. Note that similar exercise
can be repeated with zo < z7 to get the same result for 2s.

For 27, we have, by application of 26, [i(z1 + v(z2 — 21)) > f1(21) exp(R|v(z2 — 21)]|). Therefore,

a(z1,29) = /:0(1 — ) (21 +v(ze — 21)) dv

> [ (1= w)iCer) exp(=Rluz1 = ) o

1
= ,a(zl)/ (1 — v) exp(—Rvl|(z1 — 22)|)dv (v €[0,1])
v=0
. 1 exp(—R|z1 — 22]) — 1
=) <Rzl — 22| R2|z) — z9f? )
> fi(z1) - L (Lemma 10 of [2])

2+R‘Zl — 22‘

O

Next we state some nice properties of the GLM family that is the key in deriving Lemma C.1.

Lemma C.3 (Properties of GLMs). For any random variable r that is distributed by a canonical
exponential family, we have
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Proof. 1. Indeed, since p.(r) is a probability distribution, [ p.(r)dr = 1 which in turn
implies that b(z) = log ([ exp(rz + ¢(r))dr). Thus, taking derivative,
1
[, exp(rz + ¢(r))
= exp(—b(z)) / rexp(rz + c(r))dr

T

= /rexp(rz —b(2) + ¢(r))dr = E[r]

T

b(z) =

0
o /7 e exp(rz + ¢(r))dr

2. Let f(z) = [ rexp(rz + c(r))dr. Thus, b(z) = exp(—b(z))f(z). Taking derivative on
both 51des

b(z) = —b(z) exp(—b(2)) f(2) + exp(—b(2)) f(2)
—E[r]? + exp(—b(2)) /r2 exp(rz + ¢(r))dr

r

= B+ [ explrs - 0) + el
= —E[r]> + E[r?] = V[r]

3. Againlet f(2) = [ r?exp(rz+c(r))dr. Thus, b(z) = —b(z)?+exp(—b(z)) f(z). Taking
derivative on both sides,

b (2) = =2b(2)b(2) — b(2) exp(=b(2)) f (=) + exp(~b(2)) f(2)
= —2b(2)b(2) — b(2) E[r?] + /’I"3 exp(rz — b(z) + ¢(r))dr

= —2E[r|V[r] — E[r] E[r?] + E[r)
Now, let us expand E[(r — E[r])3].

ﬂ
w
\
w
3
[}
=

E((r - E[r])?) = [ ]+ SrEfr)® —Ef)’
= E[r®] - 3E[r] E[r?] + 3E[]* — E[r]®
= E[r*] - E[r|E[r?] - 2E[r] (~ E[r?] + E[r]?)
=E[r’] — E[r] E[r’] — 2E[r]V[r]

Corollary C.4. For all exponential family, b(-) is a convex function.

Proof. Indeed, note that b(z) = V[r] which is always non-negative. Thus, b(z) > 0 implying that
b(+) is convex. O

Remark C.5. In [5] Section 1.4.1, the author claims that if the GLM parameter z lies in a bounded
set, then the GLM is self-concordant, i.e., |ji(z)| < af(z), for some appropriate constant a over
this bounded set. Thereafter the author notes that the techniques developed in [5] guarantees x-free
regret rates (in VT term) for such GLMs (i.e., all GLMs with bounded parameter). However, the
claim regarding self-concordance of GLMs is not true in general. There are classes of GLMs whose
parameters may be restricted in a bounded set, but for them no constant a exists. One such example is
the exponential distribution. The link function p for exponential distribution is given as /,L( ) = —1.
If we allow z to lie in the set (—c, 0) for some positive ¢, then we have pu(z) strictly i 1ncreas1ng
(satisfying our assumption on monotonicity of pu, thus a valid example). However, for this GLM,
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Note that ji(z) is positive for the assumed support of z. Suppose this GLM is self-concordant, then
we must have some positive constant a such that
.. 2 . 1
()] = — 25 < ap(z) = az; .
Simplifying, we obtain the following relation:

2
——<a.

z
However, since z € (—¢,0), we have lim,_, f% — 00. Hence, no constant a is possible. By this
counterexample it can be seen that bounded parameter set is not enough to guarantee self-concordance
of GLMs. In this work, we give a characterization of self-concordance of GLMs with bounded
support of the random variable. It will be interesting to understand a complete characterization of
self-concordance of GLMs.

D Computational Cost

Consider a log-loss minimization oracle that returns the unconstrained MLE for a given GLM class
with a computational complexity of C,,; - n, when the log-loss is computed over n data points. Let
the maximum number of arms available every round be K. Furher, let the computational cost of an
oracle that solves the non-convex optimization 8 be INCyp;.

Computational Cost of B-GLinCB: In the B-GLinCB algorithm, we employ the log-loss oracle

at the end of each batch. The estimator 6 calculated at the end of a batch of length 7 incurs a
computational cost of C,,;7. Furthermore, this oracle is invoked for a maximum of M < loglogT
batches. Additionally, the computation of the distributional optimal design at the end of each batch is
efficient in d (poly(d)). Moreover, in every round, the algorithm solves the D/G— Optimal Design
problem (requiring O(d log d) computation) and runs elimination based on prior (at most log log T')
phases. Hence, the amortized cost per round of B-GLinCB is O(K loglog T + dlog d 4+ Copt).

Computational Cost of RS-GLinCB: In the RS-GLinCB algorithm, the estimator @\O is computed
each time Switching Criterion I is triggered. Additionally, during rounds when Switching Criterion I

is not triggered, the estimator 6, is computed a maximum of O(log(7T’)) times. These computations
involve utilizing both the log-loss oracle and the non-convex projection oracle. Furthermore, in each
non-Switching Criterion I round, the algorithm executes an elimination step. This yields an amortized
time complexity of O(Clpt log (T') + NClpt log?(T) + K) per round.

Performance in Practice: As evident from Fig. 1, RS-GLinCB has much better computational
performance in practice. We ran all the experiments on an Azure Data Science VM equipped with
AMD EPYC 7V13 64-Core Processor (clock speed of 2.45 GHz) and Linux Ubuntu 20.04 LTS
operating system. It was ensured that no other application processes were running while we tested
the performance. We implemented and tested our code in Python, and measured the execution times
using time.time () command. We allowed no operations for 10 seconds after every run to let the
CPU temperature come back to normal, in case the execution heats up the CPU, thereby causing
subsequent runs to slow down.

Comparison with ECOLog [7] shows that execution time for RS-GLinCB is significantly smaller. We
posit that this is because RS-GLinCB solves a large convex optimization problem but less frequently,
resulting into smaller overhead at the implementation level, while ECOLog solves a smaller convex
optimization problem, but does so every round. On an implementation level, this translates into more
function calls and computation. Further, we observe that with increasing «, the execution time of
RS-GLinCB increases, which is in accordance with Lemma 4.1 that quantifies the number of policy
switches as an increasing function of .

While comparing with GLOC [14], we observe that RS-GLinCB performs better than GLOC in both high
and low « regimes. Since GLOC runs an online convex optimization (online Newton step) algorithm
to generate its confidence sets, the time taken by GLOC is nearly constant with changing «. On the
other hand, in accordance with Lemma 4.1, the computational cost of RS-GLinCB increases with «.
However, after a few initial rounds, when neither of the switching criteria are triggered, RS-GLinCB
does not need to solve any computationally intensive optimization problem, hence these rounds
execute very fast. In practice, with typical data distribution, RS-GLinCB reaches this stage much
before what the worst-case guarantees show, hence we see it perform better than GLOC.
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E Projection

We describe the projection step used in Algorithms 1 and 2. We present arguments similar to the ones
made in Appendix B.3 of [6]. We write

t

H(0) = ZN ((0,25)) zoa] + A1

s=1

Recall, H* = H(6*). Let 8 be the MLE estimator of 6* calculated after the sequence arm pulls

T1,%2,...,2. Letry,ro, ..., 7, be the corresponding observed rewards. We project ftoaset© by
solving the following optimization problem

t

> (1 (e, ) = i ((@0.8) ) s

s=1

0 = arg min (28)

0co

H(0)~*

Lemma E.1. Using the notations described above, if 0* € © and max;cpy (7, 0 — 0*)| < ¢/R,
then we have

D (s, 07) = ry)ag

s=

<2(1+¢)

Hé—a*
H(6*)

H(e*)_l

Proof. First, we note that by self-concordance property of y (lemma C.2), for any s € [¢],

ji((@2,0°))
1+ R[{xs,0 — 0*)]

a(wmg, 0*) >

- % (maxic(q) (s, 6 = %)| < ¢/ )
_ A{zs,07)
1+c¢

IZ(<3’357§>)

Similarly, we have a(z,, 0, 0%) > e

Let us define the matrix G = ) _ cli] a(x, 5, 0*)x,2T. Using the above fact, we obtain the relation:
G > %_HH* and G >~ ﬁH(a) Also define the vector g(0) = > 1y 1 ((0, 25)) z5. Now,

Hé—e* W SVIFcd-e H* < (VITG)
=vV1i+c||G (5—9*) ‘Gil
—Vite|YS (a(xs,é, 0°)(0 — 0", m3>) o,
s€E(t] G-1
=+V1+ec Z (u <<xs,§>) - ((zs, 9*))) Ts (Taylor’s theorem)
s€E(t] a-1
=+1+c¢ Zu((g,%)) s | — Zﬂ«g*’%))mg
s€(t] s€(t] G-1
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Let g(6) = S0, j1 ((xs,0)) z, for any 0. Therefore, we have,

Heﬁ o*

b SVIEe|o® - 907
= VT+c|9®) - 9(8) + 90) - 9(6")

o
<viTe(||o@ —9@|| , , +||9@ 9007 _ ) (4 inequality)
<+ (@ - 9@y -+ 0@ - 50, )

H1 = (V1+)G™
(by (28))

<2(1+¢)||g(d) — g(6%)

‘H*—l

=2(1+c¢)||g(6") — Z TsTs
selt] H*—1
(0 is the unconstrained MLE, g(6) = Ese[t] TsXg.)

O

E.1 Convex Relaxation

The optimization problem in (28) is a non-convex optimization problem and therefore it is not clear
what is the computational complexity of the problem. However, it is possible to substitute this
optimization problem with a convex one, whose computational complexity can be better tractable.
The process is similar to the one detailed in [2, section 6]. Here we briefly outline the steps.

Let £:(0) = 22:1 (0, x4, 7,) and 6 be defined as follows:

0 == arg min £, (0) (29)
0cO
Note that when the set O is a convex set, then the above optimization problem is convex by property
of the log-likelihood function of GLMs. Hence it can be solved efficiently. With this projected 6, we
have the following guarantee:

v

Lemma E.2. Suppose Hg(é) —g(0) _ <nvyand A\ = v/R. If 0" € © and max;cpy |(xi, 0 —

0*)| < ¢/R, then we have

0—0"

<ecv/(2+c)R3Sy

H(6%)

Proof. First we note that by self-concordance property of p, for any s € [¢],

o ((z5,0%))
2+ R|{(zs,6 — 6%)|
f((z5,0"))
~ 24+ R(¢/R)

i ((zs,07))
24c

a(xs, 0", 0)

Y

(Lemma C.2)

(max;ey (x5, 0 — 0%)| < ¢/R)

Let us define G(6*,0) = >.'_, a(zs,0%,0)z.x]. Using the above fact, we obtain G(6*,6) >

1 *
2_~_CH.
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We now follow closely the proof outlined in Appendix B.3 of [2] with minor changes. By second-order
Taylor’s expansion, for any § € R?, we can write

Li(0) = Li(07) = (VLLO"),0 = 0%) = 10 — 0| & 0.1

1 2
> —— |10 — 0%|54
> 100l

Taking absolute value on both sides, and substituting § = 5,

; < 2+ 0) (1£0) — £:0°)] + [(VL(0%). 0~ 0°)]) (A-inequality)

9

0— 6

< @+0) (10) = £:0")] + IVLAO ) o |6 - 0"

- ) (Cauchy-Schwarz)

= (2+c) | [Le(0) = Lo(0%)] + ||g(0%) = > rems 00

s€(t] H*—1

Recall that 6 is the unconstrained MLE, therefore Vﬁt(é) = 0. By a similar Taylor expansion as
above and some algebraic manipulations (see Appendix B.3 of [2]), we have, for 6*.

20 - 2@ < a0 -0,
< [t 9@, + |o0) 0@,
< %72 s (Lemma B.1)
< 2R3Sy (recall VR2\ = v/RS)

We also have, by definition of f, whenever 8% € ©, L,(0) < L£,(0*), therefore we have £, (0) —
L:(0) < L4(0*) — L4(0) < 2R3S~ Thus, we have,
o)

2
Using the inequality that for some 22 < bx +¢c = z < b+ V¢, we have,

- <247+ V(24 c)4R3Sy
=c\/(2+¢)R3Sy

0 —0*

<(24¢) (4R3S'y + Hé -6

H*

v

0—0"
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NeurlIPS Paper Checklist

IMPORTANT, please:

* Delete this instruction block, but keep the section heading “NeurIPS paper checklist',
* Keep the checklist subsection headings, questions/answers and guidelines below.
* Do not modify the questions and only use the provided macros for your answers.

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]
Justification: See Section 1
Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

 The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: See Conclusion (Section 6)
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

 The authors are encouraged to create a separate "Limitations" section in their paper.

 The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

 The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms

and how they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to

address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.
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3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]

Justification: All details are stated in Section 2 and the proofs are given in details in the
Appendices A, B, C.

Guidelines:

» The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: Detailed discussion is done in Section 5 and Appendix D. Code can be accessed
athttps://github.com/nirjhar-das/GLBandit_Limited_Adaptivity.

Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
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In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: Full code with documentation is provided at https://github.com/
nirjhar-das/GLBandit_Limited_Adaptivity.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

 The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: See Section 5.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: Execution Time plots have errorbars, but Regret plots do not as regret plots
were observed to get cluttered although the variation was not significant.

Guidelines:

* The answer NA means that the paper does not include experiments.
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* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

« It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

* It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CIL, if the hypothesis
of Normality of errors is not verified.

 For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
8. Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: See Appendix D.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: There are no potential harms caused by the research process as it is mainly
theoretical and the experiments are all in simulation. There might be Societal Impact of the
algorithms developed here when applied in practical decision-making settings. The study of
this beyond the scope of current work.

Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer:
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Justification: The problem studied is of a theoretical interest and we do not foresee any
negative societal impacts.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

* Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: The data and models are only toy data/fully simulated and therefore of no real
impact.

Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

* Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: All credits regarding code are given in the README.md file at https:
//github.com/nirjhar-das/GLBandit_Limited_Adaptivity.

Guidelines:

» The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.
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 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
13. New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: All details are provided in the README.md of our codebase https://
github.com/nirjhar-das/GLBandit_Limited_Adaptivity.

Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
14. Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: Our work is mainly theoretical with only simple simulated experiments.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: Our work does not involve human participants.

Guidelines:
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The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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