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Abstract

Online Budgeted Matching (OBM) is a classic problem with important applications
in online advertising, online service matching, revenue management, and beyond.
Traditional online algorithms typically assume a small bid setting, where the
maximum bid-to-budget ratio (x) is infinitesimally small. While recent algorithms
have tried to address scenarios with non-small or general bids, they often rely
on the Fractional Last Matching (FLM) assumption, which allows for accepting
partial bids when the remaining budget is insufficient. This assumption, however,
does not hold for many applications with indivisible bids. In this paper, we
remove the FLM assumption and tackle the open problem of OBM with general
bids. We first establish an upper bound of 1 — x on the competitive ratio for
any deterministic online algorithm. We then propose a novel meta algorithm,
called MetaAd, which reduces to different algorithms with first known provable
competitive ratios parameterized by the maximum bid-to-budget ratio x € [0, 1]. As
a by-product, we extend MetaAd to the FLM setting and get provable competitive
algorithms. Finally, we apply our competitive analysis to the design learning-
augmented algorithms.

1 Introduction

Online Budgeted Matching (OBM) with general bids is a fundamental online optimization problem
that generalizes to many important settings, such as online bipartite matching and Adwords with
equal bids [23]]. It has applications in various domains, including online advertising, online resource
allocation, and revenue management among others [5, 16} 32]. OBM is defined on a bipartite graph
with a set of offline nodes (bidders) and a set of online nodes (queries). The task is to select an
available offline node to match with an online query in each round. When an offline node is matched
to an online node, a bid value is subtracted from the budget of the offline node, and a reward equal to
the consumed budget is obtained. If the remaining budget of an offline node is less than the bid value
of an online query, the offline node cannot be matched to the online query. The goal is to maximize
the total reward throughout the entire online matching process.

OBM is challenging due to the nature of online discrete decisions. Previous works have studied this
problem under one of the following two additional assumptions on bids or matching rules:

* Small bids. The small-bid assumption is a special case of general bids corresponding to the
maximum bid-budget ratio x — 0. That is, while the bid values can vary arbitrarily, the size of
each individual bid is infinitely small compared to each offline node’s budget, and there is always
enough budget for matching. Under this assumption, the first online algorithm was provided by [24],
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achieving an optimal competitive ratio of 1 — 1/e [23]. This competitive ratio has also been attained
by subsequent algorithms based on primal-dual techniques [4}[7]. However, the small-bid assumption
significantly limits these algorithms for broader applications in practice. Take the application of
matching Virtual Machines (VMs) to physical servers as an example. An online VM request typically
takes up a non-negligible fraction of the total computing units in a server.

e Fractional last match (FLM). Under FLM, if an offline node has an insufficient budget for an online
query, the offline node can still be matched to the query, obtaining a partial reward equal to the
remaining budget. Given the limitations of small bids, some recent studies [15} 29} 30] have studied
competitive algorithms for OBM with general bids by making the additional assumption of FLM.
For example, under FLM, the greedy algorithm (Greedy) achieves a competitive ratio of 1/2, while
other studies [4} 1529} 30] aim to achieve a competitive ratio greater than 1/2 under various settings
and/or using randomized algorithms. Although FLM allows fractional matching of a query to an
offline node with insufficient budgets, it essentially assumes that any bids are potentially divisible.
This assumption may not hold in many real applications, e.g., allocating fractional physical resources
to a VM can result in significant performance issues that render the allocation unacceptable, and
charging a fractional advertising fee may not be allowed in online advertising.

Despite its practical relevance and theoretical importance, OBM with general bids has remained a
challenging open problem in the absence of the small-bid and FLLM assumptions. Specifically, an
offline node may have insufficient budget and cannot be matched to a later query with a large value,
potentially causing large sub-optimality in the worst case. This issue does not apply to small bids, as
the small-bid setting implies that insufficient budgets will never occur. Additionally, this challenge is
alleviated in the FLM setting, where fractional matching in cases of insufficient budgets can reduce
sub-optimality. Indeed, removing the small-bid and FLM assumptions fundamentally changes and
add significant challenges to the problem of OBM [30]. To further highlight the intrinsic difficulty
of OBM with general bids, we formally prove in Proposition[d.T]an upper bound of the competitive
ratio, i.e., 1 — k, achieved by any deterministic online algorithm, where x € [0, 1] is the maximum
bid-budget ratio.

Contributions: In this paper, we address OBM without the small-bid or FLM assumptions and design
a meta algorithm called MetaAd, which adapts to different algorithms with provable competitive
ratios. To our knowledge, MetaAd is the first provable competitive algorithm for general bids without
the FLM assumption. Specifically, MetaAd generates a discounted score for each offline node by a
general discounting function, which is then used to select the offline node. The discounting function
evaluates the degree of budget insufficiency given a bid-budget ratio x € [0, 1], addressing the
challenge of infeasible matching due to insufficient budgets. Given different discounting functions,
MetaAd yields concrete algorithms, and their competitive ratios are derived from Theorem [{.2}
established through a novel proof technique. We show that with small bids (i.e., K — 0), MetaAd
recovers the optimal competitive ratio of 1 — % Furthermore, we show that MetaAd, with discounting
functions from the exponential and polynomial function classes, achieves a positive competitive
ratio for £ € [0,1). As an extension, we adapt the design of MetaAd to the FLM setting, resulting
in a meta-algorithm with provable competitive ratios for x € [0, 1] (Theorem . The framework
of MetaAd potentially opens an interesting direction for exploring concrete discounting function
designs that yield high competitive ratios for settings both with and without FLM. Finally, we apply
our competitive analysis to the design of LOBM, a learning-augmented algorithm for OBM, which
enhances average performance while still guaranteeing a competitive ratio (Theorem[5.T). We validate
the empirical benefits of MetaAd and LOBM through numerical experiments on the applications of an
online movie matching an VM placement on physical servers.

2 Related Work

OBM originates from the online bipartite matching problem defined by [[19] 30 years ago. In 2007,
[24]] generalized the online b-matching problem to OBM (a.k.a. Adwords) [17]. Under the special
case of small bids, [24] proposes an algorithm that achieves the competitive ratio of 1 — 1/e, which
is also the optimal competitive ratio under the small-bid setting [[17]]. In the same year, [4] provides
the primal-dual algorithm and analysis for OBM under the small-bid assumption and achieves the
competitive ratio of 1 — é Subsequently, [7]] gives a randomized primal-dual analysis for online
bipartite matching and generalizes it to OBM. In addition, OBM has also been studied under the
stochastic settings [9, 18} 16l (14 [25]].
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It is known to be very challenging to go beyond the small-bid assumption and develop a non-trivial
competitive ratio for OBM with general bids in an adversarial setting. Recently, [30] points out
the inherent difficulty of OBM with general bids and explains the necessity of the assumption of
FLM is needed in easing up the challenges. With the FLM assumption, a greedy algorithm can
achieve a competitive ratio of 1/2. Additionally, a deterministic algorithm proposed in [4]] achieves
a competitive ratio of (1 — x — ﬁ) increasing the competitive ratio when the maximum
bid-budget ratio x is no larger than 0.17. Some other works on OBM with FLM employ randomized
algorithm designs. For example, [[15] proposes a semi-random algorithm that achieves a competitive
ratio of 0.5016, which is known as the best competitive ratio achieved by randomized algorithms up
to now. Besides, [30] extends the random algorithm of Ranking to OBM and achieves a competitive
ratio of 1 — 1/e with a strong assumption of the “fake” budget. Moreover, [29] proposes a randomized
algorithm without the knowledge of budget for the FLM setting with competitive ratio H% (1- %)
parameterized by the maximum bid-budget ratios «, which relies on a strong assumption that the bids
are decomposable (i.e. wy,; = Wy, - Wwy).

Despite the progress on the OBM settings with FLM, OBM without FLM has remained an open
challenge except for under the small-bid assumption. The recent study [30] points out that OBM
without FLLM is difficult because when the offline node has less leftover budget than the bid value
of an online arrival, the offline node is not allowed to be matched to the arrival, potentially causing
a loss equivalent the leftover budget. [20] considers multi-tier budget constraints with a laminar
structure and provides a competitive ratio without FLM, but the result does not apply to the settings
without the laminar structure. Additionally, [18]] proves an online randomized algorithm with the
competitive ratio (in expectation) upper bound of 0.612, an upper bound for deterministic algorithms
is still lacking to formally evaluate the difficulty of OBM without FLM.

3 Problem Formulation

We consider OBM with general bids. Specifically, there is a bipartite graph described as G(U, V, E),
where the vertices u € U (i.e. offline nodes or bidders) are fixed and the vertices v € V (i.e. online
nodes or queries) arrive sequentially. The edge corresponding to vertices u € U and v € V has a bid
value w,,,,, > 0 which is the amount the offline node u would like to pay for the online node v if
matched. The sizes of the vertex sets are denoted as [/| = U and |V| = V, respectively. We index
each online node by its arriving order, i.e. online node ¢ arrives at the ¢-th round.

At the beginning, each offline node v € U has an initial budget b, o = B, > 0, which is the
maximum amount the offline node can pay in total. At round ¢, a query ¢ € V arrives, the edges
connected to this arrival ¢ are revealed, and the agent chooses to match the arrival to an available
offline node from Uy, = {u € U | wy; > 0,by -1 > w4} or skip this query without any matching.
We denote the agent’s action as z; € Uy | {null}, where “null” represents skipping this arrival. If at
round ¢, an offline node x; is matched to the query ¢, a reward r; = wy, ; is earned and a bid value
Wy, + is charged from the offline node x4, i.e., by, + = by, +—1 — Wg, +; for the other offline nodes
u # x, the budget remains unchanged b, ; = b, ;—1. If z; = null, no reward is earned, i.e. 7, = 0
and the budgets of all offline nodes remain the same as the last round, i.e. b, + = b, +—1 Yu € U.
The cumulative consumed budget at the end of round ¢ is denoted as ¢, ; = B,, — by, +, Yu € U and

t € [V]. The agent aims to maximize the total reward P = Zz/: 1 T+ over the entire V' rounds.

The offline version of OBM can be written as Linear Programming (LP) with its primal and dual
problems given in (I)), where P is the primal objective and D is the dual objective. While we
only need to solve the primal problem for OBM, we present the dual problem with dual variables
aq,uw € U and By, t € V to facilitate the subsequent algorithm design and analysis.

v v
max Pi=) ) wurlus min D=3 By + > fi
t=1ueld ueU t=1
1%
s.t. Vu S u, ZU)u,tl'u,t S Buv s.t. VU c Z/[,t S [V],wu_,tau —+ ﬂt 2 wu,ta (1)
t=1
VEe V], aus <1, Vu €U, >0,
ueU
Yu e U,v € [V], 2y, > 0. vt e [V], B > 0.
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A common performance metric for online algorithms is the competitive ratio defined as

n = min{P(G)/P"(G)}, 2

where the minimization is taken over the set of all possible bipartite graphs g P(G) = Z:/: 1 Way t

is the total reward obtained by an (online) algorithm for a graph G € G, and P*(G) = Zz/: 1 Wt
is the corresponding offline optimal total reward with z; being the offline optimal solution to ().

Next, we formally define the bid-budget ratio x € [0, 1] in Definition [I|which is the maximum ratio
of the bid value of an offline node to its total budget. We use 7(x) to denote the competitive ratio of
an algorithm for OBM with bid-budget ratio .

Definition 1 (Bid-budget ratio). The bid-budget ratio x € [0, 1] for an example G(U,V, E) is defined
as K = SuDycyy tey %.

Many previous works [23} 24, |15, 4] assume FLM which allows for accepting partial bids when
remaining budget is insufficient (i.e. modifying each bid wy, ¢ to w,, ; = min{w, ¢, by ¢+—1} given the
remaining budget b,, ;). Without the FLM assumption, the only known competitive ratio for OBM
is for the small-bid setting where « is infinitely small and approaches zero [23} 24]. However, the
small-bid and FLM assumptions do not hold in many real-world applications as illustrated by the
following examples:

¢ Online VM placement. In this problem, a cloud manager allocates virtual machines (VMs, online
nodes) to heterogeneous physical servers (offline nodes), each with a computing resource capacity
of B], [10,28]. When a VM request with a computing load of z; arrives, the manager assigns it to
a server. If the VM is placed on server u, the manager receives a utility of w,,,,, = 2, due to the
heterogeneity of servers. The goal is to maximize the total utility ZZ/: 1 2 ueu Wu,t Tyt Subject to
the computing resource constraint Z:/:l 21y, < B, for each server u, which can also be written as
ZZ/Z 1 Wy tZy,r < By, with B, = r,B;,. In this problem, VMs are not divisible and consume up a
non-negligible portion of the server capacity, violating both the small-bid and FLM assumptions.

¢ Inventory management with indivisible goods. Here, a manager must match several indivisible
goods (online nodes) to various resource nodes (offline nodes), each with a limited capacity (e.g.,
matching parcels to mail trucks or food orders to delivery vehicles). Each good can only be assigned
to one node without being split, and a good ¢ can occupy a substantial portion of the resource node’s
capacity, w, ;. The goal is to maximize the total utilization Z}; 1 ZuEM Wy, ¢ Ty,¢, SUbject to the

capacity constraint Z:;l Wyt Ty, < 1 for each node u. In this problem, neither the small-bid nor
FLM assumption applies.

In this paper, without relying on the small-bid or FLM assumptions, we move beyond small bids
and propose a meta algorithm (MetaAd) for general x € [0, 1] which can reduce to many concrete
competitive algorithms.

4 MetaAd: Meta Algorithm for OBM

4.1 An Upper Bound on the Competitive Ratio

In the absence of small-bid and FLM assumptions, OBM faces a unique challenge: when an online
query with large bid arrives, there may be no offline node that both connects to the query and has
sufficient remaining budgets for it. This leads to missed matches for the queries with large bids,
ultimately resulting in a low competitive ratio. To formally show the inherent difficulty of OBM
without the small-bid and FLM assumptions, we present an upper bound on the competitive ratio for
any deterministic online algorithms in the following proposition.

Proposition 4.1. For OBM without small-bid or FLM assumptions, the competitive ratio of any
deterministic online algorithm is upper bounded by 1 — « for k € (0, 1]. Specifically, the competitive
ratio for any deterministic algorithm is zero when k = 1 without the FLM assumption.

The proof of the upper bound is deferred to Appendix The key ingredients of the proof is given
below. The best competitive ratio for any deterministic algorithm is max, mingeg CR(, G) which

'In this paper, two graphs with different orders of online nodes are considered as two different graphs.
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Algorithm 1 Meta Algorithm (MetaAd)

Require: The function ¢ : [0,1] — [0,1]
1: Initialization: Vu € U, the remaining budget b, o = B,,.
2: for t=1to V, anew vertex t € ) arrives do

3: ForuelU,sets,, = wu,tqﬁ(b"g’l ) if by t—1 — Wy > 0, and s, 4 = 0 otherwise.

4 ifVuecld,s,+ =0 then

5 Skip the online arrival ¢ (x; = null).

6 else

7: Select z; = arg maxyeys Su,t-

8 end if

9 Update budget: If z; # null, by, ; = by, t—1 — Wq, ¢ and Vu 7# 4, byt = by p—1.
10: end for

is no larger than max, mingeg: CR(m, G) where G’ C G. Thus, we can prove the upper bound by
constructing a subset G’ with difficult instances and deriving the best competitive ratio among the
deterministic algorithms for this subset G’. In our constructed G’, each example has one offline node
and the bid values for the first V' — 1 rounds sum up to 1 — x + € with € > 0 being infinitely small.
We let G’ = G1 | G5 where we have w,, v = kB, for examples in G{, and w,, v = 0 for examples
in G}. The instances in G’ illustrate the dilemma between matching a query for immediate reward
or saving the budget for future matches. If an algorithm chooses to match all the queries in the first
V' — 1 rounds, it can lose a bid of kB, for instances in G| because there is no sufficient budget to
match the final query. Conversely, if an algorithm chooses to skip some queries in the first V' — 1
rounds to save the budget, it can lose a bid of xB,, for the instances in G/, because matching the final
query of instances in G5 earns zero bid. For these difficult instances in G’, we formally derive the
largest reward ratio of a deterministic algorithm to the offline optimal one which is the upper bound
of the competitive ratio.

The upper bound of the competitive ratio 1 — x shows that OBM becomes more difficult when the
bid-budget ratio s gets larger. Intuitively, since the bid value is not fractional for each matching,
given a larger k € [0, 1], it is more likely for offline nodes to have insufficient budgets (i.e., unable to
be matched to a query with a large bid value). Skipping a query to save budget is also risky because
it can happen that the following queries have no positive bid. The FLM assumption can alleviate
this difficulty because the remaining budget can be fully spent even if it is insufficient. A greedy
algorithm can achieve a competitive ratio of 1/2 for general bids with FLM [23]]. By contrast, the
upper bound of the competitive ratio without FLM cannot reach 1/2 when the bid-budget ratio & is
larger than 1/2. There is even no non-zero competitive ratio when x = 1. These observations reveal
that without FLM, OBM becomes more difficult. The analysis without FLM assumption will help us
to understand OBM better.

4.2 Meta Algorithm Design

We now present MetaAd in Algorithm [T} which is a meta online algorithm that reduces to many
concrete algorithms with provable competitive ratios for OBM in the absence of small-bid and FLM
assumptions.

MetaAd relies on a general discounting function ¢ : [0, 1] — [0, 1]. Given a new query ¢, MetaAd
uses ¢ to score each offline node by discounting its bid value in Line 3, and selects the node with the
largest score s,, ¢ from Line 4 to Line 7. An offline node is scored zero if it has insufficient budget for
the query ¢ (by,t—1 — wy,+ < 0) or it has zero bid for the query ¢ (w,,; = 0). If all the offline nodes
are scored zero, the algorithm skips this query ¢.

The scoring in MetaAd reflects a balance between selecting an offline node with a large bid and
saving budget for future. To select offline nodes with large bids, the score scales with the bid value

w,t—1

Wy, ¢ Simultaneously, an increasing function ¢ maps the normalized remaining budget B

discounting value within [0, 1]. If an offline node u has less remaining budget, a smaller discounting
value is obtained to encourage conserving budget for w.

toa
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Algorithm 2 Dual Construction
Require: The function ¢ : [0,1] — [0,1], () =1 —¢(1 — ), p > 1.
1: Initialization: Vu € U, a0 = 0, by o = By, U° = 0, and V¢t € [V], 5, = 0.
2: for t=1to V, anew vertex ¢t € V arrives do
3: Append {u | by -1 — wy, < 0} into U°.
4
5

Score sy, select x; for the arrival ¢, and update budget b, ; by Algqrithm
Set the dual variable 3, = s, +, and set the dual variable o, ; = <p(°§—’t).
6: end for

7: Foru ¢ U°, set a,, = v, v; and for u € U°, set a,, = 1.

4.3 Competitive analysis

Given any monotonically increasing function ¢ : [0, 1] — [0, 1] in Algorithm[I] we can get a concrete
algorithm for OBM. For different bid-budget ratio x, the competitive ratio of MetaAd is given in the
main theorem below.

Theorem 4.2. If the function ¢ : [0,1] — [0, 1] in Algorithm|[]|satisfies that given an integer n > 1,
Vi < n, () > 0 where p(z) = 1 — ¢(1 — x), the competitive ratio ofAlgorithmis

1
n(k) = —,
1 + :‘<Ln+1R + maXyG[OJ] A(y) —+ %

where R is the Lipschitz constant of ™) (z) if o™ (z) is not monotonically decreasing, and R = 0
otherwise. Additionally, A(y) = # - i Y elx)de + % S k(Y (y) — o D(0)).
By Theorem[4.2] we can easily get a competitive algorithm for OBM with any bid-budget ratio x
by choosing a function ¢. The only requirement is that the function ¢ is a monotonically increasing
function. In the next section, we will give some concrete examples of competitive algorithms by
assigning ¢ with different function classes.

We defer the complete proof of Theorem to Appendix The analysis is based on the
fundamental conditions in Lemma|I| that guarantee the competitive ratio and presents new challenges
due to the absence of the small-bid and FLM assumptions.

Lemma 1 (Conditions for competitive ratio). An online algorithm achieves a competitive ratio
of n € [0,1] if it selects a series of feasible actions {x1,...,xy} and there exist dual variables
{B1,--+,Bv} {o1, - ,au} such that

* (Dual feasibility) Yu € U, t € [V], B > wy (1 — )
* (Primal-Dual Ratio ) P > 1-D, where P = 3" w,, yand D = 3", .y, Buau + 31, Be.

Without the small-bid and FLM assumptions, the competitive analysis presents the following new
challenges to satisfy the conditions in Lemma I}

* Dual construction for general bids. When an offline node has an insufficient budget to match a
query, the remaining budget is almost zero for the small-bid setting, but it can be large and uncertain
without the small-bid assumption. This introduces a new challenge to construct dual variables that
satisfy the dual feasibility due to budget insufficiency.

To address this challenge, we present a new dual construction in Algorithm 2] where dual variables are
determined based on the remaining budget and adjusted at the end of the algorithm. The constructed
dual variables satisfy the dual feasibility in Lemmal[I] as explained below. We define 3, as the score
of selected offline node u. For any u with sufficient remaining budget (b, s—1 > wy ), we have
Bt > Syt = wy (1 — w(%)) By choosing v, ; = go(cé‘: ), the dual feasibility in Lemmais
satisfied for ¢ and u with sufficient budget (b, ;:—1 > w, ) since by an increasing function ¢, it holds
that av, > av,, for any ¢ € [T7).

Different from the small-bid setting, we need to adjust the dual variables at the end of the dual
construction (Line 7 in Algorithm [2) to satisfy dual feasibility. We set v, = 1 for any u with
insufficient budget (b, ;—1 < w,,.) at the end of the dual construction. This ensures that the dual
feasibility is always satisfied without FLM.
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* Guarantee the primal-dual ratio. The challenges in guaranteeing the primal-dual ratio in
Lemma I come from the unspecified discounting function ¢ and the absence of the small-bid and
FLM assumptions. To solve this challenge, we derive a condition to satisfy the primal dual ratio

P > %Dt for any round ¢ where v > 1, P, = Zle Wy, ; 1s the cumulative primal reward and

D, = Zueu By, + 22:1 By is the cumulative dual. Thus, we prove that the primal dual ratio
P, > %Dt is satisfied for any ¢ € [T] if for any y € [0, 1] it holds that,

Yy
<p(y)—/ dx+Zn’ (=D (y) + ("R — ’Y+1y<Z/¥ D),  3)
r= O

i=1
where p(z) =1 — ¢(1 — z) and qﬁ is the discounting function. Given that the dual increase due
to the final dual adjustment (Line 7 in Algorithm i is bounded by 7 ¢(“) - P, we can bound the
final primal-dual ratio as P > o) (W) D. This leads to a competitive ratlo of W Given any
gl

discounting function ¢, we can solve for ~ that satisfies the condition in (3)), thereby obtaining the
competitive ratio of MetaAd.

4.4 Competitive Algorithm Examples
In this section, we assign ¢ with different functions to get concrete algorithms and competitive ratios.

4.4.1 Small Bid

We first verify that MetaAd reduces to the optimal algorithm for small-bid setting (x — 0) [24] 23]

Corollary 4.2.1. By choosing ¢(r) = <5
the optimal competitive ratio of 1 — % for small-bid setting (k — 0).

, Metadd reduces to the algorithm in [24] and achieves

Corollary .2.T|shows that the competitive ratio in Theorem[4.2]is consistent with the classical results
for small bids. Interestingly, our analysis shows how the optimal ¢ is obtained which is explained as
follows. By solving (3) with "=" and xk = 0, we get

p(a) = (v =1 +1 -7, ¢x) =7~ (y—1)e' ™", )
where v < %5 to make sure ¢(z) > 0 for z € [0, 1]. By Theorem 4.2} we get the competitive ratio

as hm,.ﬂﬁo po ’Jf’,(”) = o= e)v+e By optimally choosing v = —=5, we get the optimal competitive

ratioas 1 — %

4.4.2 Exponential Function Class

Next, we consider an exponential function class p(x) = C1e% + Cy with 0 < 6 < 1. To ensure
©(z) is an increasing function, we choose C; > 0. Also, we choose Co = —C1 to simplify the
expression of the competitive ratio. We can observe that ¢(x) has positive n—th derivative for any
n > 1. Thus, we choose n = oo in Theoremto eliminate the term "1 R. By substituting ¢(z)
into 7(k) in Theorem 4.2} we get the corollary below.

Corollary 4.2.2. Ifwe assign p(x) = Ce? — C with C > 0and 0 < 0 < 1 in Metadd in Algorithm
[1] we get the competitive ratio as

1 1

>

1+c+c<1—%+1_~;€9)(69_1)+w A=+ 20

n(k) = TP S )
1+C+C(17 B )0+ 1+C— Cee(l k) ) 1— 59

We numerically solve the optimal 7)(x) for each x € [0, 1] by adjusting the parameters § and C' and
show the results in Figure [T We observe that MetaAd achieves a non-zero competltlve ratio for
k € [0,1). The competitive ratio for x = 0 is the optimal competitive ratio of 1 — E for small-bid
setting. The competitive ratio monotonically decreases with . This coincides with the intuition
that when & gets larger, it is more likely to trigger budget insufficiency and the problem becomes
more challenging. Also, we can find that for a large enough &, the competitive ratio of MetaAd with
the exponential function is very close to the upper bound. However, there can exist other forms of
exponential discounting function that can achieve higher competitive ratio.
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Interestingly, the optimal choices of the expo- 0.8

. . . — S MetaAd (Exp)
nential function o (z) for different x reveal the b SN. — MetaAd (Quad)
insights into designing deterministic algorithms : 0.6 \\ = = Upper Bound
for OBM. When « is less than a critical point o ‘\\
kK = 0.26, the optimal choice of the exponen- E 0.4 N
. .o _ebe . ~
tial function is ¢(z) = =% and the optimal <0.2 36

. e _ . e N
choice of 6 decreases with k € [0, &]. In this S

o
0'?).0 0.2 0.4 0.6 0.8 1.0
Bid-budget ratio «

Figure 1: Competitive ratio without FLM. MetaAd
(Exp) represents the MetaAd with () = C(e%% —
1) and MetaAd (Quad) represents the MetaAd with
p(z) = Ca?).

range, as k becomes larger in [0, %], the dis-
counting qb(b“B%l) =1-¢(1- b“B;u’l) be-
comes smaller, indicating a more conservative
approach to budget usage in preparation for po-
tentially high future bids. However, as « gets
larger than &, the optimal choice of the discount-
ing function becomes ¢(z) = 1 with C = 0,
yielding a greedy algorithm. This suggests that
for large enough x, the algorithm benefits more by matching a node with a large bid immediately
than by conserving more budget for future.

4.4.3 Polynomial Function Class

In this section, we explore another function class to show that MetaAd is general enough to provide
competitive algorithms given different discounting functions. We consider a function class of n—th
polynomial function, i.e. () = Y7, Cjal. Weset 337 Cj < 1to ensure (1) < 1 and set
Cy = 0 to simplify the competitive ratio. We summarize the competitive ratio of the polynomial
function class and provide a concrete example for quadratic function in the next corollary.

Corollary 4.2.3. If we assign p(x) = 37, C;a? with Z?Zl C; < 1 and i-th derivative oV () >

0 (0 <4 < n), Metadd achieves a competitive ratio as

1

n(k) = 7 7 6
1+ maxye[o_rl] A(y) + ﬁ — Zj:l Cj(l — [{),7—1 ( )
where Ay) = =3y + (L4 #)Co = S + S50+ w)Coin — 55 +
S K iﬂ-%)yj . Specifically, given a quadratic example o(z) = Cx?, by optimally choosing
C =1, we have
11 5 5 3 1 .4
nw) =t grt g H ) ™

We numerically show the results of 7() in Figure We observe that MetaAd with a simple quadratic
function ¢(x) = 22 can also achieve non-zero competitive ratio for x € [0,1). However, this
competitive ratio is lower than the best competitive ratio achieved by the exponential function

o(z) = C(ef* - 1).

The examples of exponential functions and quadratic functions demonstrate the strength of MetaAd
in providing competitive algorithms for OBM with general bids. While MetaAd provides the first
framework to get non-zero competitive ratio for OBM with « € [0, 1) (in the absence of the FLM
assumption), it is interesting to explore other functions ¢ under the MetaAd framework with better
competitive ratios.

4.5 Extension to OBM with FLM

While MetaAd is designed for the more challenging OBM without FLM, this section demonstrates
that MetaAd can be extended to provide competitive algorithms for OBM with FLM.

Due to the space limitation, we defer the algorithm of MetaAd with FLM (Algorithm [3) and its
analysis to Appendix [B| Instead of scoring based on the true bid w, ;, Algorithm (3| determines
the scores based on a modified bid min{wy, ¢, b, ;—1}. Based on the modified dual construction in
Algorithm[d] we can get the competitive ratio for OBM with FLM in the next theorem.
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Theorem 4.3. If the function ¢ : [0,1] — [0, 1] in Algorithm|[|satisfies that given an integer n > 2,
Vi<n—1, 09 (x)>0and R = max,eo, 1) o™ (2) where o(x) = 1 — ¢(1 — x), the competitive
ratio of Algorithm[l]is
_ 1

1+ k"R + maxye(o,1) A(y) + ¢(k)’

where A(y) = % — % f:o o(z)dr + 52?:1 p (Qp(ifl)(y) _ sO(ifl)(())).

n(k)

The competitive ratio with FLM in Theorem

differs from that in Theorem only in 0.8,

the final terms of the denominators, which are E ' — :‘:::::7(5’“’)
¢(x) and % respectively. Thus, the compet- -10.6 — = Greedy
itive ratio with FLM is always larger than that ": 0.4 N~
without FLM given the same values of « and ¢. =

This improvement arises because FLM allows ~0.2

for accepting partial bids when budgets are in- s

sufficient, thereby reducing the potential budget 0

"0.0 0.2 0.4 0.6 0.8 1.0

waste.
Bid-budget ratio «

Similar as MetaAd without FLM, we assignan . .

exponential function class ¢ () = C(e?*—1) to Figure 2: Competitive ratio with FLM. MetaAd
get a concrete algorithm with competitive ratio (EXp) represents MetaAd with ¢(z) = C (" —1)
in Corollary We numerically solve the and BIN2007 represents the algorithm in [4].
optimal 7(k) for each x € [0, 1] by adjusting 0

and C' and compare the results with an existing competitive algorithm BJN2007 [4] for FLM in
Figure As k — 0, both MetaAd and BJN2007 achieve the optimal competitive ratio 1 — 1 /e in the
small-bid setting. However, as x approaches 1, the competitive ratio of BJN2007 decreases to zero
while MetaAd, reducing to a greedy algorithm, maintains a competitive ratio of % the best known
competitive ratio of the deterministic algorithms for the OBM with FLM.

5 Competitive Learning-Augmented Design

In this section, we demonstrate the application of our competitive analysis for designing learning-
augmented algorithms which guarantee a competitive ratio of ML-based solutions for OBM.

Our competitive analysis directly motivates a learning-augmented algorithm for OBM called LOBM.
The algorithm of LOBM and analysis are deferred to Appendix [C| In LOBM, we apply a ML model
which at each round takes the features of the arriving query and the offline nodes as inputs and gives
the output Z,, ;. Directly using 1 — Z, ; as a discounting value to set the score as w,, ;(1 — Z, ;) can
result in arbitrarily bad worst-case performance for adversarial examples. To provide a competitive
guarantee for OBM, LOBM projects the ML output Z,, ; into a competitive solution space D,, ; in (Z8)
and obtains a projected value z, ;. The score is then set as w,, ¢(1 — z,.+) based on the projected
ML output 2, ;. The key design of the competitive solution space is motivated by the conditions in
Lemma I} which ensures that any z value in D,, ; leads to the satisfactions of the dual feasibility
and primal-dual ratio. The competitive solution space is based on the dual construction given the
discounting function ¢ (z) = e:;__ll where § > 0 in Algorithm Importantly, we introduce a
slackness parameter A € [0, 1] in the design of D,, ; in (28). The parameter A controls the size of the
competitive space D,, ; and further regulates the competitive ratio of LOBM. Given a smaller A, we
can get a larger competitive space D,, ;, and so LOBM has more flexibility to exploit the benefits of
ML predictions. However, a smaller A also leads to a smaller competitive ratio shown in the theorem
below.

Theorem 5.1. Given the maximum bid-budget ratio k € [0, 1], 0 > 0, and the slackness parameter
A € [0, 1], with any ML predictions, LOBM in Algorithm@achieves a competitive ratio of

M1-2
i) = L N ®
1+A<Hﬂ?+0-@®ékﬁ—i—q )

K
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| Algorithms w/o ML Predictions | ML-based Algorithms

| Greedy | PrimalDual | MetaAd | ML [ LOBM-0.8 | LOBM-0.5 | LOBM-0.3
0.7941 0.8429 0.8524 | 0.7903 0.8538 0.8324 0.8113
0.9329 0.9340 0.9344 ‘ 0.9355 0.9372 0.9371 ‘ 0.9343

Table 1: Worst-case and and average normalized reward on the MovieLens dataset. The best
results among algorithms w/o ML predictions and the best results among ML-based algorithms are
highlighted in bold font.

Worst-case
Average

Theorem [5.1| shows that LOBM with a slackness parameter A € [0, 1] can guarantee a competitiveness
ratio of 7)(x) regardless of the ML prediction quality. The parameter A € [0, 1] determines the
worst-case competitive ratio and the degree of flexibility to exploit the benefit of ML predictions.
When A = 0, there is no competitive ratio guarantee and LOBM reduces to a pure ML-based algorithm.
This can also be seen from the inequalities in the competitive solution space (28)), which are all
satisfied automatically when A = 0. On the other hand, when A = 1, LOBM achieves the highest
competitive ratio. When X increases from 0 to 1, the competitive solution space in (28)) varies from
whole solution space (with A = 0) to the smallest competitive solution space (with A = 1). Therefore,
the choice of the slackness parameter A provides a trade-off between the competitive guarantee and
the average performance by adjusting the level of exploiting the ML predictions.

6 Empirical Results

We evaluate the empirical performance of MetaAd and LOBM on two applications. The first application
is Online Movie Matching where the platform needs to match each query to a movie advertiser with
limited budget. The empirical results are obtained based on the MovieLens Dataset [12]]. The main
empirical results are shown in Table[I] We compare MetaAd with the algorithms without using ML
(Greedy and PrimalDual introduced in Section[D.1.T)) and show that MetaAd achieves the best worst-
case and average performance among them. Additionally, we validate that LOBM with a guarantee of
competitive ratio in Theorem [5.T] achieves the best worst-case reward with a good average reward.
Other empirical ablation studies can be found in Section

The second application is Online VM Placement introduced in Section[3] We generate the bipartite
graphs with connections between physical servers and VMs by the Barabasi—Albert method [3]] and
assign utility values according to the prices of Amazon EC2 compute-optimized instances [2]]. We
defer the empirical results and ablation studies to Appendix[D.2.3]

7 Conclusion

In this paper, we consider a challenging setting for OBM without the FLM and small-bid assumption.
First, we highlight the challenges by proving an upper bound on the competitive ratio for any
deterministic algorithms in OBM. Then, we design the first meta algorithm MetaAd that achieves
a provable competitive ratios parameterized by the maximum bid-budget ratio x € [0, 1]. We also
extend LOBM under the additional FLM assumption. Additionally, based on the competitive analysis,
we propose LOBM to take advantage of ML predictions to improve the performance with a competitive
ratio guarantee, followed by its empirical validations.

Limitations and Future Directions. While we provide the first provable meta algorithms for OBM
with general bids, determining the best choice of the discounting function ¢ remains an open question
and an interesting problem for future exploration.

Broader impacts. By introducing a provable algorithm for OBM under more general settings, our
work has the potential to advance the applications and motivate new algorithms. For applications like
advertising, if large budget disparities among offline nodes exist, those with larger initial budgets
could have a higher chance of being matched due to their smaller bid-to-budget ratios. This fairness
issue, also observed in prior algorithms [23} 14} 24], warrants further investigation.
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A Proof of theorems in Section 4]

A1 Proof of Proposition 4.1]

Proof. Proposition can be proved as follows. Denote CR(m; ) as the competitive ratio of a
deterministic algorithm 7 on the graph instance GG. The competitive ratio for any deterministic
algorithm is max, mingeg CR(m, G) which is no larger than max, mingegr CR(w, G) where
G’ C G. Thus, we can prove the upper bound of the competitive ratio by constructing an example
subset G’ and deriving the resulting competitive ratio for any deterministic algorithm. Specifically, an
example subset G’ is constructed as below.

Example 1. Consider a setting with only one offline node and a total budget of 1. The agent needs to
decide whether or not to match an online node with a bid value w,,; < k,x € (0, 1] to the offline
node for V. > 2 rounds. The bid values for the first V. — 1 rounds are equivalent to w and sum up to
1 — Kk + € where € is infinitely small, so we have w € (0, (1 — k + €)/ [ =211, The bid value w,,y
in the last round is either zero or k and is not known to the agent. Thus, the constructed example
subset is composed of two smaller subsets, i.e. G' = Gi + Gb. In the example of the subset G{, we
have w, v = K, and in the examples of the subset G5, we have w,, .y = 0.

The offline optimal solutions are different for G; and G/ in Example For G{ with the last bid value
as wy,y = K, the optimal solution is to skip one of the first (V' — 1) rounds. In this way, the last
online node with bid  can be matched and the total reward is 1 + € — w. For G4 with the last bid
value as w,,,y = 0, the optimal solution is to match all the online nodes for the first V' — 1 rounds
and obtain a total reward of 1 — Kk + €.

For the examples in G’ in Example|1} the optimal online algorithm can be chosen from the following
two. First, the algorithm can choose to match the online node to the offline node in all the first
(V — 1) rounds. This algorithm is optimal for G5, but for G{ with w,, v = k, the total reward is
1 — K + e which is less than the offline optimal reward 1 + € — w. Therefore the competitive ratio

. . . . . . +
of this algorithm in the worst case is lim._,q mlnwe(o7(1_ﬁ+€)/|'l—:+e"] 1+e ~ — 1—rxwhenwis

infinitely small. Second, the algorithm can choose to skip one round in the first V' — 1 rounds such that
the last online node can be matched if it has a bid value of « in G{. However, for G} with Wy v =0
and the total reward is 1 — k + € — w which is less than the optimal reward as 1 — k + €. Thus the

competitive ratio of this algorithm is lim._,¢ mmwe(0 (1—rte)/([1=222T)) 1 1H,{iew =1- == ”1

K

for k € (0, 1) When x = 1, the competitive ratio of this algorithm is min,¢ o, 1;"‘% =
minge g,y <2 = 0. Therefore, the competitive ratio for any deterministic algorithm for G’ is

maxp mmGeg/ CR(m,G) = max{l — x,1 — P;ﬂ} =1—xkfork € (0,1), and O for x = 1.

Combining both cases of k € (0,1) and k = 1, we get the upper bound of the competitive ratio for
any deterministic algorithm for G’ as 1 — k, which is also an upper bound of the competitive ratio of
any deterministic algorithm for OBM. O

A.2 Proof of Theorem

To prove Theorem[A.2] we first prove LemmalT}

Proof of Lemmal [l

Proof. The first condition guarantees that the dual variables are feasible. The second condition is to
guarantee the competitive performance. Let D* and P* be the optimal dual and primal objectives. If
the second condition is satisfied, then we have

P >nD znD* 2 nP*, ©)
where the second inequality holds since D* is the minimum dual objective, and the third inequality
comes from weak duality. This completes the proof. O
Proof of Theorem [A.2]
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Proof. To satisfy the primal-dual ratio P, > %Dt, we can get an inequality of a, ; as below.

ZB aut+ZBt <’Y sz“z

uel
SY Bt Y Y wal— () <0 Y
ueld ueU i=1,x;=u ueld (10)
Cu,i—
<Vu € U, Byou, + ‘_12__ wyi(1— so(B—u1>) <7 cuy
Wa,i Cu,i—1 Cu,t
SYu €U,y < : -1)—==,
uelhou s gu A AR by
where ¢, ; = 22:1 oy Wayi- SINCE vy ¢ = o( Cé‘jt ), we get the condition of ¢ as below.
c ¢ w c c
u,t w,t w,1—1 u,t
Wty <« P ) (e Ly -1 A
sO(Bu ) < 2 B, o( B, )+ (v )Bu (11)
Further, since ¢ is an increasing function, we have the following bound for the discrete sum.
t
Z wu,i Cuz 1)
B, "B,
i=1l,x;,=u
! w C i w C C
u 1 u,t u, U, N u,i—1
~ 12 ) )17121;7“ 5 () —e(=5—) (12)
ST S BT T
x)dx — — —p(——
B z=0 7 i=1,x,=u Bu 7 Bu v Bu

where the inequality holds by the integral inequality [ o(x)dz < Zfil xlap(zzz x;) with
y = Zi\; x; for a positive increasing function ¢. If ¢ (z) < 0 for x € [0, 1], we have

i=1l,x;=u

Cu,t t

Bu Wy, i Cui—1
> p(x)dz — ()% (= 5—)
L 2 (5,1,

i=l,x;=u (13)

Cu,t Cu,t

where the first inequality holds since " (z) < 0 for z € [0, 1] the second inequality holds by the bid
bound « and another integral inequality [”_ ¢(z)dz > Zl 1 amp(Z ! 1) withy = vazl Z;.
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If 0 < ¢’ (x) < R for z € [0, 1], following Eqn. (I2)), we have

t
Wy, i Cu,i—1
D HetE)

i=1,x;,=u
ug,f, t w c t w c C.
u 4, u 1 a it
2/ o(z)de — K 5 (e —n Y FHE(F) ¢ T,
=0 i=l,z;=u i=l,z;=u B, u (14)
Cu,t Cu,t t
By By, 3
> [T pwde -k [T g@s-x 3 (R
=0 z=0 i=l,z;=u Bu

|7 eladn = (e = we0) = 2R

where the second inequality holds by the integral inequality and ¢” () < R.

Therefore, we can extend to the case where ¢ has n—the derivative. If o) (2) > 0,Vi < n,Vz €
[0, 1], then we have

t

Z ,i Cuz 1)
i= =u

U

B C
> d _ i, (i— 1) Cu,t t i (i— 1) — k"R u,t
_/m T E K@ —|— E K@ K B,

where R is the Lipschitz constant of go(”) (z)if go(”) (z) is not monotonically decreasing and R = 0
otherwise.

15)

Substituting (T3) into (TT)), the condition becomes

Cu,t

Cu,t Cu,t Bu i, (i— 1) u t i, (i— 1) n+1 p Cu,t
—) < —1)— + — —|— — R—=.

Ay, = =15, /m:o =) Z’W Z’W "B,
(16)

Thus, a ¢ function satisfies the primal dual ratio P, > %Dt if it satisfies for any y € [0, 1],

o(y) - /_0 p(@)de + Y w0 () + ("R =y + 1)y < p> k'eD(0).  (17)

=1 i=1

Finally, we bound ), cuo Bul\y where Ay, = a, — v is the dual increase at the end of the dual
construction 2] A,, > 0 can hold for u € U° because cv, = 1 for u € U° Thus, after the V' loops, we
have for v € U°

BuMy = By (1 — auv) = By <1 - ga(cgv )>

(18)

u¢( ) < Bug(k)

where the inequality holds since b, v < K,Bu for any v € U°. Thus, we have
2 ueue Bu ¢(x)
> Buhu < Y Bug(rk) < (k) P- < = P, (19)
ueU°® u€U® Yueye(L=R)Bu 1 —#

where the second inequality holds because P > 3 ;. (1 — k) B, given that ¢, v > (1 — &) B, for
u € U°.

Putting them together, we have P > %(D — (f(f'iz - P) which leads to the primal dual ratio as
P> ﬁD. To satisfy (T7) for any , we can choose v > 1+ k"1 R + “"g} y) 1 Y ele)de+

1 Zl L6 (90D (y) — 9=1(0)) for any y € [0,1]. Combining with Lemma we get the
competltlve ratio in Theorem [.2] O
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Algorithm 3 Meta Algorithm (MetaAd with FLM)
Require: The function ¢ : [0,1] — [0,1]
Initialization: Vu € U, the remaining budget b,, o = B,,.
for t=1to V, anew vertex ¢t € V arrives do
For u € U, set s, = wu7t¢(%%l) if byt—1 — Wy > 0, and set s, ; = bu,t_lgb(b“g;l),
otherwise. l
ifVu € U,s,+ =0 then
Skip the online arrival ¢ (x; = null).

else
Select x; = argmaxyeys Su,t-
end if
Update budget: If z; # null, by, + = by, t—1 — Wq, 3 and VU 7# T4, byt = by p—1.
end for

B MetaAd for OBM with FLM

In this section, we extend MetaAd to the setting with FLM by allowing offline nodes with insufficient
budgets to accept fractional bid values equal to their remaining budgets in their last matching. In
other words, by matching an online arrival ¢ to an offline node v € U, the agent receives an actual
reward of min{w, ¢, b, t—1}, where w, ; is the bid value and b,, ;1 is the available budget at the
beginning of round ¢.

B.1 Algorithm Design

Even under the FLM assumption, OBM with general bids is challenging because when an online node
t arrives, if the remaining budget b, ;1 of an offline node v is smaller than the bid w,, ;, matching
the arrival to this offline node can cause a reward loss of w,, + — b, +—1, wWhich increases with the bid
value w,, ;. With FLM, the greedy algorithm (Greedy) can achieve a competitive ratio of 0.5 [23]].
The competitive ratio achieved by a deterministic algorithm in [4] is (1 — xk — ﬁ)

For OBM with FLM, we use a different meta algorithm as in Algorithm [3] When the remaining
budget b, ;1 for an offline node u is enough to accept arrival ¢ (i.e. by t—1 > w, ), the scoring

strategy is the same as Algorithmwhich sets the score as s, ; = wu7t¢(%il). Nonetheless, the
scoring strategy is different from Algorithm [T] when the remaining budget bu’:,l of an offline node
u is insufficient for an online arrival ¢ (i.e. by, —1 < wy¢). Without FLM, Algorithm directly
sets the score s,, ¢ as zero to avoid the selection of offline node u. However, FLM allows matching
an offline node u to the online arrival ¢ and consuming all the remaining budget b,, ;1 to obtain a
reward of b, ;1. Thus, Algorithmcan be greedier and sets the score as s, ; = bu,t_lgb(l“‘éil) to
balance the actual reward increment and the budget consumption. Given an increasing functionuqb, the

score increases with the remaining budget, and it is still possible to select an offline node with an
insufficient but large enough remaining budget.

B.2 Competitive Analysis

In this section, we provide the competitive ratio of Algorithm [3]for OBM with FLM and discuss
the insights and analysis techniques. The competitive ratio is given in Theorem [B.T| with its proof
deferred to Appendix [B.3]

To prove the competitive ratio of MetaAd for FLM, we still need to construct dual variables o, u €
U Bi,t € [V], which assists with online matching with a provable competitive ratio. The dual
construction procedure is given in Algorithm[d] At each round ¢, same as the dual construction
without FLM in Algorithm B¢ is set as the score of the selected offline node and «,, ¢ is set as

o( CI;“ ). Different from Algorithm ay, is set at the end of the algorithm as below to satisfy dual
feasibility with the FLM assumption.
o bu,t—l bu,t—l )
Oy =max§ ay v, 1 — ———¢( ),teT , (20)
wu,t Bu
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Algorithm 4 Dual Construction (with FLM)
Require: The function ¢ : [0,1] — [0,1], () =1 — ¢(1 — ), p > 1.
Initialization: Vu € U, a0 = 0, by 0 = By, U° =0, T° =0, and Vt € [V], B, = 0.
for t=1to V, anew vertex ¢t € V arrives do
If there exist u such that by, ;1 —wy,¢ < 0, append {u | by —1 —wy,¢ < 0} into U° and append
tto7T°.
Score s, ¢+, select x; for the arrival ¢, and update budget b,, ; by Algorithm
Set the dual variable 5, = s, ¢, and set the dual variable o, ; = ¢( c];’t ).
end for
For u ¢ U°, set o, = v and for u € U°, set v, as Eqn. Z0).

where t € T ° is the round when budget insufficiency happens. This is to guarantee the dual feasibility
Bt > byi—1(1 — oy p—1) > wy (1l — ay,) when the offline node has an insufficient budget for an
arrival. Note that the dual increment A,, = o, — o, 1 at the end of the Algorithmcan be less than
the dual increment at the end of Algorithm [2] thus resulting in a better competitive ratio for OBM
with FLM than without FLM.

With the constructed dual variables, the competitive ratio of MetaAd for OBM with FLM is given in
the next theorem.

Theorem B.1. If the function ¢ : [0,1] — [0, 1] in Algorithm[l|satisfies that given an integer n > 2,
Vi<n—1, 09 (x)>0and R = max,eo, 1) o™ (2) where o(x) = 1 — ¢(1 — x), the competitive
ratio of Algorithm/[l]is
_ 1

1+ KR + maxyeo.) A(y) + o(k)’

n(k)

where A(y) = # — LY e(@)de + LY K (0D () — o 1(0)).

Given different ¢, we can get concrete competitive algorithms for OBM with FLM. In this paper, we
show the example of the competitive algorithm where ¢ is from the exponential function class.

Corollary B.1.1. Ifwe assign ¢(z) = Ce?® —C with C > 0and 0 < 0 < 1 in Metadd in Algorithm
B3] we get the competitive ratio as

1 _ 1 K
FerC-T+ =) (@—DFiro—ceti— 1 5T 15 = 0
n(k) = 1

1 K 2y
-7+ 155 <0

14+CH+C(1— 5+ 1L545)0+1+C—Cel(1=r) >

B.3 Proof of Theorem [B.1] (Theorem 4.3)

Proof. Denote an equivalent bid as w,, s = min{w, ¢, b, ¢+—1}. To guarantee the primal-dual ratio
P, > %Dt, we get the condition as below.

t

t
Z Buau,t + Z B < v Z Wy,
1=1

ueU i=1

t
@ZBuO&u,t“rZ Z @u’i(l—@(%))gy.zcu’t

uelU ueU i=1,x;=u ueld

. (22)
<=Vu e U, Byay,t + Z Wy, (1 — gp(C“BLl)) <y cun

. U
i=1l,z;=u
wu,i

Cyi—1 Cu,t
) -1 >
B, o( )+ (=1

B,

t
SVu e U, ayt < Z

1=1l,x;=u

t
where ¢, t = >

i=1,x;=u Wy i
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Cu,t

Since av,,; = ¢( %), we get the condition of ¢ as below.

t _
Cu,t Wy,i Cyui—1 Cu,t
) < Pl LpY (e Lt —1)=Lt
P(Fh) < Fre( )+ (- )5 (23)

. u
1=1,x;,=u

Same as the setting with FLM, we can bound the discrete sum as below. If fori < n— 1, () (z) > 0,
x € [0, 1], then we have

i _

Wy, Cu,i—1
> poetE)
i=1,1;=1

Cu,t

(24)

n—1 n—1
Bu i (i—1)Cu, i (i— n pCu,
> [T pade = 3R + 3T R (0) - RS,
=0 i—1 u =1 u

where R is the Lipschitz constant of ¢(™)(z) if ¢(™)(z) is not monotonically decreasing and R = 0
otherwise. Thus, a ¢ function satisfies the primal dual ratio P; > %Dt if it holds for any y € [0, 1]

that
y n—1 ] ) n—1 ) )
o(y) — / p(z)dr+ > kU () + (K R—v+p)y < > w'D(0). (25
=0 i—1 i=1

Finally, we bound ZuGMO B, A, where A,, = o, — ay,v. Ay, > 0 can hold for u € U° because
ay = max{ozuy, {1 - %qﬁ(b“}g%),t € TO}} by Eqn. (20). Thus, for a request t € T°,

we have b, 11 — Wy < 0and b, ;1 < KB,. Since ¢ is an increasing function, it holds that
Qv > ayq fort € [V]. Thus, after the V' loops, we have for u € U°

BuAu S Bu <]- - Md)(w) - au,V)

Wyt Bu
bu t—1 bu t—1
< B, (1-2ui=lpi=ly g,
= < Wt ¢( B, ) Oty t 1>
bu t—1 bu t—1 (26)
=B, [1- 2= 1 — o =2
< Wyt ) < #( B, )>

< (Bu - bu,t—l) (1 - <p(buét;l)>
<cuv (=91 —k),

where the third inequality holds since w,,; < B,, and the last inequality holds since B,, — b, 1—1 =
Cut—1 < ¢y,v. Thus, we have ) BuA, < P-(1—¢(1—k)).

Putting them together, we have P > %(D — ¢(k) - P) which leads to the primal dual

ratio as P > —L<D. Since we have v > 1 + x"T'R + % - % ;;:0 o(z)dr +

ueU°

Y+¢(x)
L5 K (00D (y) — 9D(0)) for any y € [0,1] to satisfy (Z3). Combining with Lemma
[ﬁ we get the competitive ratio in Theorem 4.3] O

C Learning Augmented OBM

In this section, we exploit the competitive solution space in MetaAd and propose to augment MetaAd
with ML predictions (called LOBM) to improve the average performance while still offering a guaran-
teed competitive ratio in the worst case.

C.1 Algorithm Design

A main technical challenge for OBM is to estimate the discounting value that discounts the bid values
by a factor for the matching decision at round ¢. Thus, an ML model can be potentially leveraged to
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replace the manual design of score assignment. More specifically, we can utilize an ML model to
predict a discounting factor z,, ; and set the score as s, ; = ’lUuJ/(l — zw) for matching when the
offline node « has a sufficient budget for the online arrival ¢. That is, we incorporate ML predictions
into MetaAd (i.e., LOBM) to explore alternative score assignment strategies that can outperform manual
designs on average while still offering guaranteed competitiveness.

In learning-augmented online algorithms [31}21]], there exists an intrinsic trade-off between following
ML predictions for average performance improvement and achieving better robustness in the worst
case. Such trade-off between average and worst-case performances also exist in learning-augmented
OBM ( LOBM). To better control the trade-off, we introduce a slackness parameter A € [0, 1] to relax
the competitiveness requirement while allowing LOBM to improve the average performance through
ML-based scoring within the competitive solution space.

If we blindly use the ML prediction as the discounting factor for matching, competitive ratio cannot
be satisfied due to the lack of worst-case competitiveness for ML predictions. Thus, to ensure that
LOBM still offers guaranteed competitiveness, we consider a competitive solution space based on the
conditions for dual variables specified in Lemma I}

Based on the competitive analysis with the exponential function class, we design a learning-augmented
algorithm (i.e., LOBM) in AlgorithmE], which leverages ML prediction z,; to improve the average
performance while guaranteeing the worst-case competitive ratio. The key idea is to construct dual
variables as we solve the primal problem online and utilize the dual variables to calibrate the ML
prediction Z, ;. In this way, the matching decisions by LOBM are guaranteed to be competitive in the
worst case while utilizing the potential benefits of ML predictions.

We describe LOBM in Algorithm [5]as follows. At the beginning, we initialize the dual variables as zero.
Whenever an online node arrives, the agent receives a ML prediction Z,, ; indicating the discounting
factors for all the offline nodes u € U. Instead of directly using the ML prediction to set the scores
and selecting the offline node, LOBM projects the ML prediction Z,, ; into the competitive space D,, ¢
by solving the following for all u € U,

Zug = arg min |z — Z, 4/, 27
2EDy ¢

which is a key step to ensure the competitive ratio. In order to better utilize the potential benefit of
ML predictions, we use the projection operation in to select the discounting factor z,, ; out of
competitive space D, ;, such that the selected z, ; is the closest to the ML prediction Z, ;. Then,
the projected value z,, ; is used to set the scores s,, ; for offline nodes with sufficient budgets for the
online arrival ¢, and the scores for offline nodes with insufficient budgets are set as zero and these
offline nodes are appended to ¢/°. The scores based on calibrated ML predictions are then used to
select the offline node for matching.

As the key design to guarantee the competitive ratio, the competitive space D, ; is based on the
conditions for dual variables in Lemma[I]and the dual construction by the exponential function class
(Corollary f.2.2)). The dual variables are constructed as follows. For the selected note x; and its

. w z
score s, ¢, we update the dual variable oy, ; as ag, ¢—1 + % + 0s, 4, Where pg = 1 — e%
ty ty ty 4 ’

with 0 > 0, 2, + is the discounting factor when setting the score of x; (Line 4 of Algorithm , and

0(1—by, +—1/Bas
b, = SROULpact Be)) (e

and the remaining budget b,, ;1. For unselected offline nodes, we keep their dual variables a, ¢
the same as v, ;1 for u # x,. The dual variable f3; is set based on the score of the selected offline
node, i.e. B; = /\%es%t = ,\%ewzmt(l — Zg,.¢)- By constructing dual variables in this way, when an

Owg x . . . .
Yoty ] — %} is a variable relying on the bid value wy, ¢

action z; is selected, the primal objective P, = Z:Zl Wy r increases by w;, ; and the dual objective
D, = 23:1 B,y r + B increases by By, (0, ¢ — Qgy 4 4-1) + B = % + By, 0z,,t- When
an online arrival ¢ is skipped without any matching, both primal and dual objectives remain the same
with no updates. Thus, we can always ensure that the primal objective and the dual objective satisfy
D, = /\:—)ePt + 22;:1 B,, ;0. - foreach t € [T, leading to a bounded ratio of the primal objective
to the dual objective at the end of each round. The parameter A\ can be used to adjust the bound of
primal-dual ratio, leading to different competitive ratios.

Next, we need to ensure that conditions in LemmaE] are always satisfied no matter which offline
node u € U is selected at each round ¢. Thus, we construct the competitive space D, ; as below and

9903 https://doi.org/10.52202/079017-0317



Algorithm 5 Learning-Augmented OBM (LOBM, w/o FLM)
1: Initialization: Yu € U, b, 0 = B,,Vu € U, 0,0 =0, 5o, -+ , By = 0.
2: for t=1to V, anew request ¢ € V arrives do
3:  Getthe ML prediction Z,, ¢, Vu € U
4:  Project 2, into D, ; in (28) and get 2, ¢, Vu € U.
5: Forallu € U, if by —1 — wy, > 0, set score s, 4 = wy, (1 — 2,,); otherwise, set score
$u,t = 0 and append {uw | by, ;—1 — wy, < 0} into U°.

6: ifVYuel,s, =0 then

7: Skip the online arrival ¢ (x; = null).

8. else

9: Select x; = argmaxyey/ Su,t-

10:  end if
11:  If z; # null, update budget by, + = by, t—1 — Wy, +; and VU # 2, by p = by 1.

12:  Update dual variables 3, = /\—;Os%t. If v, # null, update o, ; = Qg1 +

1
ApoBa, Way t2a,,t T 6%,15'

13: end for

14: Foru ¢ U°, set v, = vy, v; and for u € U°, set a,, = 1.

project the ML predictions z, ; into D,, ; if they fall outside D,, ;:

1
Dmt_’{zz()‘AQMm(l_Z)Eiwmt_UM¢amtla
Po

exp(0(1 — (but—1 — wut)/Bu)) — 1}
e —1 '

(28)

Wyt

)‘peBu

Z+6u,t >

Qyt—1 +

Since the dual variable 3; is set as /\—[l)esx ..+ after selecting the offline node x; with the highest s, ;
1

and sufficient budgets, 3; is no less than /\%gsw = /\—mww(l — zuﬂ:) for any u € U. Thus, as long
as the first inequality in (28) is satisfied, we always have the dual feasibility 5; > wq, + — Wy 100 -1
in Lemmal(T]if all the offline nodes have sufficient budgets for the arrival ¢. For the offline nodes with
insufficient budgets for the online arrival ¢, we ensure the dual feasibility B; > wq, ¢ — Wy 0 t—1
by setting their corresponding dual variable o, as one after the matching process (Line 14 in

Algorithm[5).

The second inequality in (28)) sets a target for the increment of the dual variables v, ;, which forces
the dual variable «, ; to be larger when the remaining budget becomes less. In this way, the score of
an offline node u with fewer remaining budgets can be set lower to be conservative in consuming
budgets. Also, since ay, ; is larger when the remaining budget is less, the second inequality in (28)
guarantees a large enough dual variable «,,; when u has insufficient budget for an arrival ¢. This
keeps the additional dual increment after the matching process (Line 14 in Algorithm [5) bounded and
further guarantees a bounded primal-dual ratio in the second condition of Lemmal[l]

As we discussed, if the discounting factor z,, at each round satisfies the inequalities in (28], the
primal variables and the constructed dual variables will satisfy the conditions in Lemmal[I] and so a
competitive ratio for OBM is guaranteed. The size of the set D,, ; is controlled by the hyper-parameter
A: with smaller A, the size of D,, ; becomes larger because the inequalities are easier to be satisfied.
We will rigorously prove that D,, ; is always non-empty given any A € [0, 1] to enable feasible
competitive solutions that guarantee the competitive ratio bound in (Z9) in the robustness analysis of
LOBM in Section

ML model training and inference. Given any ML predictions, Algorithm [5|provides a guarantee for
the competitive ratio. Nonetheless, the average performance Eg [P (7, G)] depends on the ML model
that yields the ML prediction. Here, we briefly discuss how to achieve high average performance by
training the ML model in an environment that is aware of the design of Algorithm[5] Note first that
the projection operation is differentiable while the discrete matching decision is not differentiable.
Thus, we apply policy gradient to train the ML model. Once the ML model is trained offline, it can be
applied online to provide Z,,; as advice for scoring and matching by LOBM (Line 3 in Algorithm EI)
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C.2 Analysis

Now, we provide a robustness analysis of LOBM and formally show that LOBM always guarantees the
competitive ratio.

A learning-augmented algorithm is robust if its competitive ratio is guaranteed for any problem
instance given arbitrary ML predictions. We show that LOBM is robust in the sense that it offers
competitive guarantees regardless of the quality of ML predictions.

Theorem C.1. Given the maximum bid-budget ratio k € [0, 1] and the slackness parameter X € [0, 1],
with any ML predictions, LOBM in Algorithm |achieves a competitive ratio of

(k) = ML~ o) (29)

_ +\
(o g [ 1))

where 2]t =z ifz > 0and [z]t = 0ifz < 0.

Theorem shows that LOBM can guarantee a competitiveness ratio of 7j(x) regardless of the ML
prediction quality for any slackness parameter A € [0,1]. The parameter A € [0, 1] determines
the requirement for the worst-case competitive ratio and the flexibility to exploit the benefit of ML
predictions. When A = 0, there is no competitiveness requirement, the inequalities in the competitive
space (28) always hold, and LOBM reduces to a pure ML-based algorithm with no competitive ratio
guarantee. On the other hand, when A = 1, LOBM achieves the highest competitive ratio. When A
is flexibly chosen between the competitive solution space also varies from whole solution space
(with A = 0) to the smallest competitive solution space (with A = 1) in (28). Thus, LOBM achieves a
flexible trade-off between the competitive guarantee and average performance by varying the levels
of trust in ML predictions.

C.3 Proof of Theorem [C.1] (Theorem [5.Tjn the main text)

Proof. The sequence of dual variables is constructed by Algorithm 5] We prove three claims leading
to Theorem

* The dual feasibility is satisfied,i.e. Yu € U, t € [V], wy 1y + B > Wyt
* The primal-dual ratio is guaranteed, i.e. P > nD.

* The solution of projection (28) always exists, i.e. the feasible set of (28) is not empty for
each round.

First, we prove the feasibility of dual variables (The first condition in Lemmal[l). If §; = 0 for a
round ¢ € [T, we have either w,; = 0 or w,; > 0 and o, = v,y > 1 holds for a slot u € U by
Line $0 B¢ = 0 > wy (1 — o) holds for the dual construction. On the other hand, if 3; > 0
holds for round ¢ € [T, then the score sx .,+ must be calculated based on the projected 2, ;. Thus,

we have 3; = T;Sxt,t > /\%{)esu,t Wy, t(l - Zu,t) > wu,t(l - Olu,t) > th,t(l - au) where

6
Py = 7t
feasibility of the dual variables

>\P9

Next, we prove the primal-dual ratio (the second condition in Lemma) is satisfied. At round ¢,
if no vertex is selected for a vertex ¢, the primal objective P and dual objective D do not increase.
Otherwise, the primal objective increases by wy, . and dual objective increases by By, (v, 1 —

. 6(1—by, +—1/Ba Ow, «

awfflﬁtfl) + ﬁt = u;\ptet + Bwtél’mt where 5$t,t = 2l eeitl — (exp( Ezit) -1- uﬁa:tt)
By Lineat the end of AlgorithmE], the dual variable au v increases to o, by Ay = iy — vy v
Thus, the dual objective can be written as D = Ape Zt 1 Wyt + Zt 1 B Ouyt + 2wy Bullus

and further we have

\4 \%4
Z we, 1 > A1 9) (D — > Buhu— ZBmzt,t> : (30)
t=1

ueU°
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To bound the right-hand-side, we have

Z BuAu

ueU° u€U° (31)

e’(1—e ) Z B, < (1 —e )P 3 cue Bu

IN

< = .
- e? —1 Yowcue(L=r)By e =1 (1-k)
For each v € U, we sum up B,,d,, ; and get

1% 1%
(S 0(1 — bU“ — Bu ewu
> Bubru= Y, (0 i1/ ))(Bu exp(—=2L) — By — wy )

0 _
t=1,x¢=u t=1,x¢=u € 1 Bu
|4
_ Z eXp(9<1 — bu,tfl/Bu)) W s B, e (ku)t) _ B, 1
t=1,x=u e’ —1 " Wyt By Wa,t

1% +
exp(6(1 — by—1/Bu)) Wy e 1

t=1,xt+=u

ecuV -1 Ok +
cp,SPU0E) L e 1
- O(e? —1)

K K
< 1 [ef" 1 1 *
cuvog | == =1
=TV K K
(32
where the first inequality holds because ea% — % — 1 is an increasing function for x €
[0,1],6 € [0,1], the second inequality holds since Zyil 2w ©XP(O(1 — b”B%)) . %ﬁf =
Zt 1= uexp(QC”f) . “g:f < [,Z% exp(fz)dz = % (exp(0= ) — 1), and the last inequality
exp(6 “V) 1 exp(0 %Yy 1
holds because B,, pwil) =cyuy - eitﬁ <cyy e %

By summing up all bidders in U/, we get

1% 1 g,i 1 +
Z By, o = Z Z Byybzt <P h [m - 1} (33)
=1

ueU t=1,z,=u

Continuing with inequality (30), we have

1 el 1—e 0% 1 e 1 *
Pr>\1--)|D-—————P—~-.|————-1| -P 34
= 69)< e —1 (1—r) 6 |:I€ K ] ’ )
Thus, by moving terms, we have
M1—34)D

P> (1= 2r) ) (35)

0K Ok +

1+A<1 (- B [ -2 -1 >

This proves the second condition in Theorem ]

Finally, we prove that the solution of the projection into (28) always exists, i.e. the feasible set of
([28) is not empty for each round. To do this, we prove by induction that
A1pg exp(0(1 — by +—1/Buy))
t _ 1P €XP w,t—1 u VA € A1 36
Zut (60—1) ) 1 [7 ] (36)
is always feasible for the set (28). For the first round, the initialized dual variable o, o = 0, the
initialized remaining budget b, o = B, so we have

exp(0(F*)) — 1
ed —1 ’

a0 + A b > (37)

)\ B
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Figure 3: Illustration of the scoring strategies in MetaAd and LOBM. The example has 3 offline nodes
(u1,u2,us). The algorithms select the offline node with the largest score.

where the inequality holds because A\; > A, so the second inequality of (28) holds for ¢t = 1.

Also, it holds that
0
e A1 Wy 1
Wy 1 — f ) = w — > = > u = W 1 — Ql, R
o ’1( a1 ) T W ()\(69—1) )\69—1)) Z 37 2 Wun = Waa (1= aw)
(38)

where the first inequality holds since A; < 1 and the second inequality holds since A < 1. Thus, we
can prove the first inequality of (28] holds for initialization.

>
[t

Then if the constraints are satisfied for the round before arrival ¢, then we have o1 >

exp(0(=bui—1/Bu)) =1 414 thus we have

ef—1
Qy 1+ Pt qul, ¢+ 5u,t
' )\pGBu ’ 39
L OO0~ by Ba) | e exp(OL = (bupos ~ i)/ B) ©9)
= ed —1 P B, ef —1 ’
where the inequality holds because A\; > \. Thus the second inequality of (28) holds.
Then, since ay, ;-1 > exp(a(l_i%’t_’ll/B“))_l, we have
1
v Wy t (1 — zlt)
ef A1 exp(0(1 — —*’“5;1 ) - (1 ) “0)
=Wy, - Z Wy, — Oy t—1),
AN — 1) Me? —1) ot At

where the inequality holds since A < 1 and A; < 1. Thus we prove the first inequality of (28) holds.
In conclusion, we can always find a feasible dual variable update z;t in the projection set (28). [

D Empirical Results

To complement the theoretical analysis, we validate the empirical benefits of proposed algorithms by
conducting numerical experiments for an online movie matching application.

D.1 Online Movie Matching

We evaluate the performances of our algorithms on the online movie matching application based on
the MovieLens Dataset [[12].

D.1.1 Setup

In the application of online movie matching, each movie (i.e., an offline node) has a maximum budget
set by advertisers. Once an online query arrives, the bid values of the query for all the movies are
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| Algorithms w/o ML Predictions | ML-based Algorithms
| Greedy | PrimalDual | MetaAd | ML [ LOBM-0.8 | LOBM-0.5 | LOBM-0.3
0.7941 0.8429 0.8524 ‘ 0.7903 0.8538 0.8324 ‘ 0.8113

Worst-case

Average 0.9329 0.9340 0.9344 | 0.9355 0.9372 0.9371 0.9343

Table 2: Worst-case and and average normalized reward on the MovieLens dataset. The best

results among algorithms w/o ML predictions and the best results among ML-based algorithms are
highlighted in bold font.

revealed to the matching platform agent. The platform agent needs to match a movie to each query,
generating a reward equivalent to the bid value and consuming a budget of the bid value from the
total budget of the matched movie. The bid value is determined by the relevance of the movie and
the query. For example, if a movie is more relevant to the online query, there is a potentially higher
value. The goal of the advertising platform is to maximize the total reward while satisfying the budget
constraints of each movie. In this application, the platform agent does not allow a fractional fee for
any matching. Thus, this matching problem is a OBM without FLM.

We run the online movie matching application based on a real dataset of MovieLens [[12]. The
MovieLens dataset provides data on the relevance of movies and users. We generate bipartite graphs,
each with U = 10 offline nodes (movies) and V' = 100 online nodes (queries/users) based on the
MovieLens dataset. For each graph instance, we sample 10 movies uniformly without replacement
and 100 users uniformly with replacement. A bid value scaled based on relevance is assigned to each
edge between the offline node and the online node. The total budget for each offline node is sampled
from a normal distribution with a mean of 1 and a standard deviation of 0.1, and the maximum bid
value is 0.1 (i.e., k = 0.1). We generate 10k, 1k, and 1k samples of graph instances based on the
MovieLens dataset for training, validation and testing, respectively. To test the ML performance with
out-of-distribution/adversarial examples, we also create examples by modifying 10% examples in the
testing dataset and randomly removing edges and/or rescaling the weights.

We compare our algorithms with the most common baselines for OBM as listed below.

* OPT: The offline optimal solution is obtained using Gurobi [11] for each graph instance.

* Greedy: The greedy algorithm [23] matches an online node to the available offline node
that is connected to the node and has the highest bid value. Greedy has a strong empirical
performance and is a special case of MetaAd with § — oc.

e PrimalDual: PrimalDual [23]] calculates the scores of each bidder for each online node
based on both the bid values and the remaining budgets, and then selects for an online node
the available bidder with the highest score. It is a special case of MetaAd with § — 1.

* ML: A policy-gradient algorithm that solves the OBM problem [1]]. The inputs to the policy
model are the available history information including the current bid value, the remaining
budget of each offline node and the average matched bid value.

601

We evaluate the performances of MetaAd with the discounting function ¢ (z) = %5 __11 and LOBM in
Algorithm[5] The illustration of MetaAd for round ¢ is shown in Figure[3(a)} LOBM-\ is LOBM with the
slackness parameter A in the competitive solution space (28)). The illustration of LOBM for round ¢ is
given in Figure The The optimal parameter 6 governing the level of conservativeness in MetaAd
is tuned based on the validation dataset. We also evaluate the performance of MetaAd under different
choices of 6, and evaluate LOBM with ML predictions under different choices of the hyper-parameter
A € [0,1] and use LOBM-\ to represent LOBM with the hyper-parameter A in D,, ; in (28)). For a fair
comparison, we use the same neural architecture as ML in LOBM. The neural network has two layers,
each with 200 hidden neurons. The neural networks are trained by Adam optimizer with a learning
rate of 10~2 for 50 epochs. The training process on a laptop takes around 1 hour, while the inference
process over each instance takes less than one second.

D.1.2 Results

The empirical worst-case and average reward (normalized by the optimal reward) based on the
MovieLens dataset are shown in Table 2] In this table, the parameter 6 of MetaAd is 0.7 by default
which is obtained by tuning on a validation dataset. We find that MetaAd can achieve a higher
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worst-case reward ratio than alternative competitive algorithms without predictions (i.e., Greedy
and PrimalDual). Through training, ML can achieve a higher average reward than competitive
algorithms without predictions. However, due to the existence of out-of-distribution testing examples,
ML has a lower worst-case reward ratio than competitive algorithms that have theoretical worst-case
performance guarantees. LOBM can significantly improve the worst-case performance of ML. This
is because the projection of ML predictions onto the competitive solution space in 28] corrects
low-quality ML predictions. Interestingly, LOBM with A = 0.8 achieves the best empirical worst-
case and average performance, demonstrating the superiority of LOBM despite that its competitive
ratio is lower than that of MetaAd. The high average performance of LOBM shows that LOBM can
effectively utilize the benefits of good ML predictions to improve the average performance while
offering guaranteed competitiveness. Importantly, when A € [0, 1] decreases, the requirements for
the worst-case performance are more relaxed, and hence LOBM achieves a higher average reward but a
lower worst-case reward.

The effects of 0 in MetaAd. To validate the effects of the hyper-parameter 6 on the performance of

MetaAd with p(z) = 6:;__11 , we give more details of the performances of MetaAd under different
choices of ¢ in Fig.[A(a)] We give both the empirical worst-case and average reward of MetaAd with
different choices of 6. The results show that the average reward of MetaAd is not significantly affected
by the choice of @, but 6 has a large effect on the empirical worst-case reward. This is because 6
controls the conservativeness of MetaAd and hence is crucial for the worst-case competitive ratio
when « # 0 as discussed in Section[4.2] More specifically, a larger worst-case reward can be obtained
with a smaller 6 for the MovieLens dataset. The reason is that a higher level of conservativeness is

needed when the maximum bid-budget ratio  is not zero.

The effects of § and )\ in LOBM. The empirical worst-case and average rewards of LOBM
with different choices of § and X\ are provided in Fig. and Fig. respectively.
Different choices of 6 yield different competitive solution spaces, while the choices of A
specify the relaxed robustness requirements of the worst-case competitive ratio for LOBM.
Thus, we can get a different competitive ratio for LOBM by setting different # and X\ as
shown in Theorem [C.I] These theoretical findings are validated by our numerical results.
As we can see from Fig. and Fig[4(c)l when \ =
0, the inequalities in the robust region always hold,
and hence LOBM reduces to pure ML and gives the same
competitive ratio and average reward as ML. When A\ = 1,
LOBM guarantees the same competitive ratio as MetaAd,
but does not necessarily always follow the solutions of

MetaAd for each problem instance, since there exist other 0.80| o oama o0 Metand (Expd
solutions that also satisfy the robustness requirement for 5 96 97 93 50 100
certain problem instances. Therefore, when A = 1, the Percentile
competitive ratio and average reward of LOBM are close

to but can be higher than those of MetaAd when the ML

model used by LOBM is well trained. When A lies between ~Figure 5: Reward (normalized by the of-
0 and 1, we can find that for some choices of 6, LOBM fline optimal reward) at high percentiles
can achieve an even better average reward than ML. This (95% - 100%). 6 is chosen as 1.
improvement comes from the fact that the competitive

solution space in (28) can correct some low-quality ML predictions on certain problem instances.
Also, for certain choices of #, LOBM can empirically achieve a better worst-case reward than MetaAd,
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because LOBM can perform well due to ML predictions on some problem instances where MetaAd
does not perform well. This observation validates that LOBM can effectively utilize the ML predictions
to improve the average performance while guaranteeing a worst-case competitive ratio.

Tail reward performance. Last but not least, to evaluate the performance on adversarial/out-of-
distribution instances, we show in Fig. E]the reward (normalized by the offline optimal reward) at
high percentiles from 95% to 100%. We observe that the reward of ML quickly decreases when the
percentile becomes higher and becomes the lowest at the high percentiles (larger than 98%), showing
that ML is vulnerable to adversarial instances. Due to the worst-case competitiveness guarantees,
MetaAd achieves a relatively higher reward even at high percentiles. Moreover, since LOBM guarantees
the worst-case performance by the competitive solution space, the rewards of LOBM with different
A are all higher than ML at high percentiles. The high percentile reward of LOBM increases with
)\ because a larger choice of A guarantees a higher competitive ratio according to Theorem
Interestingly, we can find that the rewards of LOBM at high percentiles are even larger than MetaAd
when A is 0.6 or 0.8. This validates that when the ML model is well trained to provide high-quality
predictions, LOBM can become more powerful and explore better matching decisions than the purely
manual design of MetaAd.

D.2 Online VM Placement

D.2.1 Problem setting

Virtual Machine (VM) placement is the process of matching the newly-created VMs to the most
suitable servers in cloud data centers [13} 22} 26]. In this problem, once an end user send a VM
request, the cloud operator needs to select a physical server for it. Different VM requests require
different amount of physical computing resources. For example, the compute-optimized instances of
Amazon EC2 [2] have different sizes, each requires different amount of computing resources. Due to
the hardware heterogeneity [27]], the available computing resources on different servers are different
and the utilities of different servers can also be different. Our goal is to optimize the total utility of
VM placement.

We consider a setup where the cloud manager allocates V' VMs (online nodes) to U different physical
servers (offline nodes). Based on the requirement of VMs, a VM request can be matched to a subset
of the physical servers. The connections between VM requests and physical servers are represented
by a bipartite graph GG. A VM request ¢ at round ¢,¢ < V has a computing load in the number of
computing units denoted as z;. Each server u € U has a limited capacity of the computing units (e.g.,
virtual cores) denoted as B.,. If the VM request v is placed on a server u, the manager receives a
utility proportional to the computing load w,, s = r,, - 2; Where r,, is the utility of one computing unit
on server u. Denoting z,,; € {0, 1} as the decision on whether to place request ¢ on server u, the
objective of the VM placement problem can be formulated as an OBM:

14
max P := g E Wy, t Loyt

t=1ueld
u (41)
stV €U wyyuy < By, V€ [V]Y 2wy S 1LYu€Uv € [V], 2y, > 0,
t=1 uelU

where wy, ¢ = ry - 2; and B,, = r,, - By,. In this OBM, the VM request is not divisible, which means
fractional matching is not allowed at any time and FLM does not apply.

D.2.2 Experiment setting

In the experiment, the cloud manager allocates V' = 100 VMs (online nodes) to U = 10 different
physical servers (offline nodes). We randomly generate graphs by Barabasi—Albert method [3]]. For
an online node v, we sample its degree (the number of offline nodes connected to it) by a Binomial
distribution B(U, d,,/U) where d, is the average degree of node v. The average degrees of online
nodes are chosen from 4, 2, and 0.5. Each server has a capacity on the number of the computing
units. The capacity B!, is sampled from a uniform distribution on the range [20, 40]. The computing
load of a VM request is sampled from a uniform distribution on the range [1,4]. The utility per
computing unit r,, is the price of a computing unit on the server u. We choose the price (in dollars) in
the range [0.08, 0.12] according to the prices of the compute-optimized instances on Amazon EC2
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| Algorithms w/o ML Predictions | ML-based Algorithms
| Greedy | PrimalDual | MetaAd | ML [ LOBM-0.8 | LOBM-0.5 | LOBM-0.3
0.6528 ‘ 0.7937 ‘ 0.8027 | 0.8005 ‘ 0.8432 0.8253 ‘ 0.8277

Worst-case

Average 0.6950 0.8343 0.8449 | 0.9626 0.934 0.9619 0.9610

Table 3: Worst-case and average rewards of different algorithms for VM placement. The worst-case and average
rewards are normalized by optimal rewards. We compare MetaAd with the algorithms without using ML (Greedy
and PrimalDual introduced in Section D.1.1). Additionally, we compare our learning-augmented algorithm LOBM
with the ML algorithm. LOBM-A means LOBM with a slackness parameter A in Eqn. (28).

[2]]. We randomly generate 20k, 1k, and 1k samples of BA graphs for training, validation and testing,
respectively.

We compare our algorithms with baselines for OBM listed below. We compare our algorithms with
the most common baselines for OBM as listed below.

* OPT: The offline optimal solution is obtained using Gurobi [[11] for each graph instance.

* Greedy: The greedy algorithm [23] matches an online node to the available offline node
that is connected to the node and has the highest bid value. Greedy has a strong empirical
performance and is a special case of MetaAd with § — oc.

e PrimalDual: PrimalDual [23]] calculates the scores of each bidder for each online node
based on both the bid values and the remaining budgets, and then selects for an online node
the available bidder with the highest score. It is a special case of MetaAd with § — 1.

* ML: A policy-gradient algorithm that solves the OBM problem [1]]. The inputs to the policy
model are the available history information including the current bid value, the remaining
budget of each offline node and the average matched bid value.

For learning-based algorithms, we use the neural networks which have two layers, each with 200
hidden neurons for fair comparison. The neural networks are trained by Adam optimizer with a
learning rate of 10~ for 50 epochs. Likewise, we use LOBM-\ to refer to LOBM with a hyper-parameter
A governing the competitiveness requirement in (28)).

D.2.3 Results

We first show Worst-case and average rewards of different algorithms for VM placement in Table 3]
We observe that MetaAd achieves a higher worst-case and average reward than the the other algorithms
without using ML (i.e., Greedy and PrimalDual). This is because MetaAd is more flexible to adjust
the discounting function. Additionally, we can find that ML predictions can significantly improve
the average performance compared to algorithms without ML predictions. In particular, ML even
has an empirically higher worst-case reward than Greedy and PrimalDual, although it does not
have a theoretical guarantee in terms of the worst-case competitive ratio. Note also that the worst-
case reward ratio on the finite testing dataset is an empirical evaluation, and the true competitive
ratio of ML without the theoretical guarantee can be even much lower than presented in the table.
Importantly, we can find that LOBM can achieve a high average performance while guaranteeing a
worst-case competitive ratio theoretically as shown in Theorem 5.1} Moreover, LOBM achieves the
highest empirical worst-case reward among all the algorithms, because LOBM can effectively correct
low-quality ML predictions for some difficult testing examples by learning augmented design and
meanwhile also leverage good ML predictions to improve the performance for other testing examples.

Effects of 6 and )\. Next, we give the ablation study of MetaAd and LOBM for different choices of
parameters 6 and X in Fig.[6] The parameter 6 is the constant in the exponential discounting function
and the parameter ) is the slackness parameter in the competitive space in Eqn. (28)). First, we
give the worst-case and average rewards of MetaAd under different choices of € in Fig. We
can find that compared with PrimalDual (i.e., § = 1), MetaAd can further improve the worst-case
performance for the general bid settings by decreasing ¢ which is consistent with the competitive

analysis in Corollary4.2.2]

Moreover, we provide the worst-case and average rewards for LOBM under different 6 and A in
Fig.|6(b)|and Fig. [6(c)| respectively. The results show that when A = 0, LOBM reduces to pure ML
and achieves the same worst-case and average performances as ML. The worst-case performance can
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reward of LOBM. (b)Average reward of LOBM. The worst-case and average rewards are normalized by optimal
rewards and are calculated empirically based on a testing dataset with 1000 samples.

be improved by increasing A since LOBM with a larger A has a higher competitive ratio guarantee
according to Theorem [C.I] However, the average performance can be affected when A becomes
larger, because a larger A results in a smaller solution space for increased robustness and hence may
exclude some solutions with high rewards for average cases. When A\ = 1, LOBM shares the same
theoretical competitive ratio bound as MetaAd, but it can still achieve better empirical worst-case and
average rewards than MetaAd when the ML model is well trained.
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NeurlIPS Paper Checklist

The checklist is designed to encourage best practices for responsible machine learning research,
addressing issues of reproducibility, transparency, research ethics, and societal impact. Do not remove
the checklist: The papers not including the checklist will be desk rejected. The checklist should
follow the references and precede the (optional) supplemental material. The checklist does NOT
count towards the page limit.

Please read the checklist guidelines carefully for information on how to answer these questions. For
each question in the checklist:

* You should answer [Yes] , ,or [NA].

* [NA] means either that the question is Not Applicable for that particular paper or the
relevant information is Not Available.

* Please provide a short (1-2 sentence) justification right after your answer (even for NA).

The checklist answers are an integral part of your paper submission. They are visible to the
reviewers, area chairs, senior area chairs, and ethics reviewers. You will be asked to also include it
(after eventual revisions) with the final version of your paper, and its final version will be published
with the paper.

The reviewers of your paper will be asked to use the checklist as one of the factors in their evaluation.
While "[Yes] " is generally preferable to " ", itis perfectly acceptable to answer " " provided a
proper justification is given (e.g., "error bars are not reported because it would be too computationally
expensive" or "we were unable to find the license for the dataset we used"). In general, answering
" "or "[NA] " is not grounds for rejection. While the questions are phrased in a binary way, we
acknowledge that the true answer is often more nuanced, so please just use your best judgment and
write a justification to elaborate. All supporting evidence can appear either in the main paper or the
supplemental material, provided in appendix. If you answer [Yes] to a question, in the justification
please point to the section(s) where related material for the question can be found.

IMPORTANT, please:

* Delete this instruction block, but keep the section heading ‘“NeurIPS paper checklist',
* Keep the checklist subsection headings, questions/answers and guidelines below.

* Do not modify the questions and only use the provided macros for your answers.

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The abstract and introduction should clearly state the claims made, including
the contributions made in the paper and important assumptions and limitations.

Guidelines:
e The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes]
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Justification: The limitations are discussed in the conclusion section which are mainly about
the open question about the best choice of the discounting function.

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

e While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]

Justification: Our paper summarizes the assumptions listed in Section [3] The proofs of our
theorems are given in the appendix.

Guidelines:

* The answer NA means that the paper does not include theoretical results.

¢ All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

 All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]
Justification: The paper has provided detailed settings of the experiments in Section

Guidelines:

https://doi.org/10.52202/079017-0317 9914



* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
* Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer:
Justification: We will open source the codes upon the publication of the paper.
Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).
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* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: The training and test details are summarized in Section [D]
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

¢ The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]
Justification: The paper reports the high percentile performance in Figure[D.1.2]
Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

« It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

o If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: The experiments can be reproduced by a personal computer with CPU.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.
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* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]
Justification:
Guidelines:

* The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: We do not foresee negative societal impacts or the need of safeguards due to
the theoretical nature of our work.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.

o If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: We didn’t foresee the need of safeguards due to the theoretical nature of our
work.
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Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: All original sources of the datasets used in the paper are cited.
Guidelines:

* The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification:
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
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Answer: [NA]
Justification:
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.
¢ Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.
* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification:
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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