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Abstract

We provide a technique for online convex optimization that obtains regret

G|w. H\/Tlog(Hw* |G\V/T) + |w,|?> + G? on G-Lipschitz losses for any com-
parison point w, without knowing either G or ||w,|. Importantly, this matches
the optimal bound G'|w, |\/T available with such knowledge (up to logarithmic

factors), unless either |w, | or G is so large that even G|w, |\/T is roughly linear
in T'. Thus, at a high level it matches the optimal bound in all cases in which one
can achieve sublinear regret.

1 Unconstrained Online Learning

This paper provides new algorithms for online learning, which is a standard framework for the
design and analysis of iterative first-order optimization algorithms used throughout machine learning.
Specifically, we consider a variant of online learning often called “online convex optimization” [|1} 2].
Formally, an online learning algorithm is designed to play a kind of “game” between the learning
algorithm and the environment, which we can describe using the following protocol:

Protocol 1. Online Learning/Online Convex Optimization.

Input: Convex domain W ¢ R<, number of rounds 7.

Fort=1,...,T:
1. Learner outputs w; € W.
2. Nature reveals loss vector g; € 9¢; for some convex function #; : WW — R to the learner.
3. Learner suffers loss {g;, w;).

The learner is evaluated with the regret 7, (¢;(w;) - £;(w,)) against comparators w, € W. By

convexity, the regret is bounded by the linearized regret ZZ;I (g¢, wr —w, ). Our goal is to ensure that
for all w, € W simultaneously:

T T
Regrety(w.) = Y (g, wi —w.) < O Iw*lx’ lgell? |- (1)
t=1 —~ t=1

goal

Qualitatively, we consider a learner to be performing well if ST (6 (wy) = €(w,)) is very small,
usually going to zero as T' — oo. This indicates that the average loss of the learner is close to the
average loss of any chosen comparison point w, € V. This property is called “sublinear regret”. The
bound (I) is unimprovable in general [3} 4, 5]|, and clearly implies sublinear regret.

Algorithms that achieve low regret are used in a variety of machine learning applications. Perhaps the
most famous such application is in the analysis of stochastic gradient descent, which achieves (1)) for
appropriately tuned learning rate [6]. More generally, stochastic convex optimization can be reduced

38th Conference on Neural Information Processing Systems (NeurIPS 2024).

10148 https://doi.org/10.52202/079017-0326



to online learning via the online to batch conversion [7]]. Roughly speaking, this result says that an
online learning algorithm that guarantees low regret can be immediately converted into a stochastic

N . Regret, (w. . S
convex optimization algorithm that converges at a rate of w, where w, is the minimizer

of the objective. Online learning can also be used to solve non-convex optimization problems [8]] and
can even be used to prove concentration inequalities [9, |10} 11} |12]. In all of these cases, achieving
the bound (1)) produces methods that are optimal for their respective tasks. Thus, it is desirable to be
able to achieve (I) in as robust a manner as possible.

Our goal is to come as close as possible to achieving the bound (I)) while requiring minimal prior
user knowledge about the loss sequence ¢, ..., g; and w,. In the past, several prior works have
achieved the bound (1)) when given prior knowledge of either ||w. | or max; |g;| [13} 14} |15} |16l
17,1819, 20, 21]]. However, such knowledge is frequently unavailable. Instead, many problems
are “fully unconstrained” in the sense that we do not have any reasonable upper bounds on either
[w, || or maxy ||g¢|. In particular, when considering the application to stochastic convex optimization,
the values for ||w, | and max; ||g¢| can be interpreted as knowledge of the correct learning rate for
stochastic gradient descent [6]. Thus, achieving the bound (1)) with less prior knowledge roughly
corresponds to building algorithms that are able to achieve optimal convergence guarantees without
requiring manual hyperparameter tuning. For this reason, it is common to refer to such algorithms as
“parameter-free”. This paper focuses on this difficult but realistic setting.

Our new upper bound. Unfortunately, the bound (TJ) is actually unobtainable in general without
prior knowledge of either the magnitude |w, || or the value of max; | g:| [[18[22]]. Nevertheless, we
will obtain a new compromise bound. For any user-specified v > 0, our method will achieve:

Z giywp —w,) <O gl[aXHgtH 2y +ylwe? + Jwe ] Y lgel? |- 2
=1 t=

To dissect this compromise, let us consider the case |g;| = G for all ¢ and v = 1. In this situation,
our bound (2) is roughly G2 + |lw, |2 + | w. | G\/T, while the “ideal” bound (1) is merely |w, |G\/T.
However, for our bound to be significantly worse than H we must have either G > |w, H\/T or
|w,| > GV/T. In either case, we might expect that |w, |G\/T is roughly Q(T) (assuming that
neither G nor |w, | is very small). So, intuitively the only cases in which our bound is worse than the

ideal bound are those for which the ideal bound is already rather large—the problem is in some sense
“too hard”.

Comparison with previous bounds Our bound (2) is not the first attempted compromise in our
fully unconstrained setting. Prior work [18] 23] instead provides the bound:

~[1
th,wt—w* )<O \J
= gl

In fact, readers familiar with this literature may be surprised that our bound is even possible; 18]
show that the bound (3) is optimal for the fully-unconstrained case. However, the lower-bound
provided by [18]] actually has a small loophole; it only applies to algorithms that insist on a linear
dependence on max; ||g¢||. Our method avoids this lower bound by instead suffering a quadratic
dependence on max; ||g; |-

T T

ma lgerll - 3 192+ masx | g | | + [w. |\ | 2 lael2 |- 3
t'e t=1 te[T] t=1

While our new bound (2)) does not uniformly improve the prior bound (3)), it has several qualitative
differences that may be more appealing.

1. The bound (3) does not have the desirable property outlined above for our new bound; for ||g:|| = G
it is possible for the bound (3) to be much greater than the ideal bound (I)) even when () is small.

2. The dependency on the user-specified value v is arguably more sensitive; in (3), decreasing ~y
comes at a %G\/T cost while increasing gamma comes at an 72 |w, |® cost. In contrast, in our

bound (3), the y-dependencies are milder; G2/~ for decreasing ~y (which does not depend on 7')
and 7w, |? for increasing .

3. The previous compromise bound (3) has a term that depends on max; | g:|| (Zthl lg¢|) rather
than Y7, |g:|. The dependence on the second power of | g | is sometimes referred to as a
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“second-order” bound and is known to imply constant regret in certain settings [/1}|[24]] (so-called
“fast rates”).

4. Consider the case that both bounds are tuned with their respective “optimal” values for . Our

new bound would then reduce to O (Hw* INZE 1962 + |ws HG), while the previous bound

would instead become O (||w* I St g2 + |w. |G23 (2 [ge H)l/s). Thus, our new bound

appears more desirable even with individually optimal tuning.

5. Our bound ensures that when w, = 0, the dependence on 7" is O(1). This has a number of useful
consequences. For example, by running a separate instance of our algorithm for each dimension
of a d-dimensional problem, we can achieve:

T T

o 1
Z g, wg —w,) <O ;Zmaxg“+7\|w*\|2+2|wu| ngz
t=1 i=1 t=1

Attempting this with the bound (3)) would incur a more significant dependence on the dimension d.
More generally, this property means that our bound fits into the framework for “combining” regret
bounds of [25]].

2 Notation

Throughout this paper, we use WV to refer to a convex domain contained in R?. Our results can in fact
be extended to Banach spaces relatively easily using the reduction techniques of [[16]], but we focus on
R here to keep things more familiar. We use | - || to indicate the Euclidean norm. Occasionally we
also make use of other norms—these will always be indicated by some subscript (e.g. | - [;). We use
R to indicate the set of non-negative reals. For a convex function F' over R?, the Fenchel conjugate
of Fis F*(0) = sup,ga(#, z) — F(x). We occasionally make use of a “compressed sum” notation:
Jab = Zf:a g:. We use O to hide constant factors and O to hide both constant and logarithmic factors.
All proofs not present in the main paper may be found in the appendix.

We will refer to the values g; provided to an online learning algorithm interchangeably as “gradients”,
“feedback” and “loss” values. We will refer to online learning algorithms occasionally as either
“learners” or just “algorithms”.

3 Overview of Approach

Our overall approach to achieve (2)) is a sequence of reductions. As a first step, we observe that it
suffices to achieve our goal in the special case W = R. Specifically, [|16] Theorems 2 and 3 reduce the
general W case to VW = R case. We provide an explicit description of how to apply these reductions
in Section So, we focus our analysis on the case VW = R. Next, we reduce the problem to a variant
of the online learning protocol in which we also must contend with some potentially non-Lipschitz
regularization function (Section [3.T). Finally, we show how to achieve low regret in this special
regularized setting (Section[3.3).

3.1 Hints and Regularization

Our bound is achieved via a reduction to a variant of Protocol [T with two changes. First, the learner is
provided with prior access to magnitude hints h; € R that satisfy |g;| < h;. This notion of magnitude
hints is also a key ingredient in the previous bound (3). Our second change is that the loss is not only
the linear loss (g, w), but a regularized non-linear loss {(g;, w) + a;tp(w) for some fixed function
1 : W — Ry that we call a “regularizer”. Formally, this protocol variant is specified in Protocol 2}
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Protocol 2. Regularized Online Learning with Magnitude Hints.
Input: Convex function ¥ : W — Ry.
Fort=1,...,T:
1. Nature reveals magnitude hint h; > h;_; > 0 to the learner.
2. Learner outputs w; € W.
3. Nature reveals loss g; with | g¢| < k¢ and a; € [0,~] to the learner.
4. Learner suffers loss (g, w;) + aztp(wy).

The learner is evaluated with the regularized regret ¥, (Gy, wy — w, ) + ay (wy) — azb(w, ). The
goal is to obtain:

T ‘ ‘
Z Jt, Wt — Wi +at¢(wt) - ap(w.) < 9] Hw*H h2 + Z Hgtn2 + 1 (wy) 72+ Zat
t=1 t=1 t=1

goal

In the special case that ¢)(w) = 0 (i.e. the a; are irrelevant, or all 0), then various algorithms achieving
the desired bound @) are available in the literature [|18} 21} [23] [26]]. We provide in Algorithm E]
a new algorithm for this situation that achieves the optimal logarithmic factors—there is in fact a
pareto-frontier of incomparable bounds that differ in the logarithmic factors. [26] provides the first
algorithm to reach this frontier, while our method can achieve all pomts on the frontlel We include
this result because it is of some independent interest, but it not the major focus of our contributions.
Any of the prior work in this area would roughly suffice for our broader purposes; the difference is
only in the logarithmic terms.

Challenge of achieving (). ~Achieving the bound () is challenging when | w. | is not known ahead
of time. To see why, let us briefly consider two potential solutions.

The most immediate approach might be to reduce Protocol [2]to the case in which a; = 0 for all ¢
by replacing g; with g; + a; V¢ (w;), and then possibly modifying the magnitude hint /; in some
way to now be a bound on | g;||. However, this approach is problematic because the expected bound
would now depend on Y7, |G, + a; Ve (w,)|? rather than Y7, ||3¢|> and 3.7, a?. This means that
the naive regret bound would be very hard to interpret as w; would appear on both the left and right
hand sides of the inequality.

Another possibility is a follow-the-regularized leader/potential-based algorithm, making updates:

t
Wil = argr%n Py(w) + Y (gi,w) + agp(w), (&)
we i=1

for some sequence of “potential functions” P; : W — R. In fact, this approach can be very effective;
this is roughly the method employed by [27] for a similar problem. However, deriving the correct
potential P; and proving the desired regret bound can be very difficult, and could easily require
separate analysis for each different possible 1) function. For example, [27]’s analysis specifically
applies to 1)(w) = |w|?. There is other work on similar protocols using approximately this method,
such as [28] [29], that also requires particular analysis for each setting. Finally, even if the bound
can be achieved in general using this scheme, solving the optimization problem (3)) may incur some
undesirable computational overhead, even for intuitively “simple” regularizers such as ¥)(w) = |w]?.
In fact, the method of [27] suffers from exactly this issue, which is why we provide an alternative
approach in Section for the special case of interest that VW = R.

Re-parametrizing to achieve (). In order to achieve the bound (@) in the special case W = R,
we will employ a standard trick in convex optimization: re-parametrizing the objective as a convex
constraint using the fact that the epigraph of a convex function is convex. Instead of having our
learner output w; € W, we will output (x4, y;) € W x R, but subject to the constraint that y; > ¥ (x;).
We provide details of this approach in Section[3.3]

'Tt is likely that the approach of [26]] in concert with the varying potentials of [20] would achieve all points
on the frontier as well, although our analysis takes a different direction using the centered mirror descent method
of [21].
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With all of these technicalities introduced, we are ready to provide an outline of our method. The key
idea is to show that for a very peculiar choice of coefficients aq, ..., ar and some simple clipping of
the gradients g;, we are able to achieve the following result.

Theorem 1. There exists an online learning algorithm that requires O(d) space and takes O(d) time
per update, takes as input scalar values vy, hy, and € and ensures that for any sequence g1, go,--- ¢ RY,
the outputs wy, w1, --- ¢ R satisfy for all w, and T

Iw*I\/Vlog2(T))
h16

2
+|w.|Glog| e+ [, VY 10g(T) + 7] w, | log 6+M10g(e+£) )
hie €2 hi

where G = max(hy, max[7) |g¢|) and V = G* + ST gl

I G G
g, w—w.) <O eG+e 7+log(e+h)+|w*\leog
=1

Before proving this result, let us briefly unpack the algebra in the statement to see how it relates to
our originally stated bound (). Notice that if we drop all the logarithmic terms, the bound becomes:

T
Z gt, Wt — <O

Geiy & L it
Grey+— +lwe\| D g2 + |wa |G+ y]w|
t=1

Here if we should think of h; and € as conservative under-estimates of max; ||g; | and |w.|. Notice
that decreasing h; and € only increases the terms inside the logarithms, so that in some sense
the algorithm is very robust to even extremely conservative under-estimation. When it holds that
hi < max; |g:| and € < |w. |, then the above bound is exactly the previously stated equation (2).

3.2 Proof Sketch of Theorem[l]

Let us suppose for now that we have access to an algorithm that achieves the bound (@) under
Protocol 2} Let us call it REG. In this section, we will detail how to use REG to achieve our desired
goal under Protocol |1} with YW = R: in this sketch, we treat all values as scalars, and never vectors.
Recall that it suffices to consider VW = R to achieve the result in general. Given an output w; from
REG, we play w, and observe the gradient g,. We will then produce a modified gradient g,, a scalar a,
and a magnitude hint ht+1 to provide to REG such that g; and a, satisfy the constraints of Protocol 2]
We will set 1 (w) = w?, and then by careful choice of g, a;, and h;.1, we will be able to establish
Theorem 11

There are two key steps in our reduction. The first step is now a standard trick originally used
by [[18} 23} 30] to reduce the original Protocol E] to Protocol @ The idea is as follows: let us set
ht = max(hq,|g1], .- -,|gt-1]) for some given “initial value” hy > 0. Notice that h; may be computed
before g; is revealed and that the value G specified in the theorem satisfies G = h,1. Then, upon
receiving a gradient g;, we replace g; with the “clipped” gradient g; = (1 A \%I) - g+. The clipped
gradient g, satisfies |g¢| < h; by definition. We then pass g; in place of g; to an algorithm that interacts
with Protocol [2] It is then relatively straightforward to see that for all w, € W:

th(wt w*)<zgt(wt_w*)+2|gt gtHw*|+Z|9t gellwyl,
t=1

T
Zg wt—w*)+hT+1|w*\+Z(ht+1—hf)|wf|
b t=1

At this point, prior work [18, [23]] observed that if we could constrain |w;| to have some chosen
maximum value D, then the final summation above is at most hp,1 D. By carefully choosing D
in tandem with an algorithm that achieve () in the case ¥(w) = 0, one can achieve the previous
“compromise” bound (3).

This is where our second key step (which is our main technical innovation) comes in. Instead of
explicitly enforcing |w;| < D, we will apply a “soft constraint” by adding a regularizer. Surprisingly,
we will add a very tiny amount of regularization and yet still achieve meaningful regret bounds.
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Recall that we are assuming access to an algorithm that achieves the bound @) when interacting with
Protocol Let us set 1)(w) = w?. Then, observe that for any choices of a1, ..., ar:

T T T T
Ygi(we—w,) <30 (Fe(we —w) + ap(we) — agp(w,)) + 3 [Gr = gellws| +w? Y a
t=1 t=1 t=1 t=1

T
+ 3 (e = gellwe| - atwtz) )
t=1

T T T
<3 (G (we —wa) + app(wye) — arp(wa)) +hrst|we| + w2 Y ap + Y. ((ht+1 = he)|we| - Gtw?) .
t=1 t=1 t=1
—_—
controlled by @I) needs small a+ needs big a+

From the above decomposition, we see that to make the overall regret small, we would like to choose
a; such that Zthl as is small, but also a, is large enough that ZtT=1 ((ht+1 = hy)|wy| - atw?) is also

small. It turns out that this is accomplished by the following choice for a;:

. (ht+1 - ht)/ht+1
1+ Z§=1(hi+1 - hi)/hi+1
Here, ~ is an arbitrary user-specified constant. Notice that the value of h;,; is available immediately

after g; is revealed, so that it is possible to set this value of a;. Moreover, it is clear that a; € [0, 7]
for all ¢.

ag =7y

Let us see how this value for a; satisfies our desired properties. First, recall the bound log(p + ¢) —

log(q) > pqu for any p,q > 0, which implies Y7, thtp. < log (Zilpt/po) for any sequence of
=0 £
positive numbers py, . . ., pr. From this, we have:
ia =~ ) (ht+1 _ht)/ht+1
t = )
t=1 21+ 20 (hivr — hi) [hin
T
< vlog (1 + Z(h“l - ht)/ht+1) s
t=1
<vlog (1 +1log (G/hy)).

Thus, Zthl ay is in fact doubly logarithmic in the ratio between hq and hp,; = max(hy, maxy|g:|) =

Next, let us check that a, is “large enough” to make ZtTﬂ(htH = hy)|wy| - atwf small. To this end,
observe that:

(hes1 = ho)|we] = apwi <sup(hess —he) X —a, X2,
X

_ (ht+1 - ht)2
4at

hev1(hes1 —h ¢
= M (1 " Z(hHl _ hi)/hi+1) ,
4y i=1

< hT+1(ht+1 - ht)

7

T
(1 + Z(hi+1 - hi)/hi+1) y

4y
G(hig1—h
- Gl =) (4 1oy (G,
4y

where we used that G = hp,1. Thus, we have:

T GZ

> ((Pusr = ho)|wi| = arw?) < . (1+1log(G/h1)).

t=1

This shows that a; is large enough that it is able to counteract the effect of ZtT:l (ht+1—he)|we| (which
makes the regret large if |w;| is large). It is tempting to conclude that the regularizer is somehow
“implicitly constraining” w; to be small enough that the regret is bounded. However, it is difficult
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to envision exactly what constraint is being enforced; notice that to make ZtT=1(ht+1 = he)|wy| =
O(G?/~) by applying some constraint |w;| < D, we would need to set D = O(G/~). However,
such an aggresive constraint would surely prevent us from achieving low regret for even relatively
moderate ||w, | > G/v. So, our regularization seems to be doing something more subtle than simply
applying a global constraint to the w;’s. Indeed, notice that in the case |g¢| < hy for all ¢, we actually
have a; = 0 and so no constraint effect at all is enforced!

The final step we need to check is bounding Y7 | G, (w; — w, ) + ap(w;) — a3 (w, ). To this end,
we provide in Section [3.3]an algorithm that achieves the following bound, which is slightly weaker

than (@):
T
; (G (wi —w. ) + agh(wy) — agp(wy))

VVlog*(T VP log?(T
<O|ehr +|wi\| Viog e+|w|\/_—og() +|w,|hy log e+|w|\/_—og()
h16 h16
2 2 2 2
+627+w3\j Slog (€+ WIQOg(T)) + Hw*”2fylog (6+ W)]7

where S = 72 + Z;jrzl a¢. This bound is weaker than due to the presence of S rather than
7%+ ¥, a?. Nevertheless, by our bound on ¥/, a;, we have:

S <% +~%log (1 +log (G/hy))
so that combining all of the above calculations we establish Theorem I}
Thus, it remains to establish how we can achieve (@), or the slightly weaker (but sufficient) statement
above. We accomplish this next in Section [3.3]

3.3 Regularized Online Learning via Epigraph Constraints

Recall that our approach to obtaining (@) is to replace the regularization terms in the loss with
constraints. Formally, consider the following protocol:

Protocol 3. Epigraph-based Regularized Online Learning for W = R.
Input: Convex function ¢ : R — R.
Fort=1,...,T":

1. Nature reveals magnitude hint h; > h;_; to the learner.

2. Learner outputs (x¢,y:) € R x R with y; > ().

3. Nature reveals §; € [-h¢, ht] and a; € [0,7] to the learner.

4. Learner suffers loss g:z: + a;ys.

The learner is evaluated with the linear regret Y., g;(x; — wy) + a;(y¢ — ¥ (w,)). The goal is to
obtain:

T " T T
20 @z —wa) + ar(yr =¥ (ws))) < O wel\| B+ 257 +d(w\[ 77+ Y af ] (6)
t=1 t=1 t=1

goal

The key fact about this protocol is the observation that by setting w; = z;, the bound (6) immediately
implies (). To see this, recall that 1)(w) > 0, a; > 0, and y; > ¢(z¢) = ¢ (w;) so that:

T T
; ({ge; w —ws) + app(wy) = app(wy)) < t_Z; ({ge, ¢ —wi) + agys — app(w,)) .

So, to achieve (@) under Protocol 2] it suffices to achieve the bound (6) under Protocol 3}

There is one tempting approach that almost, but not quite, achieves this goal. One could employ
the “constraint-set reduction” developed in [[16] that converts an algorithm that operates on the
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“unconstrained” domain R? x R to one respecting the constraint y > (). In particular, it is
relatively straightforward to build an algorithm that achieves @) without requiring y; > 1)(x¢). This
unconstrained setting can be handled by the classic “coordinate-wise updates” trick in which we
run two instances of an algorithm achieving (4) in the special case that )(z) = 0, one of which will
output x; and receive feedback g;, and the other will output y; and receive feedback a;. Then, by the
individual regret bounds on both coordinates, we would have:

Z; (ge(xs —ws) + ae(ye — p(wi))) = ;gt(l't —w.) Zat(yt

S ANCENRICN \}

Then, one might hope that applying the constraint-set reduction of [[16]] would allow us to apply
the constraint ¥V without damaging the regret bound. Unfortunately, this reduction will modify the
feedback g, and a; in such a way that Zg;l a? could become much larger, which makes this approach
untenable in general.

Fortunately, it turns out that our particular usage will enforce some favorable conditions on a; that
make the above strategy viable. Specifically, the choices of g;, h; and a; described in Section
satisfy the condition that a; = 0 unless ||g¢| = h:. By careful inspection of the constraint-set reduction,
it is possible to show that the above strategy achieves a slightly weaker version of (6)):

T
> ez —w.) +ar(ye —(w.)) <O .|| /03 + Z +(w.) \| V24 Z at
t=1 T=1

As detailed in Section [3.2] this weaker bound suffices for our eventual purposes. Nevertheless, for
the reader interested in a fully general solution, in Appendix [H| we provide a method for achieving
(6) without restrictions. We do not employ it in our main development because it involves solving a
convex subproblem at each iteration and so may be less efficient in some settings. This technique
does however involve a small improvement to so-called “full-matrix” regret bounds [31]], and so may
be of some independent interest.

4 Lower Bounds

In this section, we show that the result of Theorem [I]is tight. In fact, we show a stronger result
that generalizes our extra penalty term from G2/ + v|w, H2 to vz/J(Hw* ) +y¢*(G/v) for any
symmetric convex function v, where ¢* (x) = sup, xz — 1(2) is the Fenchel conjugate of v. That is,
we provide a Pareto frontier of different lower bounds and Theorem [T}is but one point on this frontier.
In Appendix [A] we extend our upper-bound results to match any desired point on this frontier (up
to a logarithmic factor). . We also provide matching upper bounds (up to a logarithmic factor) in
Theorem|[16] as well as more simplified

Theorem 2. Suppose 1) : R — R is convex, symmetric, differentiable, non-negative, achieves its
minimum at (0) = 0, and () is strictly increasing for non-negative x. Further suppose that for
any X, Y, Z > 0, there is some T such that for all T > T,

exp(T) - 1> XVTvy* (YT)
Xy (YTZ)>TZ

where ¥*(2) = sup zx — () is the Fenchel conjugate of 1. Let hy >0, v > 0 and € > 0 be given.

For any online learning algorithm A interacting with Protocol [I|with W = R, there is a Ty such
that for any T > Ty, there is a sequence of gradients g1, ...,gr and a w, such that the outputs
wy, ... ,wr of A satisfy:

igt(wt—w*)26G+§¢*(G/V)+Z¢(w*) |\JT1 G|u;:\/_)
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where G = max(hy, g1, ..., gr). In particular, with 1)(x) = 2+ for any q > 0, we can ensure:

£ G1+1/q Clo VT
D gp(we = w.) 2 QG + =+ 3w [+ Gl Tlog(1+|u}|) .
t=1 ¥ lq hle

The conditions on ™ in this bound are relatively mild. The first condition says that the gradient V¢*
should not grow exponentially fast. The second condition says that 1)* should grow faster than some
linear function. So, any polynomial of degree greater than 1 satisfies these conditions.

We note that this lower bound leaves something to be desired in terms of the quantification of the
terms. Here, the value of G and |w, | depends on the algorithm .A. This is a critical factor in the
proof; roughly speaking, the proof operates by providing the algorithm with a constant gradient
gt = hy at every round. Then, if the iterates w; grow in some sense “quickly”, we “punish” the
algorithm with a very large negative gradient, which causes high regret if w, = 0. Alternatively, if the
iterates do not grow quickly, then we show that the regret is large for some w, > 1. This approach is
a common idiom for lower bounds in the fully unconstrained setting [|18] [22].

However, a much better bound might be possible; ideally, it would hold that for any G and ||w, || and
algorithm A, we can find a sequence of gradients g, that enforces our desired regret. Indeed, when
either |w, || or max; | g:|| is provided to the algorithm, the lower bounds available do take this form
[3,15]. We leave as an open question whether it is possible to do so in our setting.

5 Discussion

We have provided a new online learning algorithm that achieves a near-optimal regret bound (2).
Our algorithm is “fully unconstrained”, or “fully parameter-free”, in the sense that we achieve a
near-optimal regret bound without requiring bounds on the gradients g; or the comparison point w,.
Prior work in this setting [|18} 21|22} |23} 26]] achieve bounds that are technically incomparable, but
may be aesthetically less desirable, as detailed in the discussion following (3)). Nevertheless, ideally
we would have a unified algorithm framework capturing both our old and new bounds. It is an open
question whether more careful choice of regularization in our approach could achieve this goal.

Our algorithm takes as input parameters ¢, hy and . All of these have a pleasingly small impact
on the regret bound. € and h; can be interpreted as very rough estimates of |w, | and G. As these
quantities go to zero, the regret bound increases only logarithmically. Moreover, these estimates
can be too high by a factor of /T while still maintaining O(|w, |G\/T) regret. The quantity -y
represents an estimate of G/||w. |. As discussed in Section|1] this value does not appear in any term
that has a T-dependence in the regret bound and so also has a very mild impact on the regret.

While our bound has several intuitively desirable characteristics, it is missing one important property:
our bound suffers from an issue highlighted by [18]] called the “range-ratio” problem. That is, the
bound depends on the ratio G/h1, which could be very large if the losses are rescaled by some arbitrary
large number without rescaling h;. This issue is at the heart of how we are able to sidestep the
lower-bound of [18]], which appears to apply to all algorithms that do not suffer from the range-ratio
problem.

5.1 Other forms of Unconstrained Online Learning

Our results focus on the case that we have no prior bounds on the value of |w.,]| or |g:|, and
our bounds eventually depend on max; |g;|. One might worry that this is too conservative in
some settings. For example, it might be that g, is known to be a random variable with bounded
mean | E[g;]| < G and variance Var(g;) < o* for some known G and o. In this case, max; |g||
might become large even though intuitively our regret should still depend only on G + ¢. This
is the setting considered by several prior work on online learning with unconstrained domains [9,
17, 32]. Under various assumptions, these results all achieve an in-expectation regret bound of

E[Regrety (w.)] < O(|w. | (G +o)VT).

In fact, our results come close to this ideal even without knowledge of GG. For example, [9}17] study
the case of sub-exponential g; that satisfy sup,j<; E[exp(8{g: — E[gt],a))] < exp(B2a?/2) for all

8] < 1/b for some b > 0. In this case, for 1-dimensional g;, we have E[max, g?] < O(G? + 02), and
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so in expectation we achieve O(|w, [(G + 0)V/T + G? + 02 + |w,|?) (the extension from 1-d to
arbitrary dimensions can then be achieved via the black-box reduction of [[16]). However, in the case
that g; has some heavy-tailed distribution such as studied by [32], it is less clear that our bounds
achieve the desired result out-of-the box. Discovering how to achieve this is an interesting direction
for future study.

5.2 Parameter-free Algorithms and Stochastic Convex Optimization

As discussed in the introduction, a common motivation for the study of online learning is its immediate
application to stochastic convex optimization through various online-to-batch conversions. The classic
conversion of [[7]], as well as a few more recent results [33}34, |35, 36] all show that if g; is the output
of a stochastic gradient oracle for a convex function F, then for any w, € argmin F’
=L, we E[Regrety (w.)]
el () )<
) = Pw.) -
If ||g:| < G with probability 1 (for an unknown G), our Theorem [I| immediately implies

T ~
E [F (#) - F(w, )] <0 ( ”%G + Gz/“f*%”w* I* ) The first term is the optimal rate for stochas-

tic convex optimization that can be achieved via SGD with learning rate 7 = % if G and |w.|

are known ahead of time, and the second term is a lower-order “penalty” for not having up-front
knowledge of these quantities.

Convergence results that match that of optimally tuned SGD are often called “parameter-free” (the
parameter in question is the learning rate). As mentioned in the introduction, there has been a long line
of works that attempt to achieve this goal by matching the regret bound (T)), which can then be applied
to the stochastic setting via an online-to-batch conversion. More recent work on parameter-free
optimization has considered the stochastic case [|37}38]], or deterministic case [39] directly without
passing through a general regret bound. Many of these algorithms have shown significant empirical
promise, even for non-convex deep learning tasks [38 39, 40l 41, 42]]. Almost all of these results
require apriori knowledge of the value

To place our results in this context, let us focus on the case of a known G value. In this case, [37]] show
that by eschewing regret analysis and focusing specifically on the stochastic setting, it is possible
to achieve a high-probability guarantee that improves upon the logarithmic factors achieved by our
result, and so there seems to be something lost by focusing on regret bounds. However, in a surprising
counterpoint, [44] shows that if one is interested in an in-expectation result, then there is actually no
way to improve upon the logarithmic factors achieved via online-to-batch conversion when applied to
parameter-free regret bounds. Thus, our in-expectation stochastic convergence rate is optimal even
up to logarithmic factors, while we also do not require prior knowledge of G.

Finally, let us evaluate the optimality of our bound in the stochastic setting while accounting for
the fact that our methods do not get to know either G or |w, |. Here, we can again make use of the
lower bounds developed by [44]]. Consider the class of stochastic convex optimization objectives with
Lipschitz constant G between 1 and L and |w,| € [1, R]. The “price of adaptivity” as defined by
[44] is the maximum over this class of the ratio between the convergence guarantee of an algorithm
that does not know |w, | and G with respect to the minimax optimal convergence guarantee for
an algorithm that does know these values (which is RG/ \/T). We achieve a price of adaptivity of
O(1 +max(L, R)/\/T). The best-known lower bound for this class is (1 + min(L, R)/v/T) [44].
Thus, there is a gap here—although we provide matching lower bounds for the online setting, it is
possible that in the stochastic setting, one can improve our bounds. That said, the stochastic lower
bound is derived for algorithms that are given the ranges [1, L] and [1, R]. Our algorithm does not
use this information and it is also plausible that without such knowledge the lower bound itself would
improve.
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“The difference between these conversions lies in where the stochastic gradients g; are computed.
3 A few exceptions achieve the prior bound (3) [[18} 21} |23} 43].
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A Generalized Upper Bounds

In Theorem([I] we pr0V1de a bound that achieves the “ideal bound” of (I)) with an extra penalty term of
roughly G2/~ +|jw,||?. It turns out that this penalty is but one point on a frontier of potential choices
that are all immediately accessible by simply changing 1 (w) from |w]|? to any other symmetric
convex function, as outlined in the lower bounds of Sectiond] Here we state formally that each of
these bounds is achievable. In particular, by setting 1)(w) = |w|'*9 for any ¢ > 0, we have:

Theorem 3. There is an online learning algorithm that takes as input positive scalar values q, v, h1,
and € and ensures that for any sequence g, gs,--- ¢ R%, the outputs wy,wy,--- c R satisfy for all

w, and T':
3 VYV log? (T
Y g w—w.) <O eG+|w*||\l Vlog(6+ Jw. [V 1og™( ))
t=1 h16

+|w, | Glog (e + [ ||\/Vlog2(T))

h,1€

1+q 1+1/q 1/q
1+q,y+,wa H1+q10g (e+ |w 61! log (e+ }?)) + G,yl/q log(l +log(h£1)) ],

1
where G = max(h, maxe[r] lg:l) and V = G* + ZtT=1 lge 2.

Finally, it is also the case that the logarithmic terms in our bounds can be adjusted to remove the
T dependencies, at the cost of increasing the regret in the case w, = 0. This is achieved simply by
adjusting the logarithmic factors achieved by the algorithm for regularized online learning (Protocol [2)
in a manner similar to other recent works in unconstrained online optimization [20, 21} [26]]. Formally,
we can achieve:

Theorem 4. There is an online learning algorithm that takes as input positive scalar values q, v, h1,
and € and ensures that for any sequence g, gs,--- ¢ R%, the outputs wy,wy,--- c R satisfy for all

w, and T':
€ V+|w*||\} Vlog |w*|)+|w*|Glog(e+ |w*|)
€ €

1+q
+el+q7\/log(1+log(G))+'y|w*|1+qlog e+wlog(e+ G)
h1 hl
g (14108 (€)™
AR PN oo | =
yi/a 5 . hy

where G = max(hy, max; |gi|) and V = G* + ¥, | ¢

T
th,wt wy) <0
t=1

e

Both of these results are immediate corollaries of Theorem [T6]
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B Proof of Lower Bound

We restate and prove Theorem 2]
Theorem 2. Suppose ¢ : R — R is convex, symmetric, differentiable, non-negative, achieves its
minimum at (0) = 0, and ¥ (x) is strictly increasing for non-negative x. Further suppose that for
any X, Y, Z >0, there is some T such that for all T > T,
exp(T) -1 > XVTVy* (YT)
XY (YTZ)>TZ
where V*(z) = sup zx — ¢(x) is the Fenchel conjugate of 1. Let h1 >0, v > 0 and € > 0 be given.

For any online learning algorithm A interacting with Protocol [I[|with W = R, there is a Ty such
that for any T > Ty, there is a sequence of gradients g1, ...,gr and a ws such that the outputs
w1, ..., wr of A satisfy:

y Glw. Glw.|VT
th(wt‘w*)26G+1¢*(G/v)+lw(w*)+ﬂ Tlog p . Clo-VT ,
t=1 8 4 4 hye

where G = max(hy, g1, ...,g7). In particular, with \)(x) = 2+ for any q > 0, we can ensure:
I 1+1/q =
Y gi(we —w,) 2 Q €G+G1 +yw, [+ Glw, | Tlog(1+G|w*|\/_) )
t=1 Y4 e

Proof. First, let us define 1, (z) = v (). Let V¢, (x) and V1] (0) indicate the derivatives of 1,
and 7. The following properties are standard facts about the Fenchel conjugate (see e.g. [45]):
P3(0) =47 (0/7),
$3(0) =0,
Y2 (x) > 0 for all z,
¢W($C) = V"/}v(x) L= %(V%(w)h
P3(0) = Vol (0) - 0 - ¥y (Vi3 (6)).

Moreover, V¢, and V1)) are inverses of each other and are odd functions, and 9} () is strictly
increasing for non-negative x.

Next, observe that for any X, Y, X', Y’ Z’, there is a 7 such that for all T > 7:
exp(T) - 12> XVTVy* (YT), (8)
X' (Y'TZ'Y>TZ'. )
To see this, observe that by assumption, there is a 7; such that holds for all 7' > 7, and also a 7
such that @I) holds for all T' > 72, so we may take 7 = max(71, 72) to achieve both simultaneously.

From this, we see that there is some Ty such that for all T > Tj:

2T 2T

exp (T)-12 ; v (2Thy [7) = va;@Thl) (10)
v . (2Thy ) 1,
Thy < — =— (2Th 11
1S 5cY ( v 32c V2 (3T ) (i
We now construct the algorithm-dependent sequence g1, g2, . . . that satisfies the claim of the theorem.

1. Define gy < O and set ¢ < 1.

2. Algorithm A outputs wy.

3. If wy < —2€ — way(Zhl(t -1)),set g; <« —2(t - 1)h; and for all k > 1 set g¢4, < O.
4. Else g; < h;.
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5. Sett < ¢+ 1 and go to Item[2]

Suppose that the condition in Item [3| has not been triggered for the first 7 iterations. Then, we have:
T 1 T
Z wy - gy > —2€Thy — = Z V’L/),;(Q(t -1)hy) - 2hy,
t=1 24
1 T
—2eThy — 3 Y (3 (2thy) =¥ (2(t - 1)h1)), (by convexity of )
t=1
1
= —2erh; — §w;(27h1). (12)

Now, suppose that the condition in Item [3]is triggered at some iteration 7 + 1 > 1. Then G = 2774
and with w, = 0, we have:

T+1

th (w —w,) = th Wi,

=9r+1 Wre1 ; Wt * Gts

> derhy + V4 (2rh) - 2rhy ~ 2erhy - 207 (7). Gy (@)

= 9erhy + Vi (2rhy) - 27hy — by (V2 (27h1)) + 1 (V5 (27h1)) - %¢;(27h1),
= 2erhy + 4 (2rhy) + s (VU (27h1)) - %¢;(2m1),

> 2erhy + %@(%hl), (13)
G+ %zp;(c:).

Therefore, overall we have for w, = 0:

niGT)

T
th (W —wy) > G + w (G/7)+71/J(|w*|)+|w*|G\JTlog(1+ hoe

Alternatively, suppose the condition in Item B] is never triggered. In this case, let us set w, =
-2V (2Thy) . Then, G = hy and by (12) we have:

1
gt - (wt - w*) > V'l/);(QThl) . 2Th,1 - §w:{(2Th1) - 26Th1.

M=

t=1

Using that Vi) () -2 > 7 () by convexity of ¢} and ¢} (0) = 0, the right-hand side of the previous
display can be bounded below by ():

1 1
V’(/);(QThl) . 2Th,1 - §¢;(2Th1) - 2€Th1 > §¢;(2Th1),
L Lo
> ZZ/),Y(G) + Zl/),y(2Th1) - 2¢Th;.
Applying Eq. (IT):
L
> ZQ/J,Y(G) + 86Th1 - 26Th1,

> Lt (G ) + 6¢Thy. (14)
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Further, since w;* =1, we have:
V2 (2Thy) - 2Thy - %w (2Thy) = V2 (2Thy) - Thy + = (w (2Thy) - 2Thy - ¢ (2Thy))
= V(2T hy) - Thy + 5%(%;(2“1)),
= VY (2Thy) - Thy + %ww(—w*),
= St Thy + J(n).

Finally, let us bound %|w*| - g1.7 using our choice of w,. By definition, we have:

T =hVvT-T,
= hi\/Tlog(1 + (exp(T) - 1)),

applying Eq. (I0):

v
>
—

€

Tlog (1 N 2VTVz(2Thy ) )7

Il
>
=

\
\ Tlog(1+ “’Lﬁ)

GJ(W) s
h1€

Therefore, combining Eq. with Eq. (I3):

1
V(/);(QThl) . 2Th1 - §¢;(2Th1) - 26Th1

21(7711*(G/’7)+66Th1)+1(’y \} 1+ W)—4€Th1 s
2\4 2 h1€

236Th1+%w (G[v) + 1/’(“]* |\}Tl ( G|w*|\/_)

ZEG+1¢*(G/V)+1¢(W*)+% Tlog 1+M .
8 4 4 h16

C Reductionto W =R

As a first step in our algorithm design, we observe that the application of some known reductions
from [16]] can significantly simplify our task. [[16]] show that to build an algorithm whose regret bound
depends on g; only through the norms | g;||, it suffices to consider exclusively the case YW = R. We
provide the formal reduction in Algorithm [T} which ensures the following regret bound.

Theorem 5 ([16]). Algorlthmlensures that |g; | < 2| g:ll, eW:

T T ) .
(g0, we —w.) < 4w, I\‘ 23" gul2 + 32 gy e (w M — . ]).
1 t=1 t=1
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Algorithm 1 Reduction From General W to R

Input: Convex domain W ¢ R?, online learning algorithm A'” with domain R.
Initialize wiieetion = 0 ¢ RY
fort=1...7T do .
. t
Receive w;&""“ ¢ R from A'P.
~ _  magnitude directi d
Set W, = w, R Cwg O € R K
Set wy = ITyyw = argmin, .y, |w — w|.
Output wy, receive feedback g;.
unconstrained wi—We

Set g; =gt + [ gel Twe—e] "

direction _ direction
Set wi 7" = My < wy -

unconstrained

/2 Zrﬁ:l (ggncons!rained ) 2’

magnitude i irecti
Set 9 gnitude _ <g]15mc0nstramed) w;hrectmn) cR.

Send g["™"""* to A'P as the tth feedback.
end for

From Theorem [5] it is clear that to achieve low regret on W, we need only bound
YL gaenideymagnitude 10, 11, which is exactly the regret of a 1-dimensional learner. So, our
final results will be established by considering the case of YW = R, although we will define many
intermediate problems for general VWV as they may have other applications for which the general

setting is of interest.

D An Efficient Algorithm for Protocol 2] With Restricted (But Sufficient)
Assumptions

In this section, we describe our algorithm for Protocolin the special case that WW =R and a; =0
whenever |g;| # hy, where §; = (1 A ﬁ) - g¢. Our algorithm is in fact a reduction to the special case

that a; = O for all ¢. This is an important special case that has actually also been previously considered
in the literature (see e.g. the discussion in Section [3.1)), so we provide it as a separate Protocol below:

Protocol 4. Online Learning with Magnitude Hints.
Input: Convex domain W (recall that we focus on W = R).
Fort=1,...,T:
1. Nature reveals magnitude hint h; > h;_; to the learner.
2. Learner outputs w; € W.
3. Nature reveals loss scalar g; with |g:| < h: to the learner.
4. Learner suffers loss (g, w;).

The learner is evaluated with the regrer Y., g, (w; — w, ). The goal is to obtain:

T T
g, we—w.) < O Iw*lx’h%ZlgtI? - (16)
t=1 —~ t=1

goal

In Section [E] we provide an explicit algorithm (Algorithm [3) for Protocol [] that suffices for our
purposes and achieves the bound (I6). In the rest of this section, we take the existence of such an
algorithm as given, and use it to build our method for Protocol [2]

Our algorithm for Protocol[2]is given in Algorithm[2] The full regret bound is provided by Theorem[10]
However, before providing the general bound, which is somewhat technical, we provide two more
interpretable corollaries in order to provide a preview of what the method is capable of.
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Corollary 6. For any e with ¥(¢) > 0, there exists an algorithm for Protocol such that for all t, the
outputs x1, ..., T satisfy:

T

> ge(we = w.) + ar((xe) = (x.))

t=1

NV, log? (T Vo log?(T
|$| g og( ))+|z*|hT10g(e+|x| gOg( ))

<0 ehT+¢(e)7+|x*|\l Vglog(e+ hie hie

+¢($*)\} s 1og(e . w(x*ws_alogQ(T)) +w(x*mog(e+ ¥(w.)v/Salog*(T) )]

v (€) 74 (€)
Where V, = h2 + Y, g7 and So = v + v ¥, ar.
Proof. Apply Algorithmwith the BASE set to Algorithmusing p = 1/2. Then, in the notation of
Theorem 10} the regret bound of Theoremshows that A, B, C are all O(1) while D is O(log?(T))
and p = 1/2. Set ¢, = € and ¢, = ¥(¢). The result immediately follows. O

Corollary 7. For any e with ¥(¢) > 0, there exists an algorithm for Protocolsuch that for all t, the
outputs x1, ..., T satisfy:

T
;gt(xt —ay) + a(P(ae) = ()

<0

eV Vo +1(e)viSa+ |x*|\} Vg log (6 + |;v€*|) + |, |hr log (e+ |:c€*|)

+¢(z*)\} e log(e+ w;é*))) +1/1(:17*)’Ylog(e = )l

where Vy = h2 + Y, g2 and S, = v? + v Y1, ax.

Proof. Apply Algorithm 2] with the BASE set to Algorithm [3|using p = 0. Then, in the notation of
Theorem [10] the regret bound of Theorem [I1|shows that A, B, C' and D are all O(1) while p = 0.
Set €, = € and €, = 1(¢€). The result immediately follows. O

Lemma 8. Suppose i : R — R is a convex function that achieves its minimum at 0. Let h > 0 and
v > 0 be given and define the norm |(z,y)| = h®z? + v*y* and the distance function S(&,7) =

infys ) [ (2,9) = (2,9)]. Forany (Z,7), let (6%,6Y) be an arbitrary subgradient of S at (,7).
Then, 6Y < 0.

Proof. Throughout this proof, we will assume & > 0. The proof is completely symmetric in the sign
of z.

First, we dispense with the case in which there is no projection: suppose § > ¢ (Z). Then we must
have § = y and & = = and S(Z, §) = 0. Further, for any g > ¢, S(&,¢) = 0. However, if 6, > 0, then
by definition of subgradient, we must have 0 = S(&,7) > S(Z,§) + 0, (¥ — ) > 0, which cannot be.
Therefore 6, < 0. So, it remains to consider the case § < ¥(&).

Define (z,y) = argmin, ., [(z,y) — (£,9)|. Further, by [16, Theorem 4], we have:
h*(@ - ) (G -y)
VIR =2)2+ 525~ y)? V2 (x = 2)2 +42(j - y)?

Therefore, it suffices to show that ¢ < y.

(05",8") (

To start, consider the case 1(0) > 4. Then, we have § < ¢(0) < 9(x) < y as desired. So, in the
following we consider the remaining case ¥(0) < § < ¥(Z).
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Algorithm 2 Algorithm for Protocol 2| (REG)

Input: Initial online learning algorithm BASE for Procotol ] with domain R taking initialization
parameter eg,sg. Non-negative convex function . Parameters v > 0, €, > 0 and €y > 0
Initialize two copies of BASE: BASE,, with egasg = €, and BASE,, with eg,sg = €y
fort=1...7T do
Receive hy > hy—1 € R
Send 3h; to BASE, as the ¢tth magnitude hint.
Send 3 to BASE,, as the ¢th magnitude hint.
Get Z; € R from BASE,
Get §; € R from BASE,,.

2 2
2 _ g9 a_
¥ ¢ = AR

Define the norm | (z,)|? = h2x? + v%y?, with dual norm | (g, a)

Define S;(2,9) = infysy (o) [ (2, y) = (2,9) -
Compute x¢, Yy = argmin, .,y |2, y¢) = (2,9) |+
Receive feedback g; € [—hy, hi], as € [0,7], such that a; = 0 unless |g;| = hy.
Compute (67,67) = ¢+, V.Se (2, 9¢)
Send g; + 67 to BASE, as tth feedback.
Send a; + 0} to BASE, as tth feedback.
end for

Observe that since 1) is convex, it must be continuous. Therefore, by intermediate value theorem
there must be some & > 0 with ¢»(Z) = §. Further, we have (%) = § < (&), so that Z < Z.

Now, by convexity, if 2 > &, we must ¥ (x) > (&) because ¢ must be non-decreasing for positive x
since it achieves its minimum at 0. Therefore, y > ¥(z) > ¢/(Z) = ¢ and so we are done. So, let us
suppose < .

Further, suppose that > 4. Then, observe that:

(& - 2)* + 7 (max(y, ¥(2)) - §)* <h*(z - 2)* +7*(y - 9)°,
so that the point (Z, max(y, 1)(Z))) would contradict the optimality of (z,y). Thus, it also cannot
be that §j > y and so we are done. O

Lemma 9. Let h > 0 and v > 0 be given and define the norm |(z,y)| = h*x? + v*y* with
corresponding dual norm | - ||.. Let (g, a) be any point satisfying |g| < h, a € [0,7], and a = 0 unless
lg| = h. Let (6%, 6Y) be any points satisfying |(6%,0Y) |« = ||(g,a)|«. Then,

157 < 1g1V/2,
69| < V2.

Proof. The dual norm | - |, is |(g,a)|« = Z—z + fy—i So, we have:
0% 2 5Y 2 2 2

u + ( ) = gf + af < 2
2 ~2 h2 A2

This immediately implies [§¥| < y/2. We also have

2 2
(67)? <g?+ 18

Now, since a = 0 unless g2 = h2, this yields either |0%| < |g| if |g| < h or [67| < \/¢% + h2a2[72 = h\/2

if |g| = h, so either way |67 < |g[v/2. O
Theorem 10. Let A, B,CD, e >0, and p > 1, be given. Suppose that for any sequence z1, ..., 2T
and magnitude hints my < --- < mr satisfying |z¢| < my, BASE outputs w1, ..., wr and guarantees
regret:

I Dlu|ZP Dlu|Z?

Z ze(wy —u) < eBASECm2TpZ1/2_p + A|u|\J Z log (e + 2") + Blulhr log (e + 2|7|

D P
t=1 " €BASE M1 €BASE
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for any u € R, where Z = m? + 23;1 22,

Let €, €y, and vy be given non-negative inputs to Algorithm@ Then, for any T, with V,; = h2T + Zthl g?
and S, = v+~ Zthl at, Algorithm ’s output sequence %1, ..., guarantees:

T
;gt(it —3) +ar(V(E) - () <

Dz * Vp Dm Ty 1%

CwEthTqul/Q_p + Azl | Vglog (6 + |$2|pq) + Bz, |log (e + |2|p")
€zhy exh]
D. * SP D L)SP
+Cpepy? PSP 4 Ayip(x,)\| Salog e+ wga + Byih(x.) log [ e + wQ)a ’
w7 €pyP
for any x, € R, where the constants in the above expression are given by:
A, =34,
B, =3B,
C, =3C,
D,=D,

1
Ap =5+ 144A%
By = 144A% + 24B,

Cy =3C | (144A4% + 24B) log (e + 120D (1152pA* + 48pb)P)

1-2p

1 —4p) T
L1 @p+1)2-dp)r ’

2 2

Dy = 4D [1152A%p + 48pB]" .
Proof. First, observe that since (z¢,y:) is the result of a projection to the domain y > v (), it must
hold that y; > v (x;) for all ¢. Thus, since a; > 0 and 1) is non-negative, we have for any x,:

ge(w — 22 ) + ar(P(x) = P(24)) < ge(p — 24) + ap(ys — 4).

Therefore, it suffices to bound Y1, g;(x; — 2, ) + a;(y: — =), which we will now accomplish.

By [16, Theorem 3], we have for any z, € R

T T T
;gt(l't — @) +ai(yr —(2.)) < ;(gt +07) (& - 24) +;(at +07) (G = P(.)),

and also | (67,67)|lt,» = [[(g¢,at)|t« by [16, Proposition 1]. Therefore, by Lemma@ we have

|g¢ + 67| < 3|g¢| < 3hy. Defining V, = hZ + 3;_; (g: + 67)2, and by the guarantee of BASE, we have
for any x,:

T
;(gt +07) (& - 2)

T 1/2—[)
< C(3hr)?? [9h§ + 3 (g + 5;)2] €
t=1

T Dlz.|[9h% + T2 (g: + 5?)2]1)
Ale. |y | | 993 0F)* |1 <
+Alz |\l [ T“‘t;(gt“‘ 7) ] 0g(e+ (3h1)2Pe,

Dlz,|[9h2 + 3L (g, + 62)2
+3BhT|JI*|log(e+ .| [90F + Ti_1 (9¢ + 67)°]

(3h1)p6x
D * Vp D X x VP
<3Ch2PVIEPe, 4 3A|z, |\ | V,log| e+ Dl Vi) 3Bhy|z.|log| e+ Dle.lvy
e . h2Pe, hPe,

10168 https://doi.org/10.52202/079017-0326



Next, observe that by Lemma@], la + 6| < 3. We also have for any z, € R:
T

T 1 1 T
;(at +07) (G P (xs)) = 2 Y (a+07)(ye — 20(.)) + 5;(% +07 )yt

t;l 1 T T
;(at 07 (g = 20(x2)) + 5 Do(ae+67) (e = 2y.) +ye Y (ar +67)

t=1 t=1

Now, define V, = 7% + Y1, (as + 6¢)%. By the guarantee of BASE applied twice, we have that for
any x, € R (¢)(x,) > 0 below represents the comparator for the regret of BASE):

T
;(at +07) (e = ¥ (2.))

DO | —

T 1/2-p
<C(37)% [972 + > (ap+ 6}5’)2] €
=1

)10g (6 + 2Dy (.) [972 + Ty (ar + 5%’)2]1))

t=1 32Py2Pey

7 T
+ Az/)(x*)\l (Q'y2 + Z(at +67)?

2D (x.) [97% + £ (as + 67 )2]p)

+3yBy(z,) log (e + Sy,

T
+ Ay*\l (972 + > (ag+6})?

t=1

2Dy, [992 + %1 (ar + 63)2]10
log|e+ -
321),}/2;)611}

2Dy, [972 + 3T (ar + 6Y)2]
+373|y*|log(e+ 4 [FY o1 (a +07) ]

32p»)/2p€w

T
+ Yx Z(at + (Sf)

t=1

2D VP 2D Ve
< SC’YQPVal/Q_pEw + 3A¢(ZE*)\' Va lOg (6 + 1#2(:)) + 3Bw(x*) 1og (6 + w2(;(;)a)
€ o 6"/’
2Dy, VP 2Dy, VP
+3Ay.\| Valog (8 + y) +3vBy. log (e + 2y<1)
Ew y Pgdj

T
+ Y Z(at+§f)

t=1

P
< Snyszal/z—pew +3A(Y (s ) + y*)\‘ V, log (e N 2D(1/1(x2*p) +y, )V )
)
P
+ 3B(¢($*) + y*) IOg (e + Wl)
Y Pey

T
+ Y Z(atﬁ-(;f)

t=1

Now, we observe:

- Y 1 L Y 2 2 17 AV
Z(at+6t):?2[(at+5t +y) =7 ]—?Z(atﬂst) )
t=1 Y t=1 Y =1
1 & v 1
:g;[(at+5f+’y)2—’y2]+§—%‘/ﬂ.

Next, we bound (a; + 87 +7)% — v
(as + 67 +7)? =y =ai + (8Y)% + 2a;0Y + 2vay + 2v6?,
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using 87 < 0 (from Lemma|) amd 67| < vv/2 < 27 (from Lemmal9):
<ai +2a:6¢ + 2yay

using 0 < a¢ <:
< 3vag,

so that we have (recalling that S, = 72 + Zg;l ag:

3Ys
2y

T
e Y (ar+07) <=Ly, + g,
t=1 2y
So, overall we have:
T

> (ar+6¢) (e - ¥(.))

t=1

P
<307V Pe, 4 3A(0(2,) + y*)\j V, log (e y 2P0W(z.) +y.)Va )

VPey
2D (x, ) VP . .

+3B(¢(x.) +y.)log 6+M LYy g
V?Pey 2y 2y

Since the above holds for any y. > 0, we may write:

T
;(at + 69 (90 - b(x))

< inf sup
Yx Ve

D((x.) +y*)Vap)

2
302V ey + 3A(Y(2,) + y*)\l Va log (e + o
T ey

p

+3B «) Fye) L +
(V) ey tog e ZPUEIE) ey 2

Now, applying Lemma [20]to bound the minimax expression above, we have:

4DY(x.)SE

P
— 5 [11524%p + 48pB] )
e

I 1
Z(at +07)(Ge —P(z4)) < (5 + 144A2) w(x*)\J S, log (e +
t=1

4DvY(x,)SP

1152A4%p + 48pB"
€yyP [ P ])

+ v (z,)(144A% + 24B) log (e +

1-2p
1 (2p+1)(2—dp) T
+3Cv2p51/2_pe¢[(144/12+24B)log(e+12CD(1152pA2+48pb)p)+2+( P+ )(2 p) ]

So, overall we achieve:

T
ggt(ﬂﬂt —z2) +ar(ye — ()

B D|z. |V} Diz.|Vy
< 3Ch2TpVg1/2 Pe, + 3A|x*|\ V, log (e 4 }|12”|g) +3Bhrl|x.|log (e + th

1 €z 1 €z

4DY(x,)Sh
€,

»YP

+ (% + 144142)1/}(5(}*)\ S, log (e + [1152A2p + 48pB]p)

iy
+y(x.) (14442 + 24B) log (e y AD¥(z.) S8
€y

o [11524%p + 48pB]p)

1-2p
1 (2p+1)(2-4dp)Toor
+3C72p51/2pe¢[(144A2+24B)log(e+12CD(1152pA2+48pb)p)+2+( P )(2 p)””l.
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So, with:

Ay, =34,
By =3B,
C; =3C,
D, =D,

1
Ay =5+ 144A%
By = 144A% + 24B,

C, =3C

1-2p
(14442 + 24B) log (e + 120 D(1152p A2 + 48pb)P) + % A 1)(22_ Ap) T ] ,
Dy = 4D [11524%p + 48pB]”,

we have

;gt(xt —z.) +ar(ye — Y(x4))

_ D,z |VE D.|x.|VP
<Coe h?PVI2P 4 Atz I\ |V, 10 (6+H)+Bmx* lo (e+g ,
VI Ay Volog e+ 5T ) Bule g e+ =
D . )SE
+C¢eq/,72p53/2_p+-f4w¢(93*) S, log (6+¢¢(Iz))
€4YP
Dy (x.)Sh
+wa(x*)log(e+ew’y2p .

from which the conclusion follows.

E A Parameter-Free Algorithm With Optimal Log Factors for Protocol 4]

In this section we quote an algorithm that obtains a performance guarantee suitable for use as BASE
in Theorem [T0] We emphasize that the development in this section is only a very mild improvement
(affecting only logarithmic factors) on previous work: our key contribution is how to use this algorithm
to obtain better adaptivity to unknown Lipschitz constants.

In fact, algorithms satisfying the requirements of Theorem[I0]up to logarithmic factors have been
described by several previous authors: see [18| |21} |23] 26]. Here, we provide a slightly improved
analysis of the algorithm of [21] which achieves tighter (and in fact optimal) logarithmic terms.

’

Theorem 11. Suppose g1, ..., gr is any sequence of real numbers and O < hy < --- < hp is another
sequence of real numbers satisfying |g:| < hy. Then, if p = 1/2, Algorithmguarantees for all u

T lul\/3 + X1y g7/h3log” (3+ X1, g7 /h3)
log +1
€

T
Z ge(wy —u) < 8hre+ 6lul (h% + Z g?
=1 =1

lu\/3 + £ g2/h2log? (3+ i g7 /h?) o1
€

+ 6lu|hr log

)
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Algorithm 3 1-Dimensional Learner for Protocol 4| (BASE)

Input: ¢>0,pe[0,1/2]
Initialize hg =0,k =3
if p = 1/2 then
Define constant ¢ = 3
else
Define constant ¢ = 1
end if
fort=1...T do
Receive hy > hy—1 € R
Define V; = h? + ¥./2 %gf
if p = 1/2 then

Set oy = / 2712 1002 2/p2
c+2L 1g /h log (P+ZZ 19; /h )

else
Define Q¢ = W
end if
(£t 90)? 2kV
L e if Z < t
Define ©; = |Z4k2;/f| " [Zi gl|
k}it h; 0therw1se

Output w; = —sign (Zf;l gz) oy (exp(0) - 1)
Receive g; with |g;| < hy.
end for

while if p < 1/2 Algorithm|3| guarantees instead:

4h2p (Zt 19 t)1/2 ?
1-2p

T 2
+6|ul (h2T+th2)log(|u|(l+Ztlgt/h) +1)

t=1 €

T
Z gt (U)t - U) <
t=1

1+ h?
+6|u|hT10g(u( Ztlgt/ ) +1).

€

Notice that the term log? (3 +Yr g2/ h2) <log?(3+T), and so we upper bound this term with a

constant for the purposes of use in Theorem Further, the term Zt 192 /h? < Zt 1 92/h3, and so
the logarithmic terms always fit into the framework of Theorem [I0}

Proof. Observe that Algorithm 3|is an instance of FTRL with regularizer:

[l
Ye(w) = k[ min |:log(x/at+1) +nV,
0 n<l/hy n

That is,

-1
wt = argmln a1 (w) + Z giw
i=1
In the “centered mirror descent” framework of [21]] (their Algorithm 1), this corresponds to setting
@(w) = 0. Further, [21] provides an analysis of this update for the particular family of regularizer
functions 1, we consider above in their Theorem 6. Although formally speaking, their Theorem
6 specifies a particular equation for oy, inspection of the proof shows that most of their argument
applies so long as « is non-increasing. We reproduce this verification in Lemma[I2] which yields:

200

th(wt—u) <¢r(u) + Z Vt'
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Next, define A1 = 0 and g1 = 0 in order to define a1 and ¥p,1 > ¥p. So, we can replace
Y (u) with .1 (u) in the above expression. Next, to bound 7.1 (u), we observe that:

|ul 1 1
¢T+1(u) = k./()‘ min [()g(JC/O;]M +77VT+1:| dx,

n<l/hria

1 1
< klu| min —og(u/aT+1 +1)
N<1/hryy

+ "7VT+1:| .

Now, notice that if the minimizing 7 of min, <y /p,.,, [log(“/a%ﬂ) + nVT+1] occurs on the bound-

ary 1 = 1/hr,1, then it must be that M > nVr41, since log(u/arn+l) 4o decreasing
IOg(“’/(:’T-H +1) UVT+1] <

2hrlog(u/ars: + 1). Alternatively, when the minimizing 7 is not on the boundary we have
[log(u/aT+1+1)
n

in n and nVr, is increasing in 7. Thus in this case min,</p,.,, [

ming<i/n,.,, + nVT+1] = 2\/VT+1 log(u/ars1 +1). So, in general we have:

Yri(u) < 2k|u|\/VT+1 log(|ul/ar+1 + 1) + 2k|u|hr log(|u|/ars1 + 1).

So far this analysis is identical to that of [21]], and has been agnostic to the value of o, so long as «;
is non-increasing. Now, however, we come to the place at which we diverge in analysis: our choice

of oy is slightly larger and so results in better logarithmic factors in ¢. The trade-off is that we need

2
to provide a fresh analysis of Zthl 2at‘ft to show that this term is still controlled. We accomplish this
t

in Lemma[21] (for p = 1/2) and Lemma 22| (for p < 1/2). For p = 1/2, we then obtain:

T T up\/3+3L, g2/h21log® (3+ XL, ¢2/h2
th(wt—u)s8hT6+2k|u| (h2T+th2)log [ =1 9¢/hilog ( =1 9¢/ t) +1
t=1 i-1 €

luf\/3+ X, g2 /h3 log® (3 + T/, g7/h?) 1
€

+ 2k|u|hr log

while for p < 1/2 we obtain:

~

1/2-p
4hZPe(SE g?)
1-2p

T 1+37 g2/n2)"
+ 2k|u (h%Jrzgf)log(M( Zt*lgt/t) +1)
=1

gt(wt —U) <
t=1

€

ul (1+ 35 g2/n2)°
+2k|u|hT10g(| |( Ze1 9/ t) +1].

€

The conclusion now follows by substituting in & = 3. [

The following technical Lemma is lifted almost entirely from [21]]. Unfortunately, this result was not
explicitly declared as a separate Lemma in the prior literature and is instead merely a subset of the
proof of a larger Theorem (specifically, Theorem 6 of [21]]). So, we include the argument here for
completeness. The steps are nearly identical to the prior literature, with only very mild improvement
to some constants.

Lemma 12. Let g1,...,g7 be an arbitrary sequence of scalars. Suppose O < hy < --- < hp is
non-decreasing sequence with |g.| < hy for all t, and let oy > -+ > a, be a non-increasing sequence.
Let k> 3. Set V; = h} + Y121 ¢? and define

|w] 1 1
djt(w) = k / mln [ Og(’l’/at + ) + 7]‘/)5 dl’
0 n<l/hy n

-1
wy = argmin i (w) + Z giw.

w i=1
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Then for all u € R:

;Ph(wt —u) <Yr(u) +;

2049
7

7

2
t

Proof. Define ¢, = 1y and let Dy (a|b) indicate the Bregman divergence D (alb) = f(a)- f(b)-
f'(b)(a—-0b). Define Ay(w) = Dy,,, (w|wy). Then, by [21] Lemma 1, we have:

T T
Z gt(wt - u) < ¢T(u) + Z gt(wt - wt+1) = Dy, (wt+1|wt) - At(wt+1)

t=1
So, it suffices to establish that:

gt (wt - wt+1) - Ddzt (wt+1|wt) - At(wt+1)

t=1

<

2049y

-V

a7

Following the notation and argument of [21]], define F}(w) = log(w/ay + 1) and

\I/t(l‘) =k

Ft(.’I])

n

min
0 n<l/he

|

+77Vt] dx

Then we have 1 (w) = U;(||w]) and elementary calculation yields:

vi(x)

v (@)

v (x)

[ 2k\ViFi(z) it he/Fi(2) < VW,
i khtFt(z)+kT‘? otherwise
VA /SN
=] (ra)VFi() if hin/Fi(x) < VV;
xkfr; otherwise
t
(x_+k0iltt)2 otherwise

Therefore, Uy (z) > 0, Uj(x) 20, ¥ (x) 2 0 and ¥}’ (z) < 0. Further, if we define z¢ = a;(e — 1),

then for any > xo we have \/F; (1) > ——

V' (x)
\117'5’(33)2

|
|

<
using k > 3:

<

NN

Now, if we define Z;(z) = [ min(

min Ft(m),l
V. Vi h

and:

VFi(x)

3V Fi(x)
PV
khy

if hir/Fy(z) <V
otherwise

E)
Vi
Ui'(x) 1

T 2
¢ ()

Zi(x)

, h%) dz, then we have

+2 Ft(l‘)) ifht\/Ft($ S\/Vt

otherwise

Clearly Z; is convex, 1/h; Lipschitz, and achieves its minimum value of 0 at 0. Therefore, by [21]

Lemma 2, we have:

ge(wy = wi1) = Dy, (wear [we) = Ze(lweaa ) g7 <

10174

297

\I/"(Io),

<29t2(x0+at)
TRV

B 29?0@6

KV

< 293%

AT
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So, now if we could show that A;(w) > Z;(|w|)g?, this would establish . In turn, since
Ap(w) = U1 (Jw|) = Ui (|w)]), it suffices to establish:

Vo (2) - Vi) 2 Z'(0)g = oF mm( v Fé) ’ hl)

To this end, we compute:

W,y (2) - W(x) =k min [W vt+1]—kmln [Ft(“’)mvt],

n<l/hes1 n n<l/hy n
F;
>k min [Hl(l) 77‘/}+1] —k min [ H(7) + nvt].
n<1/hy n n<ijhe| M

Next, let us define 6, = h?,; — h? so that Vi1 = V; + &, + g7. Then we have Ft“(x) + Vi >

min, [%(w) +n V] +1(0m + g7). Armed with this calculation, we proceed:

[ [F, 1] F, F
U, (x) = U(x) > k(5 + g7 ) min 01 (@) ,— | +k min Fin(@) +nV;| -k min () +
Vier Iy n<1/hy n n<ifhg | M

now, since o > 41, we have Fy,1 > F} so that:

. [Fea(z) 1 ]
> k(0 + ¢2) min i+l ,—
( 9;) Vi ht_

Next, observe that

d om+g; 02 +2Vi+gf 50
Ao V40 + 2 2(Vit b +g7)32 =
Therefore
Sm+9;  Om+gP
VVed  \Vi+0m+g2
L _ 0 7
VVi+ g7
> gt Vi
+gt
h2
h2+gt2’
_\/Q_Vt'

This implies that

So, altogether we have:

as desired. O
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F Fully Unconstrained Learning via Regularization
In this section, we provide a formal description of how to achieve a fully unconstrained bound via
application of some peculiar regularization terms, as sketched in Section[3.2]

The goal is to ensure regret given by (@), restated below:

3 =)+ an(0) - 6(0) < Ol | 1+ 352 + vl 22+ Rt |

In Section[H] we will see how to obtain the bound (@) via a general technique for obtaining constrained
“full-matrix” regret bounds (which is of independent interest). However, this approach comes with a
mild computational overhead. To counteract this, in Section [E| we provide an alternative approach
that has the same computational complexity as gradient descent, but achieves the slightly weaker
bound:

T
;gt(wt—u)+at(¢(wt)—w(u>)sO Jul h2+29t+w(u)\‘ ar (18)

Fortunately, (I8) will also be sufficient for our purposes.

Armed with an algorithm that achieves (8], we are ready to describe our approach for fully uncon-
strained learning.

Corollary 13. There exists an online learning algorithm that requires O(d) space and takes O(d)
time per update, takes as input scalar values v, hy, and € and ensures that for any sequence
g1, 92, € R, the outputs wy, w1, -- ¢ RY satisfy for all w, and T':

€ V+|w*|\lVlog e+H |)+|w*|Glog(e+|w*|)
€
2 G G? G 2 Jw. | G
+e7y 10g(e+log(e+—))+—log(e+—)+'yw*log e+7log(e+—) .
hi ol hy €2 hy

where G = hy +max; |g;| and V = G* + ¥, | g: ]2

T
> (g, we —w.) <O
t=1

Proof. Apply Algorithm [5] with ¢ = 1, and REG set to Algorithm [2] using Algorithm 3] with p = 0
as BASE. The result in 1 dimension then follows from Theorem [16/and Corollary [6| Then by the
reduction from d-dimensional online learning to 1-dimensional online learning ([[16]] Theorem 2), the
result in high dimensions also follows. O

Theorem 1. There exists an online learning algorithm that requires O(d) space and takes O(d) time
per update, takes as input scalar values ~y, h1, and € and ensures that for any sequence g1, ga, - ¢ R%,
the outputs wy,wy,--- ¢ R satisfy for all w, and T

, [w. V'V log (T))

16
. 1 T
+|w*|Glog(e+|w ”Vl‘jog( )) o, |210g(e+| i 1og( hG))]
1€ 1

where G = max(hl,maxtE[T] lgel) and V = G* + ZtT=1 lge]®.

T G2
Z g, wr —we) <O |eG+e 7+—log(e+— +Hw*H Vlog
Y

t=

Proof. Apply Algorithmwith g = 1, and REG set to Algorithm [2using Algorithm |3|with p = 1/2
as BASE. The result in 1 dimension then follows from Theorem [16|and Corollary |6} Then by the
reduction from d-dimensional online learning to 1-dimensional online learning ([[16]] Theorem 2), the
result in high dimensions also follows. O
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Algorithm 4 Fully Unconstrained Learning in One Dimension

Input: Regularized learning algorithm REG with domain R. Parameter v > 0, hy > 0.
Initialize REG with parameters € and .
fort=1...T do

Send h; to REG as the {th magnitude hint.

Get w; from REG.

Play wy, see feedback g;.

Set h¢v1 = max(he, |ge])-

Set g¢ = clip_y, 1,19t

(ht+1=he)[his1

VAR (hova—hi) R

Send g, a;, to REG as tth loss and regularization coefficient.
end for

Set ay =

Theorem 14. There exists an online learning algorithm that requires O(d) space and takes O(d)
time per update, takes as input scalar values vy, h1, and € and a symmetric convex function v and
ensures that for any sequence g, gz, --- ¢ R%, the outputs w,wy,--- ¢ R? satisfy for all w, and T

2
eG + ||w*||\J Vlog |w*||\/_10g (T)) lws |\/h71160g (T))

+1/)(6)'y+’y1/1(||w*|)10g(6+ (1)( )|) g(e+hl))+wlog(1+log(i))¢*(j[1+log(}i)])]»

where *(0) = sup,, 6w — ¥(w) is the Fenchel conjugate of v, G = max(hy, max; ||g;|) and
V=G + S gl

T
Y {ge,we —w,) < |w *|G10g(e+
t=1

Proof. Apply Algorithm with REG set to Algorithm [2|using Algorithm [3| with p = 1/2 as BASE.
The result in 1 dimension then follows from Theorem [16|and Corollary |6} Then by the reduction
from d-dimensional online learning to 1-dimensional online learning ([[16]] Theorem 2), the result in
high dimensions also follows. O

Theorem 15. Suppose v is a symmetric convex function. Suppose that so long as hy > |Gy,
ensures for some A, B,C, D p,e:

Z:é wy = w, ) + ar(P(wi) = P(w.))

h2P

Dlz, |VF
< CehZP VPP 4 Op(e)y*P Sol* 7P + A|w*|\j V, log (e + |“7|6V9)
1

+ Bhr|w,|log (e +

v s+ 220

D|w*|Vgp)
h?pe

2P (e)
D¢(w*) P
v2Pep(e) o ] 7

where Vy = h2. + Zg;l G2 and Sy =+~ ZZ;I at. Then Algorithmensures:

+vyBy(w,)log [e +

S, <+ log(1+m1n[log(2 ) T])7
1

T
2+ g7
t=1
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and:

™M=

2py,1/2— 2p ol1/2- Djw.|Vy
gi(wi —w,) < Ceh P V=P + Ch(e)y™P S,/ =P + Alw. |y | Vylog e+hT
e

~+
I
—

+ Bhr|w,|log (e +

+Aw(w*)\‘ S, 1og e+ w(w*)SP]

D|w*Vgp)

2p
hi'e

2Py (e)
+'wa(w*)log|:e ;ﬁz(/)()) p]

+ hylu] + ¥(we)S,

o (1 it (1), 7)) o (22 [ o (22)])

‘,L_‘l+q

In the special case that Y(x) = T Wwe can replace the final term

~log (1 + min [log (%) 7T]) v (hT [1 + log (Z—?)D in the above expression by:

1+ dog ()]
(1+1/g)y"/

Proof. We have:

Z (wy —u)

t=1

T
Z (i —u) + ag (P (we) = P(w)) + arp(u) + (g¢ = Ge ) (Wi — u) = agp(wy),

IN

(u) t;at + M; l9e — Ge| + ;gt(wt —u) +a (P (we) —p(u)),

T
+ Z |9t — Gellwe| = agtp(wy)
t=1
Observing that |g; — §¢| = her1 — he:
T T T
= 7//(11:) Z ay + |U| Z[ht+1 - ht Z(ht+1 - ht |wt| - atl//(wt) Z gt(wt - ) + at(ﬁ’(wt) %/J(U))
t=1 t=1 =1

Next, we will bound the terms Y7, a;1(w) and |u| X [|g¢|~ Pt ]+.. Moreover, by = hy_q+[|ge|-he ]+
so that |u| L, |9¢ — G¢ < Julhr.

Further, notice that for any sg, s1, ..., ST, Zle log (Zfi’ﬁs) <log(sr/s0), so that:

Zat <’ylog(1+ Z ht;; ht)
t=1 t+1

Notice that [|g¢| — h¢]+/hes1 < 1, so we also have:

T _
Z LH fu < min [log (}}LL—T) ,T]

t=1 ht+1 1
so that overall:

T
Sa :’yQ+’yZat §72+7210g(1+min[10g(2l),T])

t=1 1
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Next, we bound the terms (h¢41 — he)|wi| — arip(wy). Let * (w) be the Fenchel conjugate of

Recall that 1) is symmetric so that ¢(w;) = 1»(Jw,|). This also implies that 1)* is symmetric and is
minimized at zero. Thus:

(hts1 = he)we| = agp(wy) = (i1 = he)|we| = agp(lwy),
:atw*(hlm—ht)7

Qg

:at'l/)* (ht+1 [ i i+1 — : ])

t
St =l - awin) < S (22 [ 1 33 2= ),
=1 i+
S;aﬂ/} ( [ (
T

),
S I e (e )|

, we have ¢* (h) = 5 +1// so that we can improve the logarithmic

So, in general we have:

IA

In the special case that v)(w) = Iw‘
factors and simplify the calculatlon

141 1+1/q
’l/J* h 1 Zt: hiv1—h; atht:l/q [1 + Zz 1 1+11+1h ]
+ =
“ ! =1 hin (1+1/q)y'+1a ’

1/q
R
B (1+1/g)yMa 7

1/q
B (hes1 - ht)hiﬁ [1 + Zl 1 H71+1h ]
- (1+1/q)y/a ’
1/q

)]
B (1+1/g)y

1/
11+ 10g (5]

(1+1/g)yMa

T
Z(htﬂ = hy)|wy] — agp(wy) <
t=1

Finally, it is clear that |§;| < h; so the summation Y7, g, (w; — u) + a; (¢ (w;) — 1(u)) is controlled
by the regret bound of REG:

T D . Vp
Z ge(wy —u) + ag(W(we) —(u)) < C’ehZTpVgl/Z_p + Cw(e)72p53/2_p + A|x*|\l Vylogle+ &
t=1

h?pe
Dz, |V}
+ Bhy|z.|logle+ ——=

hfpe
+ Aw(x*)\j S, log e+ %fq(;(;; Sg:|
+vyBy(x,) log [e+ Qfl(b( ; ]
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Algorithm 5 Fully Unconstrained Learning

Input: Symmetric convex function ¢ : R - R with 0 = ¢(0). Scalars € > 0, hy, v > 0,
pe[0,1/2].
Let REG be an instance of Algorithm [6|with input ¢, v, p, €, = € and €y, = 9h(e).
Set vector w{irection =
Send h; to REG as the first magnitude hint.
fort=1...T do
/I Apply reduction to 1-dimensional learning from [16] using adaptive gradient descent as
“direction learner”.
Letw m“gmt“de € R be the tth output of REG.

Set Wy = wmagnztude . *dzrectwn
t

Play wy, see feedback gt

Set w0 *dzrectwn >direction _ gt

=11, w4 — |
o<t [ NSEIE

/ Com dpute feedback for “magnitude learner”

Set gt gt ’ dt >

/I Apply our new fully unconstrained magnitude learner.

Set hyy1 = max(hy, |gtd|)

Set g¢ = clip_y, p, ]gt
(hes1—hi)/hes
Set at = Y15t (r-hofhin
Send g;, a; to REG as tth loss and regularization coefficient.
Send A4 to REG as the ¢ + 1st magnitude hint.
end for

Finally, we also have:

Vy = h2 +th,

< h2T + thz
t=1

F.1 Full Statement of Main Result in High Dimensions

Throughout this paper, we have considered the special case that YW = R. This suffices due to the
reductions of [16] as discussed in Section [C} However, here we provide a more complete theorem and
algorithm for the case W = R¢. The pseudocode is provided in Algorlthm and the regret bound is
stated in Theorem [16] Note that the regret bound follows essentially 1mmed1ately from Theorem|[I5]

Theorem 16. There exists universal constants A, B, C, such that Algorithm[3| guarantees for all T':

T _ B w, Vp
tZl<gt,wt —w,) < CehFVIIPP + Cap(e)y*PSH*P + Al w. \‘ V, log (e+ ” hZ‘lEg )
= 1
+ Bhr|w.|log| e+ - IV
T8 h2pe
Pwl) op
+A1/J(|w*|)\JS log e+ 2%)(6)5
Y(w.])
+ By (|ws ) log [e+ SP
| S

+ hrlu| + ¢ (Jws ) Sa

o (1 o (1) ]+ (2 [1 108 (2
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where

S, <y ++7 log(l + min [log(];'L—T) ,T])
1

T
Vy < h%-ﬁ- Zg?
t=1

‘m‘l+q

In the special case that Y(x) = 17> we can replace the final term

~log (1 + min [log (%) 7T]) v (hT [1 + log (Z—?)D in the above expression by:
h?l/q [1 +log (%)]1/(1
(L+1/g)y/a

Proof. Algorithm5]is applying the dimension-free-to-one-dimension reduction provided by Theorem
2 of [16]]. So overall the reduction tells us that the regret is bounded by
T

Do{geywe —w.) < Yo (g w9 — ) + Jwa | Y (ge wi TN —w. [ |w. )
t=1 t=1 t=1

In this case, the “direction” learner’s iterates w*"“*"°" are generated by standard adaptive gradient

descent [13], which guarantees the regret bound: Y1, (gs, w et —w, [|w.||) < 24/2 X%, | 9¢)|%.

For the first sum 7., (gi?, w{™ 9™ _ |4y, ||}, notice that w is simply an application of
Algorithm @] using an instance of Algorithm 6] The first sum is bounded by application of Theorem[I5]

noticing that |g/?| < |g¢||. So, putting the two bounds together we have the stated result. O

magnitude

G Technical Lemmas

Lemma 17. Let A, B, C, D, E be positive numbers and let e be the base of the natural logarithm.
Then:

2 2 C
sup Ay\/M log(e + DMC) + Blog(e + DM®) - EM < (é WLB)log(e+D(2CEu24 " ZZB) )
M

Proof. First, by Young inequality 2y < inf 2%/2)\ + Ay?/2, we have for all M:
M?E?  A?log*(e + DM?)
c
Mlog(e+ DM®) < ot fop
Then using the identity \/z +y </ + /¥
2

A
sup A\/M log(e + DMC) + Blog(e + DM®) - EM < sup (E + B) log(e + DM©) -
M M

EM
2

Now, from first order optimality conditions we are looking for a solution to:
(4 + B) DCMET g

e+ DMC 2
A2 E E
~_ +B|l|DCM® 1 =Zc+ =DMC"
E 22

. 2
Notice that for any M > 2%‘24 + % we have:

2
(A n B) CD< E
E 2
2
A° +B|DOM ! < EDMC
E 2

2
A" B)pomet < B Epae
B 2¢% 5
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QCA + QC—B . Now, notice that (7 + B) log(e +

Therefore, the optimal value for M can be at most

DM is strictly increasing in M. Thus, our quantlty of interest is upper-bounded by substituting in

_ 2CA% | 2CB
M = =+t 55

into this increasing term:

2 2 c
sup A—+B log(e+DMC) EM < A—+B logle+ D 204 +QC—B
E E B2

E
O
Lemma 18. Let A, B < 1, C be positive numbers. Then:
BA\YO=B) 1B
B
= ()" (152)

Proof. We differentiate with respect to M:

ABMP ' =C

1/(B-1)
u-(5)
AB
1/(B-1)

So, plugging in this optimal M value we have: sup,, AMPB —CM = (BA) (§ - 1) [

Lemma 19. Let A, B, C, D, E, F, G < 1 be positive numbers and let e be the base of the natural
logarithm. Then:

supA\/Mlog(e+DM0)+Blog(e+DMc)+FMG-%
M
442 32042 8CB\°\ (4¢qF\""" 9 1-¢
<|\—=+B]|log|le+D + — + (7)
FE E2 E EG G

)1/(1—G>

When G = 0, the last term (4GGF

5C (i - 1) should be replaced with the limiting value F'.

G

Proof. Notice that

EM
sup Ay/M log (e + DMC) + Blog (e + DM) + FM€ - -
M
EM EM
< sup Ay/M log (e + DMC) +B10g(e+DMC) - +sup FMC - .
M M

};he result now follows from Lemmas and Alternatively, if G = 0, clearly sup,; F-M G_ %

O

Lemma 20. Let ), A, B, C, D, F, S, ~, and p < 1/2 be positive numbers with S > 72, and let e be
the base of the natural logarithm. Then:

infsup A(¢ + E)\| Vlog e+w‘/i’ +By(¢y+ E)logle+ (¢+ )Vp + Fy2Pyt2r _ EV E—S
E v P 27 2y

<(1/2+ 16A2)w\/5’10g (e + 2D$5 (128p A2y + 16pB)p)

+y¢ (164 +23)1og(e+ 5— (128p A%y + 16pB) )

1-2p
1 (2p+1)(2-4p) T
+((16A2+23)1og(e+2DF(128pA2+16pB)”)+2+(p+ )(2 P) )72PF51/2—P
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Proof. By Lemma[I9] we have:

EV
2y
D(¢ + ) (szmzA?(w +E)° 8y’ B(4+ E) )”)

sup A(¢ + E)\} Vlog (e + D(f;;E)Mp) + By(¢ + E) log (e + WMP) + Fy2Pyt2r _
\4

(447w + B)?
sS\——%—— ~2p E? E

7 7+B7(¢+E))log;(e+

2
A12P(1)2 - p)Fy?P \ % 2p + 1
(B[y)M e 1-2p

_ (me(ww))log(ewww)(

32pA2 (1) + E)? N 8pB(y + E) \"
E E

()

(2p+D)@-4p) = (T
K 2 (E1/2-P)

(x*)

Now, set:

2Dw ’Yl+2pF
E =max|min |, —— \/ (128PA2+1GPB)p)Ja ii3p
] % o

2

We will bound the above expression by first considering () and then (). Now, if E = ¢, we have:
(+) =7 (1642 + 2B) log (e + 2D% (128pA? + 16pB)")

recalling that S > ~?:

'y
<y (16A° + 2B)log (e + 2%‘9 (128pA? + 16pB)p)

Alternatively, if E = 22 \/log e + szSP (128pA2 + 16pB)p), then we have E + 1) < 2¢) and so:

2,12
(*)S(16A1/)’Y (19)

128pA24)? , 16pBy )p)
E

+ QB'yz/J) log (e + 2Dy ( oz 7

Before we bound this expression, let us consider just the value inside the logarithm:

VS

2,12
128pA7Y7 | 16pBY 128pA2w% +16pBY2
v y

B2 F

now, since S > v2:
< (128pA%y + 16pB)§2
v

So, putting this back in the previous expression:

2,12 P
128pf; WP N 16pB¢) ) < log (e 2Dy SP
E E ~2p

log (e+2D¢( (128pA?1) + 16pB)P )

from which we conclude:

(*) <16A21/)\/Slog e+ Vf (

128p A2 + 16pB)P)

2D
+ 2B~ log (e + ;p
Y P

(128p A%y + 16pB)p)
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Finally, let us consider the case E' = Tzf To handle this situation, we will work with two more
subcases: either £ < ornot. If F < w then E + 1) < 24). Therefore:

() < 164202 128pA%y? , 16pBy b
= E E2 E

+ 2371/1) log (e + 2Dy (

However, if E < 1, then it must be that E > X% \/log e + QDwSP (128pA2 + 16pB)p) Thus by the

exact same analysis following equation (I9), we again have

2DSP
2P

(%) < 16A21/)\/ Slog (e + (128pA24) + 16pB)P)

2Dy SP
+ 2B~ log (e + ;pp
gl

(128p A%y + 16pB)p)

So, for our final subcase we consider E = T E and also E > 1. Then E + ¢ < 2F, which yields:
S

(+) <vE(16A% + 2B) log (e + 2DE (128pA* + 16pB)")
Since S > ~?, E < F and so:
<yF(16A% +2B)log (e + 2DF (128pA? + 16pB)")

So, in all cases we have:

(%) < 16A21/)\/Slog (e + 2D12/}SP
v P

(128pA24) + 16pB)P)

+7¢ (16A4% + 2B) log (e + 222517(128]914% + 16pB)p)
+~yF(16A% + 2B) log (e + 2DF (128pA? + 16pB)")

Where the last term v F'(16 A% + 2B) log (e + 2DF (128pA + 16pB)") is only present if p # 1/2.

Notice that we must have E > Siifgp Therefore:

}?1+2p

Y=y < YPFSMEP
Etr
(rr) < 22 1)(22 D) o pgijaes
So, overall it holds that:
(%) + (%%) < 16A21/;\/Slog (e N Q%Sp (128pA2¢) + 16pB)p)
+7¢ (16A4% + 2B) log (e + Q%Sp (128pA?1) + 16pB)P)

+7F(16A% + 2B) log (e + 2DF (128pA* + 16pB)")

1-2p
_ 4p) Tr2p
+ (2p + 1)(22 4p) ,72st1/2—17

1+2pF

To conclude, let us bound g—f If £ # X%, then it must be that F <
S 2

\/log e + QDwSp (128pA2 + 16pB)p). Therefore:

<¢\/Sl

(128pA2 +16pB)”* )
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Alternatively, if £ = sz In this case:

ES 4 FS'2r

2y 2

So, combining all these facts, we have when p < 1/2:

infsup A(¢ + E)y| Vlog €+MMP + Bv(¢y + E)log 6+MMP + Fy2Pyt/2r _ g ES
E vy ohd ol 2y 2y

< i%f (*) + (>(->(-) + gf

2D SP
< 16A2w\/3 log (e + #f(lQSpA%ﬁ + 16pB)P)
Y
2D SP
V2P

+7¢ (16A4% + 2B) log (e +

+~vF(16A% + 2B) log (e + 2DF (128pA® + 16pB)")

(128pA?e) + 16pB)p)

(2P+1)(2 410)“2” Qstl/Qp

2pF 1/2 P
S \/Slog

grouping terms, and using v < y?P.S 1/2-p,

(128pA2 + 16pB)p)

<(1/2+ 16A2)w\/5’10g (e + 2D12/1p5’17
~y

(128p A2 + 16pB)P)

+ 7Y (16142 + QB) log (e +

P
22 Z’ps (128pA%¢ + 16pB)p)

1-2p
— T+2p
+ ((16A2 +2B)log (e +2DF (128pA% + 16pB)") + % NG A 1)(22 i) )72PF51/2‘p

O

Lemma 21. Suppose g1,---,9: and 0 < hy < hg < -+ < hy are such that |g;| < hy for all t. Define
Vi = ch? + g2,_,. Define a; = for some c > 3. Then:
\/ +21 1 92/h2 log (c+zl 1 g2/h2)

T 2
g
<= 4€hT

Proof. Let1 = 7y,...,7, <T be the set of indices such that A, , > 2h,, and h,, ,_1 < 2h.,, with
Tx+1 defined equal to T + 1 for convenience. Note that this implies h,,_, < th / 2°. Further, hr, <hr,
so overall we have forall ¢ h,,_, < hr /2¢. We will show that

Tiv1—1 O‘tgt
< 2e¢ h (20)
2 W
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Once established, this implies:

Fogt 75 o
P VAT R SVATA
k
<2 hg,
=1
k-1
=2€) hr,
=0
k-1
< 2€I’LT Z 27
=0
= 46hT

So, to establish (20), we observe that for any ¢ € [7;, 7,11 — 1] we have

t
Vix(c-Dhi+ Y g;

=

c—l
2 2 T1+1 1 Zg]

J=Ti

and also:
€

\/c—1+Zj — g]/h2log (c-1+%j,, gj/hz)
€

o <

<
- 2 (-1 t 21,2
\/ + Z] Ti g] Tz+1 1 log (CT + Zj:ﬂ gj hTi+1*1)

6hT7/+1 1

621 72'”1 1+2J =T; g] IOg (c 1+ZJ =T; g]/hﬂﬂ 1)

IN

Combining these yields:

thg? 6h7’i+1—lgt2
VVi (5502, + B, 07)1og” (5 + By, 63 /hr1)
—¢h gi /M3
- Tiv1—1
( +Z] =T; g]/h7'+1 1)log ( +ZJ 9 '/h‘l'nrl)
using ¢ > 3
g hTH—l
< 6h7’i+1—1 : ! 7 3
(1+Z] =T g] T+1 1)10g (1+Zj:‘rigj/h7'qj+1—1)
h?
< 2¢h,, 9i/ Tir1Zl

(1+ ﬁﬂg]/hTH1 1)log (1+Z§:Tig]2-/hﬂﬂ_1)

So, now if we define x5 = g§+n_1/hm1_1, then we have:

Tip1-1 Tir1—Ti "
>, <2hn s 32 s
=, SO+ Tyae)log? (1+ 20 2.)
And, by [[1] Lemma 4.13:
T”lz’” Ts . /Z:Sr” s dx
S o+ ze)log?(1+X5_xy) ~ Jo (1+xz)log*(1 +x)
4 RIHLT g
B log(1+) |,
<1
So, in the end we have ZT’“ L< 2¢h,, as desired. O

10186 https://doi.org/10.52202/079017-0326



Lemma 22. Suppose g1, ...,g; and 0 < hy < hy < -+ < hy are such that |gi| < hy for all t. Define

V; = ch? + g%,_,. Define a; = mfor some ¢ > 1and p € [0,1/2). Then:

2 1/2-p
I aug? QEhP(Zt 19 t)

> e <
t=1

Vi 1-2p

Proof. Similar to the proof of Lemma[21] we have:

t
Viz (c-1hi+ 3 g5

and also:

S ——————p
t ( 31%/’12)
ehfp

S [
(Z592)"

Combining these yields:

2
Oltgf,Q < Ethgt2
/V - ¢ 1/2+p
b (Z5a)

Further, by [[1]] Lemma 4.13 we have:
I 2 L9 dx
Z 1/2+p s ‘/0 xl/2+p
t=1 ( J 1 gj)
1/2-p
(Zligt)

1/2-p
from which the conclusion immediately follows. O

H Regularized Regret via Full-Matrix Bound With Constraints

In this section, we provide an alternative approach to solving the “epigraph-based regularized regret”
game specified by Protocol [3] Our approach actually involves a generic improvement to the class of
so-called “full-matrix” regret bounds, and so may be of independent interest.

Specifically, we will provide an algorithm for online learning with “magnitude hints” (Protocol @)
that ensures the regret bound:

T T
> {9, we —w.) <O 6hT+1+\J Z gt wi)? log(w.[T/e) |- o2y

t=1

This type of bound is sometimes called a “full-matrix” bound as the term inside the square root can
be expressed as w? Yw, where ¥ is the matrix of gradient outer products ¥ = ZtT:l g+g4 . Bounds of
this form have appeared before in the literature. For the case that WV is an entire vector space, [16,
18]] both provide full-matrix bounds. For the case in which W is not an entire vector space, [31]]
provides to our knowledge the only full-matrix bound. However, their algorithm suffers a suboptimal
logarithmic factor: the log(T") term appears outside rather than inside the square root. We provide a
method that fixes this issue.

However, before delving into the technical details of our approach let us explain how achieving a
full-matrix bound allows us to solve Protocol 3] The argument is nearly immediate: observe that in
the 2-d game, we would have w, — (w., ¥ (w.)) and g, ~ (g¢, a;). Then the bound (6) is immediate
from ZI). So, without further ado, let us provide our bound and analysis.
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H.1 Full Matrix Algorithm and Analysis

Assume that W c R? is a closed convex set that contains the origin within its interior. Further, let ®p,,
be a self-concordant barrier for YV with parameter p > 0. In this section, we present an algorithm that
achieves (21I)). The algorithm is Follow-The-Regularized-Leader (FTRL) with a specific regularizer
we define next.

Regularizers. For ¥ ¢ R%? and Z, 0, ¢ > 0, define the regularizer:

_22
d(w; %, Z,0,¢) = sup Jw (Z+M)w- X(wT(E + ANwe ™. th("Q)) (22)
A>0 3

where X (0) =W (9)1/2 -w (0)71/2 and W is the Lambert function; W (z) is defined as the
principal solution to W (z)eV ®) =

Lemma 23. For any ¥ € R and Z, ¢, 0 > 0, the Fenchel dual of the function ®(; %, Z,0,¢) in
22) satisfies:

- exp(%GT(E +A)7'G+ /\TZ)
Vdet(02%) '

Proof. See [18]]. O]

VG eRY ®*(G;%,Z,0,¢) = inf
A>0

FTRL. We will consider the FTRL algorithm with regularizer ®(+; X, Z, 0,€) + Ppar(+), for some
choices of X, Z, 0, and €. To specify these choices, let

p(7) = V2 (1-e77%), (23)

for ~v > 1. With this, and given the history of gradients g1, ..., g:—1 up to round ¢ — 1 and parameters
v,0,¢ >0 and hint h; > 0, the algorithm outputs:

Wy € argmin{Gy_1,w) + ¥(—w; Vi1, hy, 0,€), (24)
weR4
where
U(w; V, h,0,6) = ®(w; 021 + 4V, p(7)*[h?,0,€) + Ppar (—w), (25)
and
= Z gs, and V= Z gsg; (26)
s=1 s=1

Remark 1 (Connection to Matrix-FreeGrad). We note that without the barrier term Py, in (23),
the iterates in @I) can be computed in closed-form; in this case, the iterates exactly matches those
of the Matrix-FreeGrad algorithm by [18]] for unconstrained Online Convex Optimization (the
connection to FTRL was not made explicit in [18]]). The advantage of adding a barrier ®y,, is that
it ensure that the iterates (@;) are always in the feasible set without requiring any sophisticated
constrained-to-unconstrained reductions that may lead to sub-optimal logarithmic terms in the regret
[46]] (see Remark@]in the sequel).

Lemma 24 (Monotocity of potential). Let o,e > 0 and v > 1 be given. For all g; € R and h; > 0
such that | g¢| < hy, we have

(96, @) U (Gro1;Vier, hey0,6) = O (Gy; Vi, e,y 0, €). (27
where G — U*(G;V, h,o,¢) denotes the Fenchel dual of w — ¥ (w;V, h,o,¢).
The proof of the lemma is in Appendix By summing over ¢t and using Fenchel duality, we

obtain the following regret bound for the FTRL iterates in (24).

Theorem 25 (Regret with valid hints). Let o, > 0 and v > 1 be given. The FTRL iterates (0;) in
(24) in response to any sequence (g:) such that | gt| < hy, for all t > 1, satisfy: for all T € N and
w € int W:

T
S {(ge,we —w) < €+ B, (0) + Dran(w) +/ QU In, (det(o-257) - Q) (28)
t=1
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where In, () = 0 v In(-), ¥ = 021 + 4V, and

QY = max{wTZTw 1(h2T vl ln(det(U_QZT)h% ||w|2) + wTZTw)} (29)

T ’ :
2\ p()? e2p(7)?

Remark 2 (Comparison to previous "full-matrix" bounds in the constrained setting). We note that by

having the O(logT') factor in (28) inside the square root, the bound in (28) improves on previous

"full-matrix" bounds in the constraint setting [46|], which have the log factor outside.

H.2 Implementation Considerations

As stated in Remark@ if we remove ®yay from the regularizer, then iterates in (24) match those
of Matrix-FreeGrad, which are available in closed-form. Unfortunately, in the presence of Py,
(which ensures that the iterates are always in the feasible set W), the iterate @, in (24) no longer
admits a closed-form expression, and computing @, for ¢ € [T'], now requires solving a convex
optimization problem. This is not ideal from a computational perspective; most first-order OCO
algorithms require only O(d) operation per round. It might be possible (at least in the case where W
is bounded) to efficiently approximate (@;) without solving an optimization problem at each step
and without sacrificing the regret by much using Newton steps such as in the recent works of [47, |48
49]]. We leave this investigation for future work.

H.3 Proof of Lemma

Proof. By Lemma[23| we have that for all V and h, ¥*(; V, h, 0, ) satisfies
W (G Voho0,) = il (G - w9V, p(1) I, 0,2) + B (-u),
uUe

€ exp(%(G —u)T (02T +4V + )\I)fl(G —u)+ )“;(}:’2)2 )

= inf + 7
A20,ueRd det(I + o724V

We will use this to prove (27).

Let (A, u,) € Rsg x R? be the minimizer in the problem ¥*(G;_1; V;_1, hy, 0, ). With this notation,

(—u).
(30)

we have
Wy = argmin{Gy_1,w) + U(-w; Vi_1, hy),
weRd
= argmax(Gi_1, -w) — U (-w; Vi1, ht),
weR4
= —argmax {(Gi-1,v) = U(v; Vi1, he) },
veRd
= —V\I/* (Gt—l; V;f—la ht7 g, 5)7
and so by Lemma[26]

,1 N
= —(02I+ YViiq + )\*I) (Geor =) - D (Gyoy —up; 02T + 7‘/}_17/)(7)2/}1?,0,5). 31
Moving forward, we define
thl,* = Gt,1 — Ux and Gt’* = Gt — Uy

To prove the lemmsa, it suffices to prove the stronger statement obtained by picking the sub-optimal
choice (A, u) = (Ax,uy ) for the problem U*(Gy, Vi, hy, 0, ¢); that is,

(@tagt)
1 2
5~exp(%GZ_1,*(U2I+ Wit + M) Gogw + %)
Vdet(I+029V,_1)

e exp(3GT. (T +9Vi+ AD) G+ 2530) Bl (~1.)
- - - ar\ " Ux )5
det(I + 0724V;) °

q)*(Gt—l,*; 021 + ’yv;f—la p(7)2/h?5 075) - q)*(Gtﬁ(; U2I + ’y‘/ta p(7)2/h?5 075)7

IA

+ (I);ar (_u* )
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and so dividing by ®* (G- +; 021 +Vi_1, p(7)?/h?,0,¢) and using (1)), this becomes

— g (2T + Vi + M) Gro s

exp(%GtT,*(a2I+ Vi + )\*I)fth,* + A*gi,ﬁl)z - %lndet(l + U_QVVt))
<1- ‘

eXP(%GtTfL*(UZ[ +yVi + A*I)_th_L* + /\*g}ggﬁ - 2Indet(] + U*nyVt_l)).

Let us abbreviate Y = 02] + vVi—1 + A 1. The matrix determinant lemma and monotonicity of matrix
inverse give

det([ + 0‘27\/})
. det(I +072vV;1)

= ln(l + 79{(021 + VVt_l)ilgt) > ln(l + 'ygtTE_lgt).

Then Sherman-Morrison gives

2 -1 -1 (9/X7'Gr.)?
G;*(O' I+’y‘/t+)\*.[) Gt’* = GI’*E Gt7* —’ym

and splitting off the last round G . = G¢—1,+ + g: gives
2G7 4 X g+ 9/ S g - (9] 57T G )P

-1
Gl (P T+~4V,+ M) Giw = Gl X Gy o+
t,*(U TVi ) t t—1,% t-1, T+g1S g,

All 1n all, it suffices to show
2Gy X g+ 9/ X7 g = (9] X7 Gir k)
2(1+~9{ X 1gy)

- 1 -
-9/ % th—L* < 1—exp( - 51n(1+vgtTE 1gt))-

Introducing scalars r = g/ >"'Gy_1 , and z = g] ¥ g, this simplifies to

2 -yr? 1
-r < 1-exp u—fln(l+’yz)
2(1+vz) 2
Being a square, z > 0 is positive. In addition, optimality of A, ensures that ||Z‘1Gt_1,* = %; this
t

follows from the fact that £ G, (021 +~V + )\I)‘th,L*L\:/\* = |27'G4-1.4|* In combination
with | g¢| < Ry, we find
Ir| < p(v)/V/2=1-e3"7 <1. 32)
The above requirement may hence be further reorganized to
2 —yr? < —z+ (1+72)(In(1+~z) +2In(1 +7)).
The convex right hand side is minimized subject to z > 0 at
6%—1—21n(1+r) 1
z = maxq0, —
v

so it remains to show

1 _92 1_q el .
o < 17 (1+r) ey, if 2 1>2In(1+7); (33)
2In(1+7), otherwise.

Note that by (32)), we have 2log(1 + 1) > % — 1, and so the condition in the previous display reduces
to the second case; that is,

2r —yr2 <2log(1+7), V|r|<1l-e? 2, (34)

1 1
which is satisfied for the hardest case, where r = e2v "2 — 1. O
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H.4 Proof of Theorem 23

Proof. Fix w € R Using that W*(G;V, h,0,¢) is decreasing in h, we can telescope (Z7) in
Lemma 4] to obtain

M=

g{ Wy < U*(0;0,hy,0,6) - O (Gr; Vp, by, 0,¢)

-
I

1
By (30), we have ¥*(0;0, hy,0,¢) < e + ®,.(0), yielding:
T
Z g;@t <e+ @;ar(()) - \I/*(GT; Vr, hr, 0,6),
=1
e+t (I)bar(o) + ir]gd<GTa U) + \II(_U7 VT) hTa 0'78)7
=+ 0y, (0) + inf (G, u) + (~u; oI +4Vr, p(7)?[h7,0,€) + Poar (u),
<e+ @, _(0) + (Gr,w) + ®(~w; o> + Vi, p(7)?[h3, 0,€) + Ppar (w),  (setting u = w)
det(o72%
=e+ 97, (0) +(Gr,w) +sup Jw (X1 + A )w- X(wT(ET + A we M7 . e(UQT))
A20 5

+ (I)bar (’Uj), (35)

where X7 = oI + vV and Z7 = p(v)?/h%. Zero derivative of the above objective for A occurs at

g 2
~ In % w'Yrw
2Zr 2|w|?

and hence the optlmum for A is either at that point or at zero, whichever is hlgher with the crossover

HwH

w' Xprw. Plugging that in, we find that for C' := ”wH In ”wH , we have

det(o"QET) )

point at ”w” In

sup JwT(Zr + ADw- X(wT(ET + M) we M7 .

A>0 o

o)
In f0—— T
Zr | Zpw Spw o
1 1 T % t ez . det(c”"¥r) : T .
V3 (C+wErw) - X| 5(C+w'Srw)e 2 el === A C 2w N pw;

VuTSsrw - X(wSrw - dCt(” ET)) otherwise.

)
<\/OF .X(det(‘TEQET)QtTu), (36)

where QY. = max{ "Yrw, 5 ( Il 1, ”“’”2 + wTETw)}; in the last inequality, we used that X ()
is increasing to drop the exponent1al in 1ts argument. Combining (36) with (33) and using that
X (0) <+/In.(0) (see Lemma , we obtain the desired bound. O

H.5 Helper Lemmas for Full-Matrix Analysis

Lemma 26. Let W ¢ R% and Y € R. Further; let f : X x ) — R be a differentiable function such
that for all x € X, the problem inf ey f(x,y) has a unique minimizer y(x). Then,

Vaf(2,y(2)) = 0o f (z,y(2)). 37)

Lemma 27. For 6 > 0, define X () := sup,, a—e% 30 Then X(0) = (W) 2—(W(8)) /% =
VIné +o(1).

Proof. The fact that X (0) = (W (6))'/% — (W (6))~'/? follows from [50, Lemma 18]. Recall that

sup yxr —e¢® = ylny -y
T
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Hence

a2 1
sup a— e’z 20

[0}

>
—~

D
~

Il

a2

1
= supinf a-n| —-=-Iné|+nlnn-n
a 7N 2 2

1
= inf — +E1110+771n77—77
n 2

2n
. { — 1+3Inlné /o 1}
< min{vVInf - ———, - - —
VIno 2 Vo

\VIn, 6

where we plugged in the sub-optimal choices 7 = \/ﬁ (this requires # > 1) and n = %. When we
1

In(ec 2 +0)

IA

stickinn = we find

ln(ee_2 +0)+1In6 - ln(ln(ee_2 + 9)) -2

X(0) < 2\/h1(e€_72+9) < y/In(e¢™ +0)

Note that e~ = 1.14492. This is less than 2, the value of 6 where V/0/2-1//0 becomes positive. [

I Complete Psuedocode for Regularized 1-Dimensional Learning

In Algorithm[6] we provide a self-contained implementation of an algorithm for regularized online
learning (Protocol 2). The algorithm is obtained by combing Algorithm 3] with Algorithm 2]

I.1 Efficient Projections for )(z) = 22

Our algorithms for regularized online learning via epigraphs (Protocol [3) require projections to the
set {y > ¢»(x)}. While in general this projection may be expensive, for simple function v of interest,
such as v(z) = 22, this projection is relatively straightforward. In the following we provide a formula
for this projection that is easy to compute (if a little ungainly to look at).

Proposition 28. Let 1) : R — R be given by 1)(x) = 2°. Define the norm |(z,y)||* = ha? +vy>, the
function S(2,9) =infysy (o) [ (,y) = (£,9) ], and the projection P(Z,7) = argmin, .y | (z,y) -
(2,9)|. Then for any 4 < (&), we have P(&,7) = (x,y) withy = 2* and:

21/3 2_22'~ Zl/S
Lo 2PGT-)

71/3 6-21/3~2
with
7 = -108G?y" +21/2916G?7342 + (6G>72 - 12949)3
Loy G?(i-=) ¥ (§-y)
Moreover, VS(%,7) = (\/GQ(I—2)2+72(;7J)27 \/GQ(w—i>2+v"‘(z?—y)2)

Proof. Since the (z,y) is on the boundary of the constraint, we clearly have y = 2. Note that
(w,y) = argmin,, ;. [(z,y) - (2, 9) |?. Thus, by LaGrange multipliers, we have for some :

262 (z - 1) = W' (x) = 2\x
29%(y-9) = -\
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Algorithm 6 Regularized 1-dimensional learner (REG) for Protocol [2]

Input: Non-negative convex function ¢ : R — R. Parameters v > 0, p € [0,1/2], ¢, > 0 and
€y > 0
Initialize k = 3.
if p = 1/2 then
Define constant ¢ = 3
else
Define constant ¢ = 1
end if
fort=1...Tdo
Receive hy > hy_1 € R.
Set htw = Sht
Set hy =3y
Define V;* = 9h7 + Y371 (97).
Define VY = 992 + X121 (g7)?
if p = 1/2 then

Set af = <
L eI (0P () log? (e+ S (9)2/ ()?)
y _ w(e)
SCtOét— Tl V)2 VY2 2 t=1(,9)2 Yvy2
et TiT1(97)2/(h))? log? (e+ Ti21 (97)2/(h})?)
else
T _ €
Define of = tosrrnaney
_ P (e)
Define ' = sty ey
end if -
(= lgT) t-1 2kV.*
i=19; if [¥; <=
Define ©F = |§ka1 Ve [zt < i
e }iz d (h£)2 otherwise
t
(=i o) if ] gy < 267
i [l o< 2%
_ 4k2v”’ =19
Define ©f = i gy| vy .
m ﬁy - oy otherw1se
t

Set ; = —sign (X2 g7) af (exp(0F) - 1)
Set §J; = —sign (Zizl g5 ) of (exp(©7) - 1)
Define the norm || (z,y)||7 = hia?® +~%y?, with dual norm | (g,a)|? , = % +

¥
Define S;(2,9) = infysy(a) [ (2, y) = (2,9) [
Compute x¢, y; = argmin, .y [ (24, y¢) = (£, 9) |+
Output wy = x4, receive feedback g; € [—hy, hi], a; € [0,7], such that a; = 0 unless |g;| = hy.
Compute (07, 0/) = || gt |+t - VSt (&t 9t)
Set gf = gt + 07
Set g/ =a; +9;.
end for
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This implies:

G?3
T
_al A
y - y 2’}’2
Moreover, we also must have y = 22, so that:
G432 B A_G72+G2—)\
(G2 _ )\)2 =Y 272 272
G?-))3 G?
G-V, §-— | (G*-N)?-G** =0
272 272

This is clearly a cubic equation in A, and so we can apply the cubic formula (via Mathematica) to
obtain the following result:

~ 2G2 . 2,}/2y 25/3G2’Y2 +211/3G274§+211/376g2 ZQ/S

A 3 3 72/3 9. 25/372
where
Z = —108G~*7 + 24/2916G2842 + (6G2+2 — 12v4)3
which yields:
21/3(G2 - 242) Z1/3
71/3 6-21/342
and y = z2.
The expression for V.5(&, ) follows directly from [16] Theorem 4. O
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will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]
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Justification: We provide a proof-sketch in the main paper and detailed proofs in the
appendix.

Guidelines:

* The answer NA means that the paper does not include theoretical results.

 All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

 All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

¢ Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

¢ Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [NA|
Justification: [NA|
Guidelines:

The answer NA means that the paper does not include experiments.
If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [NA]

Justification: This paper has only mathematical congtent. There are no experiments in this
paper.
Guidelines:

¢ The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

¢ At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [NA|
Justification: This paper has only mathematical congtent. There are no experiments in this
paper.
Guidelines:
* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [NA|
Justification: [NA|
Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).
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8.

10.

« It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [NA]
Justification: This paper has only mathematical congtent. There are no experiments in this
paper.
Guidelines:
* The answer NA means that the paper does not include experiments.
* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.
* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.
* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]
Justification: This paper does conform to the code of ethics.
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer:

Justification: This paper provides a purely mathematical contribution. As such, it is subject
to the standard ethical concerns present for all mathematical papers, but no further ones.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: This paper has only mathematical congtent. There are no experiments in this
paper.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [NA]

Justification: This paper has only mathematical congtent. There are no experiments in this
paper.
Guidelines:

e The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.
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* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
13. New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA|

Justification: This paper has only mathematical congtent. There are no experiments in this
paper.
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
14. Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA|

Justification: This paper has only mathematical congtent. There are no experiments in this
paper.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: This paper has only mathematical congtent. There are no experiments in this
paper.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.
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* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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