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Abstract

Road network representation learning aims to learn compressed and effective
vectorized representations for road segments that are applicable to numerous tasks.
In this paper, we identify the limitations of existing methods, particularly their
overemphasis on the distance effect as outlined in the First Law of Geography. In
response, we propose to endow road network representation with the principles
of the recent Third Law of Geography. To this end, we propose a novel graph
contrastive learning framework that employs geographic configuration-aware graph
augmentation and spectral negative sampling, ensuring that road segments with
similar geographic configurations yield similar representations, and vice versa,
aligning with the principles stated in the Third Law. The framework further fuses
the Third Law with the First Law through a dual contrastive learning objective
to effectively balance the implications of both laws. We evaluate our framework
on two real-world datasets across three downstream tasks. The results show
that the integration of the Third Law significantly improves the performance
of road segment representations in downstream tasks. Our code is available at
https://github.com/Haicang/Garner.

1 Introduction

Road networks, which form a fundamental infrastructure within urban spaces, describe the geometries
and connectivity among road segments in transportation systems. Correspondingly, road networks
serve as indispensable components to support numerous smart city applications, such as traffic
forecasting [8, 14], route inference [4, 20, 42], and travel time estimation [19]. Motivated by the
advancements of graph representation learning [29, 37], the versatile utility of road networks has
spurred research into developing effective and expressive representation learning methods for road
networks. The objective is to derive functional and easily integrable representations of road segments
that can align with the paradigm of neural network models.

Road networks are inherently regarded as graphs, which allow existing methods for road network
representation learning to build upon graph representation learning techniques. In particular, apart
from encoding the topological information of road networks, these methods further integrate additional
spatial characteristics, such as geographical distance [2], which are unique to road networks. In
these methods, the inductive bias induced by spatial characteristics is primarily based on the First
Law of Geography [25], which states that "everything is related to everything else, but near things
are more related than distant things." This principle implies that spatially close road segments
tend to have similar representations. For example, skip-gram based methods [3, 39, 40] define the
context window based on hops among graph neighbors or spatial distance and derive road segment
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representations similar to word2vec [24]. Besides, graph neural networks [11, 17, 36, 43, 52] based
methods [2, 15, 44] employ message passing [5, 53] and aggregation among road segments. Both
types of methods result in similar representations for connected or proximal road segments [29, 43].

While generally true and applicable, the First Law of Geography does not adequately capture the
complexity of urban environments [55], particularly in terms of long-range relationships. Conse-
quently, this limitation compromises the effectiveness of road segment representations in existing
methods. This law predominantly emphasizes the distance decay effect, neglecting the influence of
semantic factors of different areas on target variables [54]. To mitigate the limitation, the Third Law
of Geography [54, 55] was proposed to further consider geographic configurations, stating that "The
more similar geographic configurations of two points (areas), the more similar the values (processes)
of the target variable at these two points (areas)." The term geographic configuration refers to the
description of spatial neighborhood (or context) around a point (area), and the term target variable
is the road representation in our context. As a result, two road segments with similar geographic
configurations should have similar representations, even if they are disconnected and distant.

Recognizing the potential advantages of integrating the Third Law of Geography, we initiate pioneer-
ing research that combines the principles of both the First Law and the Third Law in road network
representation learning for the first time. To facilitate this integration, it is essential to leverage
data sources that provide comprehensive insights into geographic configurations for road segments.
Existing approaches commonly utilize data from OpenStreetMap [27], which includes relatively
basic features such as coarse-grained road attributes (location, length, type, etc.). While these data
support the condition required in the First Law of Geography and are subsequently processed through
specialized model designs, they are insufficient to address the application of the Third Law. To
enhance the understanding of geographic configurations, we propose to utilize street view images
(SVIs) [7] as an additional data source. Street view images capture the visual context of roads and
their surroundings, offering a more nuanced representation of geographic configurations. However, it
is still non-trivial to tackle these two principles simultaneously.

First, it is important to effectively enable the integration of the Third Law of Geography within the
context of road networks. This law posits that similar representations are expected to be derived for
road segments with similar geographic configurations. To this end, the module should capture and
reflect the similarity relationships among geographic configurations in the resulting road segment
representations, ensuring that road representations faithfully preserve the similarity relationships.
Second, it is critical to harmonize the implications of applying both the First and Third Law of
Geography in road network representation learning. The First Law emphasizes the importance
of spatial proximity, while the Third Law focuses on the significance of similarity in geographic
configurations, irrespective of spatial proximity. In real-world scenarios, two distant road segments
might exhibit very similar geographic configurations due to similar surrounding buildings and
environments. Conversely, two directly connected and proximally close road segments might present
vastly different geographic configurations – for example, one adjacent to a commercial area and the
other near a park. Given these two conditions, a framework is required to synthesize road segment
representations that align with both principles while mitigating potential discrepancies as highlighted.

To resolve these challenges, we propose a new framework, namely Geographic Law aware road
network representation learning (Garner). First, to effectively enable the integration of the Third
Law, we devise a graph contrastive learning framework [22, 37] tailored for road networks. This
enhances conventional contrastive learning by incorporating geographic configuration-aware graph
augmentation and spectral negative sampling. Specifically, we utilize SVIs to construct a geographic
configuration view for road networks, which facilitates the augmentation of edge connections between
road segments sharing similar geographic configurations, even if they are geospatially distant. Then,
we employ a Simple Graph Convolution (SGC) [43] encoder, which has the property of implicitly
reducing the differences between the representations of connected road segments [43], thereby map-
ping the similarity relationships between geographic configurations to road segment representations
in the contrastive learning process. To further align with the Third Law, the proposed contrastive
learning framework is equipped with a novel spectral negative sampling technique. This sampling
strategy can be mathematically demonstrated to support the principle of the Third Law in a reverse
way, ensuring that road segments with dissimilar geographic configurations are represented distinctly.
Second, to harmonize the effects of both the First Law and Third Law, we propose a dual contrastive
learning objective, which contrasts the topological structure view with the geographic configuration
graph view and the spatial proximity graph view. We maintain shared parameters in the SGC encoder
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and jointly train the contrastive losses, thus simultaneously learning the consensus and discrepancies
of these two laws in a self-supervised manner by minimizing the dual contrastive objective.

Our contributions can be summarized as follows.

• We identify the limitations of existing methods in road network representation learning,
and propose the integration of the Third Law of Geography to overcome the shortcomings.
To the best of our knowledge, this is the pioneering attempt to integrate the Third Law of
Geography in this area.

• We develop a novel graph contrastive learning framework to model the Third Law through
geographic configuration-aware graph augmentation and spectral negative sampling. Besides,
we balance the influences of two geographic laws via a dual contrastive learning objective.

• We conduct extensive experiments on two real-world road network datasets (i.e., Singapore
and New York City), and evaluate our model on three downstream tasks. The experiments
demonstrate that the integration of the Third Law significantly enhances the performance of
road network representation learning.

2 Related work

Road network representation learning These works aim to learn representations for road segments
or intersections, for various downstream tasks [4, 8, 14, 20]. Recent studies model a road network
as a graph and build their method upon graph representation techniques by including geospatial
information, and can be classified into two groups. Some [3, 23, 39, 40] adopt random walks to
generate paths and train a skip-gram model [29], incorporating geospatial information based on
distance [39] or spatial constraints. Others [2, 15, 44, 48] use graph neural networks [17, 36] to
ensure proximal or connected roads have similar representations. Some also include traffic data (e.g.,
GPS trajectories of vehicles [3, 32]) to enhance the representation. The theoretical support behind
these methods is the First Law of Geography [25]. However, this principle has overemphasized
spatial proximity and thus [54] proposes the Third Law of Geography, which argues that geographic
configurations play critical roles in geospatial data analytics. This paper pioneers research on
modeling the geographic configurations and the Third Law for road network representation learning.

Unsupervised graph representation learning Graph representation learning aims to learn rep-
resentations for graph components like nodes, edges, or entire graphs, where unsupervised node
representation learning is most relevant to ours. Despite [12, 13] on masked auto-encoding [10], the
majority relies on contrastive learning [35] or its variants, which usually comprises several compo-
nents: graph augmentation, contrastive strategy, negative sampling, and a loss function (e.g., mutual
information (MI) estimator). Graph augmentation [21, 45] is to generate positive [9] or negative [37]
samples, though some recent studies try to remove it [26, 49]. Contrastive strategy chooses which two
components to contrast, such as node-node contrast [30, 56] or node-graph contrast [9, 21]. Negative
sampling is required by the loss. The loss is usually to maximize the MI [9, 37, 50] between an entity
with its positive samples and minimize the MI with its negative samples. Several recent studies have
also tried to develop new objectives for graphs [26, 47]. Unlike existing studies our method further
encodes geographic laws and more data sources to feed the contrastive loss.

3 Preliminaries and problem definition

Definition 1 (Graph). A graph is denoted as G = (V, E ,X), where V and E denote the set of nodes
and edges respectively. Let n = |V| denote the number of nodes and m = |E| denote the number of
edges. X ∈ Rn×f ′

is the feature matrix, with each row Xi representing the features on node i. Let
A ∈ Rn×n denote the adjacency matrix of G, describing the connections in E . If node i and node j
are disconnected, then Ai,j = 0; otherwise Ai,j ̸= 0. By adding self-loops, we define Ã = A+ I .

Definition 2 (Graph Laplacian matrix). The Laplacian matrix of a graph G is defined as L := D−A,
where D is the diagonal degree matrix with Di,i as the degree of node i and Di,j = 0 ∀i ̸= j.

Definition 3 (Road Network). Road networks are composed of road segments and intersections
(junctions) of road segments. We use the term “road” to denote road segment in later sections for
brevity. Road networks can be regarded as a graph, which is denoted as G = (V, E ,X,P). Each road
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Figure 1: Architecture of Geographic law aware road network representation learning (Garner).

segment is modeled as a node, and connected roads are linked by edges. Xi represents the feature
vector of road i. Besides, road networks contain P, which stores the geospatial locations of nodes.

Problem Definition (Road network representation learning). Given road networks G =
(V, E ,X,C,P), where C denotes the geographic configurations, our objective is to learn a function
φ : (X,C,A,P) → Z ∈ Rn×f , where the i-th row Zi of Z denotes the representation of road i.

We defer the definitions and discussions of geographic laws in Appendix A.1.

4 Method

In this section, we present the details of Garner, which enables the integration of the Third Law of
geography for learning road representations: roads with similar geographic configurations should
exhibit similar representations, and vice versa. The proposed Garner is built on the recent advances
in contrastive learning and spectral graph theory. Fig. 1 illustrates the framework of Garner, which
consists of the following components: (1) Data preprocessing: it produces initial road features that
encode the geographic configuration. (2) Graph augmentation: it generates a graph adhering to the
Third Law of Geography, where roads with similar geographic configurations are connected. (3)
GNN encoder: it serves as the backbone for deriving road representations from both the original
graph (the topology of the road network) and the augmented graphs. (4) Graph contrastive loss:
enhanced with a spectral negative sampling strategy, it effectively integrates the Third Law (the upper
part in Fig. 1). (5) Dual contrastive learning objective: it aims to harmonize the effect of the First
Law with the Third Law (lower part in Fig. 1).

Garner is inspired by recent studies on contrastive learning [1, 22] showing that by maximizing the
mutual information (MI) between different views, the information from these views can be fused
properly, and by contrasting different views of the graph the quality of the representation can be
improved [9]. By applying a contrastive loss on the augmented and original graph, Garner can
effectively learn the road representation according to both the third law and the original road network,
and fuse their information properly. The cross-contrast strategy also allows Garner to fuse the Third
Law and the First Law with a proxy, instead of directly contrasting the laws. This allows Z [0] to learn
their consensus, while Z [1] and Z [2] can learn the discrepancies of the two laws.

4.1 Representation of geographic configuration and data preprocessing

As mentioned in Section 1, we utilize street view images (SVIs) as proxies to represent geographic
configurations for road segments. Specifically, each street view image is encoded into a vectorized
representation with a pre-trained image encoder (e.g., CLIP [31]). Then, we match these SVIs to
roads according to their geospatial locations. As multiple SVIs can correspond to a single road in
our datasets, we aggregate the representation of these matched SVIs with average pooling in such
cases. After that, the geographic configuration (GC) for road segments can be described as matrix
C ∈ Rn×c. We note that a small portion of roads do not align with any SVIs. For these roads, we set
their GC to be the average representation of other roads. Moreover, road segments may possess other
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basic attributes available from OpenStreetMap, such as the road type and length. We follow previous
literature [2, 3] to encode the features into a matrix X . Finally, the GC and additional road features
are projected and concatenated to form H(0) = concat([CWc,XWx]), which serves as input to
our proposed framework.

4.2 Geographic configuration aware graph augmentation

We propose a graph augmentation technique according to the similarity of the geographic configu-
ration. We first define a similarity measure for geographic configuration as sim(Ci,Cj). Here, we
use norm-based measure sim(Ci,Cj) = 1/(1 + ∥Ci −Cj∥), while cosine similarity and Gaussian
kernel could also be possible choices. Then, we build an augmented similarity graph based on the
similarity sim(Ci,Cj). In a similarity graph, similar node pairs (i.e., node pairs with large similarity
scores) will be connected by edges. Popular choices for building the similarity graph include kNN
graphs and threshold graphs [38]. We empirically find that the two choices produce very close results,
and we therefore choose kNN graph because of their high efficiency. In a kNN graph, each node is
connected with k nodes, which have the highest similarity with it, and k is a small number, so the kNN
graph is very sparse. We name this process as geographic configuration aware graph augmentation
and use matrix S ∈ {0, 1}n×n to denote the adjacency matrix of the augmented similarity graph G[1].

4.3 Graph encoder

To facilitate the integration of the Third Law, we employ Simple Graph Convolution (SGC) [43] as
the backbone of our graph encoder to tackle the augmented similarity graph, described as follows:

Z = gθ1(S,H
(0)) = ŜKH(0)Θ, (1)

where Ŝ = D̃
−1/2
S S̃D̃

−1/2
S , D̃S is the degree matrix of S̃ := S + I , Θ is the learnable parameter,

and Z ∈ Rn×f is the output representation. As discussed in [43, 56], the simple graph convolutional
operation acts as a low pass filter, making the representation Z of connected nodes similar. Specifi-
cally, according to [56], the SGC encoder in equation 1 is designed to minimize tr(ZTLSZ), which
is equivalent to the following equation:

tr(ZTLSZ) =
1

2

∑
i,j

Si,j∥Zi −Zj∥2. (2)

The details of the calculation can be found in Appendix B.1. In this equation, Si,j is non-zero if
and only if node i and j are connected in the augmented graph G[1]. Therefore, by minimizing
tr(ZTLSZ), the difference between Zi and Zj is reduced for every connected node pair, thus
aligning with the objective of the Third Law, where the representations of nodes (i.e., road segments)
with similar geographic configuration are minimized. In addition, another SGC encoder with different
learnable parameters is used to encode the nodes in the original graph G[0], which represents the
topological structure of road networks. As a result, we obtain two outputs, Z [0] from the original
graph G[0], and Z [1] from the augmented graph G[1]. Given the large number of road segments in a
city, we adopt a sub-sampling technique to enhance the efficiency and scalability. In particular, in
each iteration in training, we maintain the same set of nodes for each graph view, and only edges
connecting sampled nodes are retained. The subgraphs are then processed through the graph encoders.

4.4 Contrastive loss

Previous studies show that information from different views can be fused properly by maximizing
their mutual information (MI) [1], which can also improve the quality of representations [9]. Inspired
by these, we maximize the MI between the original graph G[0] and the augmented graph G[1],

L1 = − 1

|V|

|V|∑
i=1

{
MI(Z

[0]
i ,Z [1]

g ) +MI(Z
[1]
i ,Z [0]

g )
}
. (3)

Here |V| denotes the number of nodes in the graph. Z [0]
g ∈ Rf is the representation of the whole

graph by applying a graph pooling operation on Z [0]. In our implementation, we choose the mean
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pooling. The MI estimator MI(·, ·) is a widely used one based on Jensen-Shannon divergence [37].

MI(Z
[0]
i ,Z [1]

g ) = E(G[0],G[1])

[
logD(Z

[0]
i ,Z [1]

g )
]
+ E(Ḡ[0],G[1])

[
log(1−D(Z̄

[0]
i ,Z [1]

g ))
]
, (4)

MI(Z
[1]
i ,Z [0]

g ) = E(G[1],G[0])

[
logD(Z

[1]
i ,Z [0]

g )
]
+ E(Ḡ[1],G[0])

[
log(1−D(Z̄

[1]
i ,Z [0]

g ))
]
. (5)

where the discriminator D is achieved by a bilinear layer (i.e., D(a, b) = aTWb ) [22]. Ḡ[0] and Ḡ[1]

are negative samples required by the mutual information estimator. Specifically, Ḡ[0] is the negative
sample generated by shuffling the rows of inputs H(0), following [22, 37], and then Z̄ [0] is produced
through the graph encoder gθ0 . We then explain how to generate Ḡ[1].

4.5 Spectral negative sampling

In graph contrastive learning, negative sampling is usually implemented by graph corruption such as
feature shuffling [37] and edge modification [46]. In the road network context, we extend beyond
these conventional methods by introducing a novel spectral negative sampling technique to integrate
the Third Law of Geography. To be specific, the Third Law not only posits that "roads with similar
geographic configurations should have similar representations," but also implies that "roads with
dissimilar geographic configurations should have dissimilar representations." Our proposed strategy
elegantly refines the objective in Equation 2 in the contrastive learning process, thereby implicitly
addressing the reverse implication of the Third Law. 1

To achieve this, we recall that equation 2 relates closely to the objective of the sparsest cut problem
(Chapter 10 of [34] and [49]), which seeks to find cuts that minimize the number of edges between
subsets of nodes. Correspondingly, nodes are densely connected within each subset, while between
different subsets, nodes are sparsely connected.

uscG := min
S

E(S,V − S)

|S||V − S|
, (6)

where the numerator denotes the number of edges across node sets S and V −S, and the denominator
is the multiplication of number of nodes in the two sets. uscG can be computed as

uscG = min
x∈{0,1}n−{0,1}

∑
(i,j)∈E(xi − xj)

2∑
(i,j)(xi − xj)2

= min
x∈{0,1}n−{0,1}

xTLGx

xTLKx
, (7)

where xi is the i-th element of vector x, and K is a complete graph, which has the same nodes as G.
Following [49], we apply a continuous relaxation in this formula and extend it to the matrix form:

min
Z∈Rn×f

tr(ZTLSZ)

tr(ZTLKZ)
, (8)

where LS is the graph Laplacian matrix by regarding S as the adjacency matrix, and LK is the graph
Laplacian matrix of the complete graph K. Minimizing equation 8 is equivalent to minimizing the nu-
merator and meanwhile maximizing the denominator, with the same Z. Recall that the SGC encoder
(equation 1) has the effect of minimizing the numerator tr(ZTLSZ). Subsequently, we design the
negative sample based on Z and K. The negative sample can achieve that by discriminating positive
samples from negatives, the model has the effect of maximizing the denominator tr(ZTLKZ). This
can be achieved by another SGC with the same parameter as in equation 1:

Z̄ = gθ1(ÂK,H
(0)) = ÂK′

K Z = ÂK′

K ŜKH(0)Θ = ÂKH
(0)Θ, (9)

where AK is the adjacency matrix of K, ÂK = D−0.5
AK

AKD
−0.5
AK

= AK/n. Z̄ = gθ1(ÂK,H
(0))

achieves minimizing the denominator. (See the details of the computation in Appendix B.2.) Finally,
regarding K (with Z̄ as its output) as the negative sample and discriminating positive samples from it
in the MI estimator (equation 4 & 5) achieve maximizing the denominator tr(ZTLKZ) in equation 8.

However, performing SGC on the complete graph K entails a time and space complexity of O(n2),
which is computationally infeasible for large graphs. To tackle this, we further conduct an efficient
approximation for the complete graph K according to spectral graph sparsification [33].

(1− 2
√
d− 1

d
) tr(ZTLK̃Z) ≤ tr(ZTLKZ) ≤ (1 +

2
√
d− 1

d
) tr(ZTLK̃Z), (10)

1For notation simplicity, we omit superscripts and use Z to denote Z[1] in this section.
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where K̃ is a d-regular graph (i.e., each node has d edges connected to it) with “all of whose non-zero
Laplacian eigenvalues lie between d− 2

√
d− 1 and d+ 2

√
d− 1” and each edge weight as n/d. 2

Consequently, we can optimize tr(ZTLKZ) by optimizing tr(ZTLK̃Z). Then we simply replace
ÂK in the right hand side of equation 9 with ÂK̃ and get the outputs of the negative sample as

Z̄ = ÂK̃H
(0)Θ, (11)

which works well in our experiments.

To summarize, we generate the negative sample Ḡ[1] as a d-regular graph K̃ with the same node set V ,
with the same node feature as G[1]. Then we perform SGC on the negative sample, and finally use
the output representation Z̄ to compute mutual information in 5. The negative sampling strategy is
inspired by the sparest cut and can maximize tr(ZTLKZ) = 0.5

∑n
i=1

∑n
j=1 ∥Zi −Zj∥2, where

the majority node pairs (i, j) have dissimilar geographic configuration, because of the sparsity of the
positive sample G[1] [34]. Therefore, we can achieve the reverse implication of the Third Law – roads
with dissimilar geographic configuration have dissimilar representations.

4.6 Fusing the Third Law and the First Law

While the integration of the Third Law has been effectively achieved through our module designs,
the First Law remains beneficial, especially in regions that manifest identical functionality, thus
encouraging representations of nearby roads within the regions to be similar. Therefore, it is important
to further incorporate the inductive bias introduced by this law into the contrastive learning process.
To achieve this, we adopt another graph augmentation technique based on graph diffusion [9], which
generates another graph view G[2] with the following adjacency matrix:

P = α(I − (1− α)D̃−1/2AD̃−1/2)−1, (12)

which can be fast approximated by [18]. Then the SGC encoder gθ2 is employed to produce the
output Z [2] from G[2]. The graph diffusion process connects near roads, and the SGC encoder can
pull the near roads to have similar representation due to the property of SGC (as in section 4.3). Then
we use the same loss for G[0] and the augmented graph G[2].

L2 = − 1

|V|

|V|∑
i=1

{
MI(Z

[0]
i ,Z [2]

g ) +MI(Z
[2]
i ,Z [0]

g )
}

(13)

By introducing this component, our Garner is endowed with a dual contrastive objective that
maximizes the mutual information between the topological structure with the geographic configuration
view, as well as the spatial proximity view, in alignment with the principles of these two laws. Then
we train the model (Fig. 1) by combining L1 and L2:

L = L1 + L2. (14)

We find that the model adeptly learns to balance these considerations through parameter sharing in the
SGC encoder (gθ0 ), performing well without the need for manual tuning the weights of the two loss
functions. Therefore, we do not introduce additional hyper-parameters to adjust their weights. During
inference, we aggregate the outputs from the three graph encoders as the road segment representations
for downstream tasks: Z = (Z [0] +Z [1] +Z [2])/3.

5 Experiments

In this section, we evaluate the proposed method and the output road representation following previous
literature [2, 3]. The road representation is evaluated on three downstream tasks. We also perform a
case study to show the impact of the Third Law, and ablation studies and hyper-parameter sensitivity
tests to analyze the proposed method.

5.1 Experimental setups

2For implementation, the adjacency matrix of K̃ will be normalized to its degree matrix, and thus the weight
n/d will not change the scale of Z.
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Table 1: Dataset Statistics
City # Roads # Edges # SVIs

Singapore 45,243 138,843 136,399
NYC 139,320 524,565 254,239

Datasets We use data from two cities, i.e. Sin-
gapore and New York City (NYC). The datasets in-
clude road networks from OpenStreetMap (OSM,
[27]) and street view images (SVIs) from Google
Map ([7]). The statistics can be found in Table 1.

Downstream tasks The road representation is evaluated on three downstream tasks: road function
prediction, road traffic inference, and visual road retrieval. Road function prediction is a classification
task to determine the functionality of a road. Road traffic inference is a regression task predicting the
average speed of vehicles on each road. Visual road retrieval involves finding the roads where the road
image should be located. While road traffic inference is widely used in previous literature [2, 3, 23],
we introduce road function prediction and visual road retrieval as two new but meaningful evaluation
tasks for road representations. More details for downstream tasks can be found in Appendix C.1.

Evaluation metrics For road function prediction, we use Micro-F1, Macro-F1, and AUROC (the
area under the ROC curve) as the evaluation metrics. For road traffic inference, we use MAE (mean
absolute error), RMSE (root mean square error), and MAPE (mean absolute percentage error) as the
evaluation metrics. For visual road retrieval, we use recall@10 and MRR (mean reciprocal rank).

Baselines The proposed Garner is compared with seven strong baselines, including Deepwalk
[29], MVGRL [9], CCA-SSG [47], GGD [51], RFN [15], SRN2Vec [39] and SARN [2]. Some other
recent methods [3, 23, 32, 44] include other data types (e.g., GPS trajectory data of vehicles) as
inputs. However, GPS trajectory data are only available in very few cities, and we did not find them
for one of our datasets (NYC). Thus, we cannot run these methods for comparison in our experiments.
More details of the baselines can be found in Appendix C.2.

Hyper-parameter settings We use the same hyper-parameters on all the datasets. The road features,
and image embeddings are projected into 256 dimensions. The k = 6 in kNN graph for geographic
configuration aware graph augmentation, and d = 22 for spectral negative sampling. The hyper-
parameters for graph diffusion is α = 0.2, as suggested by [18]. The hidden dimension and the
dimension of the representation are set as 512. Other detailed settings can be found in Appendix C.3.

5.2 Experimental results

Table 2: Results in Road Function Prediction, with the best in bold and the second best underlined

Methods Singapore NYC
Micro-F1 (%) ↑ Macro-F1 (%) ↑ AUROC (%) ↑ Micro-F1 (%) ↑ Macro-F1 (%) ↑ AUROC (%) ↑

Deepwalk 62.76 ± 0.49 13.30 ± 0.10 63.23 ± 0.47 78.09 ± 0.18 14.62 ± 0.02 58.49 ± 0.33
MVGRL 66.61 ± 0.50 30.67 ± 0.66 74.34 ± 0.46 78.23 ± 0.23 17.39 ± 0.23 69.96 ± 0.35
CCA-SSG 64.28 ± 0.37 22.55 ± 0.49 70.26 ± 0.37 78.20 ± 0.24 15.97 ± 0.15 68.15 ± 0.24
GGD 64.21 ± 0.39 20.58 ± 0.40 68.97 ± 0.40 78.14 ± 0.25 15.75 ± 0.16 66.11 ± 0.33
RFN 62.75 ± 0.44 12.85 ± 0.06 54.64 ± 0.44 oom oom oom
SRN2Vec 64.02 ± 0.45 22.47 ± 0.37 71.18 ± 0.40 oom oom oom
SARN 66.49 ± 0.47 22.59 ± 0.51 72.74 ± 0.50 78.14 ± 0.21 14.62 ± 0.02 68.54 ± 0.30

Garner 81.40 ± 0.30 62.45 ± 0.64 93.27 ± 0.22 82.97 ± 0.16 47.22 ± 0.42 89.30 ± 0.21

“oom” means out-of-memory.

Table 3: Results in Road Traffic Inference, with the best in bold and the second best underlined

Methods Singapore NYC
MAE ↓ RMSE ↓ MAPE ↓ MAE ↓ RMSE ↓ MAPE ↓

Deepwalk 3.43 ± 0.03 4.31 ± 0.05 0.721 ± 0.038 4.31 ± 0.03 5.92 ± 0.05 0.267 ± 0.002
MVGRL 3.04 ± 0.04 3.82 ± 0.04 0.629 ± 0.041 3.91 ± 0.02 5.16 ± 0.03 0.243 ± 0.001
CCA-SSG 3.31 ± 0.03 4.15 ± 0.04 0.674 ± 0.037 4.03 ± 0.03 5.34 ± 0.04 0.253 ± 0.003
GGD 3.37 ± 0.03 4.27 ± 0.04 0.684 ± 0.039 4.80 ± 0.03 6.63 ± 0.06 0.267 ± 0.002
RFN 3.54 ± 0.03 4.48 ± 0.04 0.717 ± 0.046 oom oom oom
SRN2Vec 3.44 ± 0.04 4.47 ± 0.05 0.569 ± 0.025 oom oom oom
SARN 3.40 ± 0.03 4.32 ± 0.05 0.697 ± 0.038 4.66 ± 0.04 6.39 ± 0.07 0.262 ± 0.002

Garner 2.80 ± 0.03 3.52 ± 0.04 0.579 ± 0.030 3.30 ± 0.02 4.40 ± 0.03 0.207 ± 0.002
“oom” means out-of-memory.
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Table 4: Results on Visual Road Retrieval, with
the best in bold and the second best underlined

Methods Singapore NYC
Recall@10 ↑ MRR ↑ Recall@10 ↑ MRR ↑

Deepwalk 0.0083 0.0913 0.0013 0.0709
MVGRL 0.0088 0.0818 0.0324 0.1071
CCA-SSG 0.0112 0.0755 0.0036 0.0807
GGD 0.0095 0.0920 0.0019 0.0695
RFN 0.0030 0.0766 oom oom
SRN2Vec 0.0123 0.0725 oom oom
SARN 0.0143 0.1019 0.0036 0.0766

Garner 0.4600 0.3387 0.5531 0.2985
“oom” means out-of-memory.

We compare the proposed Garner with base-
lines in three downstream tasks, and the exper-
imental results can be found in Table 2, 3 and 4.
In road function prediction and road traffic infer-
ence, we report the mean results and standard de-
viation of 30 runs for each model. Among all the
tasks, Garner performs significantly better than
all the baselines. Specifically, in road function
prediction, Garner outperforms the best base-
line by up to 22% in Micro-F1, 171% in Macro-
F1, and 25% in AUROC. In road traffic infer-
ence tasks, Garner outperforms the best base-
lines by up to 18.5% in MAE, 17% in RMSE,
and 17.4% in MAPE. This is because the geographic configuration can provide more details about
the roads. For example, the geographic configurations of roads in living apartments and business
regions are very different. Thus, the functions of these two roads can be more easily discriminated
according to geographic configuration aware road representation. As for road traffic inference, the
geographic configuration provides more details about the conditions of roads. Thus, it is beneficial
for traffic systems. On visual road retrieval, all the baselines give results similar to random guesses,
while Garner gives decent results. The results show that the street view images and geographic
configurations provide very different information, which is not presented in road network data. But
that information can be well captured by our proposed Garner. We also find that some baselines use
up GPU memory and cannot run on Tesla GPUs. We discuss the scalability issue in Appendix C.4.

5.3 Model analysis

Case study We conduct a case study comparing the First and Third Laws of Geography. The case
study will show the distinctive effect of the Third Law. We randomly select an anchor road, compute
its representation similarity with other roads (according to cosine similarity), and display the top 10
most similar roads. The anchor road is in red, the top 10 similar roads by the First Law are shown in
blue, and those by both laws are in orange. The results can be found in Fig. 2. With only the First
Law, similar roads are much closer to the anchor. With both laws, similar roads are further but have
similar geographic configurations, as shown by comparing street view images. This demonstrates
that the Third Law ensures similar representations for roads with similar configurations, regardless of
distance.

Figure 2: Case study: the top 10 most similar roads found by the First Law only and both laws.
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Ablation studies We conduct ablation studies by: (1) gradually removing the components in
Garner; (2) using different similarity measure to build the augmented graph. The ablation results
on road function predictions are listed in Table 5 and 6, while results on other tasks can be found in
Appendix C.5. We show that the street view images, utilized to describe the geographic configurations,
provide significant improvements in the quality of the road representation by comparing “Garner -
sns - aug” and “Garner - sns - aug - SVI”. We also find that explicitly modeling the Third Law of
geography provides significant improvements by comparing “Garner” and “Garner - sns - aug”.
Spectral negative sampling also provides obvious improvements in the Macro-F1 score and visual
road retrieval. As for the choice of similarity measure, kNN similarity graphs are better than threshold
similarity graphs on Road Function prediction, while slightly worse on Road Traffic Inference.
Meanwhile using euclidean distance generate similar results as using cosine similarity. As building
kNN graphs is much faster than threshold graphs, we choose kNN graphs as the default setting.

Table 5: Ablation studies on Road Function Prediction

Methods Singapore NYC
Micro-F1 (%) ↑ Macro-F1 (%) ↑ AUROC (%) ↑ Micro-F1 (%) ↑ Macro-F1 (%) ↑ AUROC (%) ↑

Garner - sns - aug - SVI 66.61 ± 0.50 30.67 ± 0.66 74.34 ± 0.46 78.23 ± 0.23 17.39 ± 0.23 69.96 ± 0.35
Garner - sns - aug 74.78 ± 0.32 50.21 ± 0.60 88.21 ± 0.30 80.64 ± 0.22 37.14 ± 0.44 85.30 ± 0.25
Garner - sns 80.65 ± 0.31 60.57 ± 0.68 92.46 ± 0.23 82.62 ± 0.19 45.78 ± 0.52 88.61 ± 0.18
Garner 81.40 ± 0.30 62.45 ± 0.64 93.27 ± 0.22 82.97 ± 0.16 47.22 ± 0.42 89.30 ± 0.21

“- sns” means to generate negative samples only with feature shuffling. “- aug” means without geographic
configuration aware graph augmentation. “- SVI” means without street view images as inputs.

Table 6: Ablation studies of similarity measures on Road Function Prediction

Methods Singapore NYC
Micro-F1 (%) ↑ Macro-F1 (%) ↑ AUROC (%) ↑ Micro-F1 (%) ↑ Macro-F1 (%) ↑ AUROC (%) ↑

knn-dist 81.40 ± 0.30 62.45 ± 0.64 93.27 ± 0.22 82.97 ± 0.16 47.22 ± 0.42 89.30 ± 0.21
knn-cos 81.30 ± 0.34 62.26 ± 0.56 92.94 ± 0.21 82.95 ± 0.18 46.98 ± 0.56 89.13 ± 0.18
threshold-dist 79.01 ± 0.56 56.71 ± 0.93 91.15 ± 0.26 81.39 ± 0.23 40.16 ± 0.50 86.32 ± 0.23
threshold-cos 79.45 ± 0.32 57.76 ± 0.53 91.71 ± 0.23 82.51 ± 0.20 45.07 ± 0.59 88.73 ± 0.19

Parameter sensitivity analysis We conduct sensitivity analysis on two hyper-parameters introduced
by our method. They are the degree (k) of the augmented kNN similarity graph and the degree (d) of
the negative graph. The results are visualized in Fig. 3, and more results are listed in Appendix C.6.
In these figures, the shadows show the standard deviation. In our experiments, we find that the results
are not sensitive to the hyper-parameters.
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Figure 3: Sensitivity analysis of hyper-parameter k and d.

6 Conclusion

In this paper, we embark on pioneering research investigating the Third Law of geography for road
network representation learning. To model the Third Law, we introduce street view images to capture
the geographic configuration and design a new contrastive learning framework with geographic
configuration aware graph augmentation and spectral negative sampling. The experiments show that
the proposed method brings significant improvements in road network representation and downstream
tasks. There are certainly many future directions, such as modeling more geographic laws, designing
new evaluations, and using other kinds of real-world data.
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A Backgrounds

A.1 Discussion on the Laws of Geography

Definition 4 (The First Law of Geography, or Tobler’s First Law of Geography, [25]). Everything is
related to everything else, but near things are more related than distant things.
Definition 5 (The Third Law of Geography, [54]). The more similar geographic configurations of
two points (areas), the more similar the values (processes) of the target variable at these two points
(areas).

To illustrate the Third Law of Geography, consider two roads surrounded by residential buildings.
Even though two roads are located very far apart, according to the third law, as they have very similar
geographic configurations, they should still have similar representations.

As extensively discussed in the paper, this study has been substantially informed by the theories in
geography and geographic information science, particularly the First Law of Geography and the
Third Law of Geography. In fact, our study has also been partially informed by the Second Law of
Geography, which is arguably about spatial heterogeneity. The Second Law of Geography implies
that geographic variables and processes exhibit uncontrolled variance [6]. We are informed by this
law from the perspective that the spatial proximity graph and the original graph only connect those
close enough road segments, rather than forming complete graphs. This methodological choice
acknowledges the considerable heterogeneity in the influence exerted by more distant roads.

B Additional calculation and proofs

B.1 Details of calculation in section 4.2

tr(ZTLSZ) =
∑
k

∑
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=
∑
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∑
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B.2 Details of calculation in section 4.5

Here we show that ÂK′

K ŜKH(0)Θ = ÂKH
(0)Θ.

Recall that Ŝ = D̃
−1/2
S S̃D̃

−1/2
S is a symmetric matrix where each row or column is summed to 1.

AK is a matrix with Ai,j = 1 ∀i, j. ÂK = AK/n. Thus

(ÂKŜ)i,j =
∑
l

1

n
× Ŝl,j =

1

n

∑
l

Ŝl,j =
1

n
.

Then we have
ÂKŜ = ÂK. (15)

For the power of ÂK, we have the following result for every i and j
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∑
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,
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where n is the dimension of ÂK (i.e., ÂK ∈ Rn×n). The matrix form of the result is

ÂKÂK = ÂK (16)

Combining them together, we have

ÂK′

K ŜKH(0)Θ = (· · · ((ÂKÂK)ÂK) · · · ÂK)Ŝ
KH(0)Θ

= ÂKŜ
KH(0)Θ

= (· · · ((ÂKŜ)Ŝ) · · · ÂK)H
(0)Θ

= AKH
(0)Θ.

C Additional contents for experiments

C.1 Downstream tasks

Road function prediction is a classification task that determines the functionality of a road. The
label of the functionality is one of {“commercial”, “construction”, “education”, “fairground”, “indus-
trial ”, “residential”, “retail”, “institutional”} (https://wiki.openstreetmap.org/wiki/Key:
landuse), which is derived from the neighborhood region (land use). The labels of road function are
not from the road network data and were not considered in previous literature. In our experiments,
we get the functionality from the land use data in OSM, while other data sources are also feasible.
However, the functionality of regions is only available in several cities. Therefore, this task is very
meaningful in generating labels and analyzing the urban status in a lot of cities.

Road traffic inference is a regression task predicting the average speed of vehicles on each road. It
is widely used to evaluate the effectiveness of road representations in previous literature [2, 3, 23].

Visual road retrieval is a retrieval task, where the input is an image and underlying database stores
road segments (e.g., a vector database of road embeddings). This task is to query roads where the
input image should locate. A real-world scenario is that, a traveller want to visit some positions in a
city. He / She gets some pictures, but may not know where they are located. This task can help them
find those places in seconds.

C.2 Baselines

• Deepwalk [29] is a network embedding algorithm to learn compressed vectorized node
representations according to the structure of the graph. It first samples some random walks
(i.e., sequences of nodes) from the graph. The nodes in random walks are regarded as words,
while each random walk is regarded as a sentence. Then Deepwalk trains a skip-gram [24]
model on the random walks and learns the representations of nodes. Deepwalk does not
consider the features on each node.

• MVGRL [9] is a very powerful graph contrastive learning method. It generates another
graph view via graph diffusion process. Then, it maximizes the mutual information between
the original graph and the augmented graph, following a node-graph contrastive strategy. In
our method, we incorporate the First Law based on this model.

• CCA-SSG [47] is an unsupervised graph representation method. Instead of using conven-
tional mutual information estimators, CCA-SSG builds its contrastive loss upon Canonical
Correlation Analysis. It does not need instance-level discrimination and negative sampling,
and thus more efficient and scalable than contrastive based methods.

• GGD [51] is built upon the graph contrastive learning framework but replaces the traditional
mutual information estimator with a “group discrimination” loss. The new loss does not
require complicated mutual information estimation but only needs to discriminate whether
a sample is from a positive or negative sample. Therefore, it is much faster than graph
contrastive learning methods based on mutual information estimation.

• RFN [15] is a road network representation method based on graph attention networks [36].
It regards junctions (intersections of roads) as nodes to build a primal graph and its line
graph, where road segments are nodes and connected road segments are linked. It then
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designs relational fusion layers that can perform message passing between both graphs.
However, this also significantly increases memory usage, especially on large graphs.

• SRN2Vec [39] is a the road network representation method based on random walk and
skip-gram model [24]. To include geospatial information for road networks, it generates
random walks according to both the graph topology and geospatial distance. To incorporate
the basic features from OSM (e.g., road type), it introduces additional learning objectives
such as classification for road type.

• SARN [2] is a road network representation framework based on graph contrastive learning.
It builds a weighted adjacency matrix according to the road network topology, distance
similarity, and angular similarity. It then follows GCA [57] to produce augmented graphs
by dropping edges according to the weights. It also designs a negative sampling technique
according to the distance. Finally, the model is trained on an InfoNCE loss [35].

C.3 Settings and implementation details

We use the Adam optimizer [16] with the learning rate as 0.001 and set the training iterations as 2500
with early stopping. The sampling size is set as 4000. For the settings of baselines, we follow their
default setting but set the dimension of representation as 512, the same as our method.

All the code is implemented with Python=3.11.8, PyTorch=2.1 (CUDA=11.8) [28], DGL=2.1 [41].
All the experiments are executed on a Ubuntu Server (Ubuntu 20.04), with 8 × Nvidia Tesla V100
(32GB) GPUs, Intel(R) Xeon(R) Gold 6148 CPU @ 2.40GHz (40 cores and 80 threads) and 512
GB memory. The code of baselines is generally obtained from the authors’ GitHub repo. The
only exception is that we use the DGL’s implementation (https://github.com/dmlc/dgl/tree/
master/examples/pytorch) of Deepwalk and MVGRL for better efficiency.

C.4 Scalability

In our experiments, we find that some of the previous works are not scalable in our datasets. The
reason could be that previously, they used much smaller datasets. Specifically, the road networks
in [3, 15, 39] have less than 10,000 nodes, less than one-tenth of our datasets, and thus, they do not
need to consider the scalability issue. In our method, as we perform a sub-sampling process before
applying graph convolution and loss, the memory usage on GPU does not grow with the data size,
and thus, the proposed Garner is scalable to large road networks.

C.5 Additional results on ablation studies

The ablation studies on Road Traffic Inference and Visual Road Retrieval are listed in Table 7 and
Table 8 respectively.

Table 7: Ablation studies on Road Traffic Inference

Methods Singapore NYC
MAE ↓ RMSE ↓ MAPE ↓ MAE ↓ RMSE ↓ MAPE ↓

Garner - sns - aug - SVI 3.04 ± 0.04 3.82 ± 0.04 0.629 ± 0.041 3.91 ± 0.02 5.16 ± 0.03 0.243 ± 0.001
Garner - sns - aug 2.99 ± 0.02 3.74 ± 0.03 0.610 ± 0.036 3.53 ± 0.02 4.70 ± 0.04 0.221 ± 0.002
Garner - sns 2.82 ± 0.02 3.54 ± 0.03 0.606 ± 0.040 3.35 ± 0.02 4.45 ± 0.03 0.210 ± 0.002
Garner 2.80 ± 0.03 3.52 ± 0.04 0.579 ± 0.030 3.30 ± 0.02 4.40 ± 0.03 0.207 ± 0.002

“- sns” means without spectral negative sampling, but with feature shuffling to generate negative samples. “- aug”
means without geographic configuration aware graph augmentation. “- SVI” means without street view images

as inputs.
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Table 8: Ablation studies on Visual Road Retrieval

Methods Singapore NYC
Recall@10 ↑ MRR ↑ Recall@10 ↑ MRR ↑

Garner - sns - aug - SVI 0.0088 0.0818 0.0324 0.1072
Garner - sns - aug 0.2002 0.3013 0.2803 0.2555
Garner - sns 0.3426 0.3112 0.4776 0.2805
Garner 0.4600 0.3387 0.5531 0.2985

“- sns” means without spectral negative sampling, but with feature shuffling to generate negative samples. “- aug”
means without geographic configuration aware graph augmentation. “- SVI” means without street view images

as inputs.

C.6 Additional results on sensitivity analysis

D Further discussions

D.1 Limitations

This paper is based on the Third Law of Geography and the Third Law of Geography. Though the
two laws are generally true, the method in this paper may fail where the two laws are not applicable.
For example, the First Law may fail on extremely large areas or limited data [55].

The potential negative societal impact includes: (1) Our method requires street view images (SVIs)
along roads. However, SVIs may not be up-to-date and thus our methods may provide outdated
information. Also, SVIs cannot provide everyday changes in a city. (2) our method currently does not
consider adversarial attacks from data, and thus may provide incorrect information for downstream
tasks if it is attacked.

D.2 Broader Impact

As discussed in the introduction, road network representation learning provides fundamental in-
struments for various downstream tasks in urban computing. It can improve the traffic system in
cities and enhance safety. It also provides essential references for urban planners who want to know
various facets of the cities. We also admit that there could be some negative societal impacts. We are
committed to ensuring our models are fair, unbiased, and respectful of individuals’ privacy. We also
acknowledge potential risks, such as misuse of the technology.
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: The scope and topic of this paper are made at the beginning of the Abstract
and Introduction. The contributions are listed at the end of the Introduction.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: The limitations can be found in Appendix D.1. The scalability issue is
discussed in Appendix C.4.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [NA]

Justification: The paper does not include theoretical results

Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: Please refer to the experimental setups (section 5.1).

Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
Answer: [No]
Justification: We provide the code in “supplementary artifacts”. However, as the dataset is
too large, we are not able to upload it.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: Refer to section 5.1.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [Yes]
Justification: We report “mean ± std” in our tables and figures. The results can be found in
“Experiments” (section 5) and Appendix C.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).
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• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [Yes]
Justification: Please refer to Appendix C.3.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: The authors have reviewed the NeurIPS Code of Ethics.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [Yes]
Justification: The discussion of broader impacts can be found in Appendix D.2.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: No such risk.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: Our usage of Google Street View Images is non-commercial and academic
usage for research, which is approved by Google’s Guidelines (https://about.google/
brand-resource-center/products-and-services/geo-guidelines/).

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.
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• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [NA]
Justification: The paper does not release new assets.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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