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Abstract

In this paper, we obtain the Berry-Esseen bound for multivariate normal approxima-
tion for the Polyak-Ruppert averaged iterates of the linear stochastic approximation
(LSA) algorithm with decreasing step size. Moreover, we prove the non-asymptotic
validity of the confidence intervals for parameter estimation with LSA based on
multiplier bootstrap. This procedure updates the LSA estimate together with a set
of randomly perturbed LSA estimates upon the arrival of subsequent observations.
We illustrate our findings in the setting of temporal difference learning with linear
function approximation.

1 Introduction

Stochastic approximation (SA) methods are a central component for solving various optimization
problems that arise in machine learning [32, 26], empirical risk minimization [72] and reinforcement
learning [42, 67]. There is a vast number of contributions in the literature, which cover both
asymptotic [48, 53] and non-asymptotic [45, 15, 36] properties of the SA estimates. The primarily
important property among the asymptotic ones of the SA estimates is their asymptotic normality [53],
which is important due to its role in constructing (asymptotic) confidence intervals and hypothesis
testing [71]. However, a natural question of the rate of convergence in the appropriate central limit
theorems (CLT) is not well addressed in literature even in the relatively simple setting of the linear
stochastic approximation (LSA) [21], [34], [9].

Alternatively, confidence sets for SA algorithms can be constructed in a non-asymptotic manner based
on concentration inequalities [4]. These bounds are often regarded as loose [60], yielding suboptimal
performance of the statistical procedures based on the latter estimates [28]. In contrast, for statistical
inference procedures based on independent and identically distributed (i.i.d.) observations, such as
M -estimators [71], there is a machinery of non-parametric methods for constructing confidence sets
with the bootstrap [19, 58]. This approach is accompanied with theoretical guarantees, showing the
non-asymptotic validity of the bootstrap-based confidence intervals for parameters in linear regression
[64] and statistical tests [12]. Extending theoretical guarantees to a non-classical situation with online
learning algorithms encounters serious problems, essentially related to the problem of obtaining rate
of convergence in the corresponding CLTs. At the same time, many phenomena arising in the analysis
of nonlinear SA algorithms already appear in the analysis of LSA problems.

38th Conference on Neural Information Processing Systems (NeurIPS 2024).

12408 https://doi.org/10.52202/079017-0396



The LSA procedure aims to find an approximate solution for the linear system Āθ? = b̄ with a
unique solution θ? based on a sequence of observations {(A(Zk),b(Zk))}k∈N. Here A : Z → Rd×d

and b : Z → Rd are measurable functions and (Zk)k∈N is a sequence of noise variables taking values
in some measurable space (Z,Z) with a distribution π satisfying E[A(Zk)] = Ā and E[b(Zk)] = b̄.
We focus on the setting of independent and identically distributed (i.i.d.) observations {Zk}k∈N.
With a sequence of decreasing step sizes (αk)k∈N and the starting point θ0 ∈ Rd, we consider the
estimates {θ̄n}n∈N given by

θk = θk−1 − αk{A(Zk)θk−1 − b(Zk)} , k ≥ 1, θ̄n = n−1
2n−1∑
k=n

θk , n ≥ 1 . (1)

Here, we have fixed the size of the burn-in period (see, e.g., [16, 44]) to n0 = n. Provided that
n is large enough, the burn-in size affects only a constant factor in the subsequent bounds. The
sequence {θk}k∈N corresponds to the standard LSA iterates, while {θ̄n}n∈N corresponds to the
Polyak-Ruppert (PR) averaged iterates [59, 53]. It is known that θ̄n is asymptotically normal with a
minimax-optimal covariance matrix (see [53] and [23] for discussion). Specifically, under appropriate
technical conditions on the step sizes {αk} and noisy observations {A(Zk)}, it holds that

√
n(θ̄n − θ?)

d→ N (0,Σ∞) ,

where Σ∞ is the asymptotic covariance matrix defined later in Section 3.1. There is a long list of
contributions to the non-asymptotic analysis of θ̄n, particularly [43] and [16], which study moment
and Bernstein-type concentration bounds for

√
n(θ̄n − θ?). Unfortunately, such bounds do not imply

Berry-Esseen type inequalities for
√
n(θ̄n − θ?), that is, they do not allow us to control the quantity

ρConv
n = sup

B∈Conv(Rd)

∣∣∣P(√n(θ̄n − θ?) ∈ B
)
− P(Σ1/2

∞ η ∈ B)
∣∣∣ , (2)

where Conv(Rd) refers to the set of convex sets in Rd. While the Berry-Esseen bounds are a popular
subject of study in probability theory, starting from the classical work [20], most results are obtained
for sums of random variables or martingale difference sequences [52, 8]. We can only mention a few
results for SA algorithms, see Section 2 for more details. This paper aims to provide the latter bounds
for the specific setting of the LSA procedure. Our primary contribution is twofold:

• We establish a BerryEsseen bound for accuracy of normal approximation of the distribution
of Polyak-Ruppert averaged LSA iterates with a polynomially decreasing step size. Our
results suggest that the best rate of normal approximation, in the sense of (2), is of order
n−1/4 up to logarithmic factors in n, where n denotes the number of samples. Interestingly,
this rate is achieved with an aggressive step size, αk = c0/

√
k. Our proof technique follows

the Berry-Esseen bounds for nonlinear statistics provided in [63].
• We provide non-asymptotic confidence bounds for the distribution of the PR-averaged

statistic
√
n(θ̄n − θ?) using the multiplier bootstrap procedure. In particular, our bounds

imply that the quantiles of the exact distribution of
√
n(θ̄n − θ?) can be approximated at a

rate of n−1/4, where n is the number of samples used in the procedure, provided that n is
sufficiently large (see A4 for exact conditions). To the best of our knowledge, this is the
first non-asymptotic bound on the accuracy of bootstrap approximation in SA algorithms.
We apply the proposed methodology to the temporal difference learning (TD) algorithm for
policy evaluation in reinforcement learning.

The rest of the paper is organized as follows. In Section 2, we provide a literature review on the
non-asymptotic analysis of the LSA algorithm and bootstrap methods. Next, in Section 3, we
analyze the convergence rate of Polyak-Ruppert averaged LSA iterates to the normal distribution. In
Section 4, we discuss the multiplier bootstrap approach for LSA and establish bounds on the accuracy
of approximating the quantiles of the true distribution. Finally, we apply our findings to TD learning
and present numerical illustrations in Section 5.

Notations. For matrix A ∈ Rd×d we denote by ‖A‖ its operator norm. For symmetric matrix
Q = Q> � 0 , Q ∈ Rd×d and x ∈ Rd we define the corresponding norm ‖x‖Q =

√
x>Qx, and

define the respective matrix Q-norm of the matrix B ∈ Rd×d by ‖B‖Q = supx6=0 ‖Bx‖Q/‖x‖Q.
For sequences an and bn, we write an . bn if there exist a constant c > 0 such that an ≤ cbn for
c > 0. For simplicity we state the main results of the paper up to constant factors.

2
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2 Related works

Among contributions to the analysis of the LSA algorithm, we should mention the papers [53, 34, 9, 6].
These works investigate the asymptotic properties of the LSA estimates (such as asymptotic normality
and almost sure convergence) under i.i.d. and Markov noise. Non-asymptotic results for the LSA
and PR-averaged LSA estimates were obtained in [55, 47, 7, 35, 44], where MSE bounds were
established, and in [43, 17, 16], which provided high-probability error bounds. The latter results
enable the construction of Bernstein-type confidence intervals for the error θ̄n − θ?. Unfortunately,
the corresponding bounds typically depend on unknown problem properties of (1), related to the
design matrix Ā and the noise variables A(Zk), b(Zk). For this reason, applying these error bounds
in practice is complicated. Furthermore, concentration bounds for the LSA error [43, 17, 16] do not
imply convergence rates of the rescaled error

√
n(θ̄n − θ?) to the normal distribution in Wasserstein

or Kolmogorov distance. Non-asymptotic convergence rates were previously studied in [2] using the
Stein method, but the resulting rate corresponds to a smoothed Wasserstein distance. Recent work
[65] investigates convergence rates to the normal distribution in Wasserstein distance for LSA with
Markovian observations. Both papers yield bounds that are less tight with respect to their dependence
on trajectory length n than those presented in the present work, see a detailed comparison after
Theorem 2.

A popular method for constructing confidence intervals in the context of parametric estimation is
based on the bootstrap approach ([19]). Its analysis has attracted many contributions, in particular a
series of papers [12] and [13] that validate a bootstrap procedure for a test based on the maximum
of a large number of statistics. Their study shows a close relationship between bootstrap validity
results, Gaussian comparison and anticoncentration bounds for rectangular sets. The papers [64] and
[27] investigate the applicability of likelihood-based statistics for finite samples and large parameter
dimensions under possible model misspecification. The important step in proving bootstrap validity
is again based on Gaussian comparison and anticoncentration bounds, but now for spherical sets. The
bootstrap procedure for spectral projectors of covariance matrices is discussed in [46] and [31]. The
authors follow the same steps to prove the validity of the bootstrap.

Extending the classical bootstrap approach to online learning algorithms is a challenge. For example,
the iterates {θk}k∈N determined by (1) are not necessarily stored in memory, which makes the
classical bootstrap inapplicable. This problem can be solved by performing randomly perturbed
updates of the online procedure, as proposed in [22] for the iterates of the Stochastic Gradient Descent
(SGD) algorithm. The authors in [56] used the same procedure for the case of Markov noise and
policy evaluation algorithms in reinforcement learning, but in both papers the authors only consider
the asymptotic validity. In our paper we use the same multiplier bootstrap approach (see Section 4),
but we provide an explicit error bound for the bootstrap approximation of the distribution of the
statistics

√
n(θ̄n − θ?).

In addition to the bootstrap approach, one can also use the pivotal statistics [37, 40, 41] or various
estimates of the asymptotic covariance matrix [73] to construct the confidence intervals for θ?.
The latter approach can be based on the plug-in estimators [39], batch mean estimators [11] or in
combination with the multiplier bootstrap approach [74]. However, the theoretical guarantees for
mentioned methods remain purely asymptotic.

3 Accuracy of normal approximation for LSA

We first study the rate of normal approximation for the tail-averaged LSA procedure. When there is
no risk of ambiguity, we use simply the notations Ak = A(Zk) and bk = b(Zk). Starting from the
definition (1), we get with elementary transformations that

θk − θ? = (I− αkAk)(θk−1 − θ?)− αkεk , (3)

where we have set εk = ε(Zk) with

ε(z) = Ã(z)θ? − b̃(z) , Ã(z) = A(z)− Ā , b̃(z) = b(z)− b̄ .

Here the random variable ε(Zk) can be viewed as a noise, measured at the optimal point θ?. We now
assume the following technical conditions:
A1. Sequence {Zk}k∈N is a sequence of i.i.d. random variables defined on a probability space
(Ω,F ,P) with distribution π.

3
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A2.
∫
Z
A(z)dπ(z) = Ā and

∫
Z
b(z)dπ(z) = b̄, with the matrix −Ā being Hurwitz. Moreover,

‖ε‖∞ = supz∈Z ‖ε(z)‖ < +∞, and the mapping z → A(z) is bounded, that is,

CA = sup
z∈Z

‖A(z)‖ ∨ sup
z∈Z

‖Ã(z)‖ < ∞ . (4)

Moreover, for the noise covariance matrix

Σε =
∫
Z
ε(z)ε(z)>dπ(z) (5)

it holds that its smallest eigenvalue is bounded away from 0, that is,

λmin := λmin(Σε) > 0 . (6)

It is possible to change (4) to the moment-type bound as it was previously considered in [43] and
[16], see the detailed discussion after Theorem 2. The fact that the matrix −Ā is Hurwitz implies that
the linear system Āθ = b̄ has a unique solution θ?. Moreover, this fact is sufficient to show that the
matrix I− αĀ is a contraction in an appropriate matrix Q-norm for small enough α > 0. Precisely,
the following result holds:

Proposition 1. Let −Ā be a Hurwitz matrix. Then for any P = P> � I, there exists a unique matrix
Q = Q> � I, satisfying the Lyapunov equation Ā>Q+QĀ = P . Moreover, setting

a = λmin(P )
2‖Q‖ , and α∞ = λmin(P )

2κQ‖Ā‖2
Q

∧ ‖Q‖
λmin(P ) , (7)

where κQ = λmax(Q)/λmin(Q), it holds for any α ∈ [0, α∞] that αa ≤ 1/2, and

‖I− αĀ‖2Q ≤ 1− αa . (8)

The proof of Proposition 1 is provided in Appendix D.1. Note that it is possible to set P = I as in
[18], yet it is possible that other choices of P could be more beneficial for particular applications.
Now consider an assumption on the step sizes αk and number of observations n:

A3. The step sizes {αk}k∈N has a form αk = c0/k
γ , where γ ∈ [1/2; 1) and c0 ∈ (0;α∞ ∧ a ∧

(1− γ)]. Moreover, we assume that n ≥ d, and
√
n

(1+logn) logn ≥ c0κQ C2
A

a(1−
√
2/2)

∨ 4
ac0(1−

√
2/2)

, if γ = 1/2 ,

n1−γ

logn ≥ 2c0κQ C2
A

a(2γ−1)(1−(1/2)1−γ) ∨
8γ(1−γ)

ac0(1−(1/2)1−γ , if 1/2 < γ < 1 .
(9)

The main aim of lower bounding n is to ensure that the number of observations is large enough in
order that the LSA error related to the choice of initial condition θ0 − θ? becomes small.

3.1 Central limit theorem for Polyak-Ruppert averaged LSA iterates.

It is known that the assumptions A1-A3 guarantee that the CLT applies to the iterates of θ̄n, namely,
√
n(θ̄n − θ?)

d→ N (0,Σ∞) , (10)

where the asymptotic covariance matrix Σ∞ has a form

Σ∞ = Ā−1ΣεĀ
−>, (11)

and Σε is defined in (5). This result can be found for example in [53] and [23]. We are interested
in the Berry-Esseen type bound for the rate of convergence in (10), that is, we aim to bound ρConv

n
defined in (2) w.r.t. the available sample size n. We control ρConv

n using a method from [63]
based on randomized multivariate concentration inequality. Below we briefly state its setting and
required definitions. Let X1, . . . , Xn be independent random variables taking values in X and
T = T (X1, . . . , Xn) be a general d-dimensional statistics such that T = W +D, where

W =

n∑
`=1

ξ`, D := D(X1, . . . , Xn) = T −W, (12)

4
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ξ` = h`(X`) and h` : X → Rd is a Borel measurable function. Here the statistics D can be non-linear
and is treated as an error term, which is "small" compared to W in an appropriate sense. Assume that
E[ξ`] = 0 and

∑n
`=1 E[ξ`ξ>` ] = Id. Let Υ = Υn =

∑n
`=1 E[‖ξ`‖3]. Then, with η ∼ N (0, Id),

sup
B∈Conv(Rd)

|P(T ∈ A)−P(η ∈ A)| ≤ 259d1/2Υ+2E[‖W‖‖D‖]+2

n∑
`=1

E[‖ξ`‖‖D−D(`)‖], (13)

where D(`) = D(X1, . . . , X`−1, X
′
`, X`+1, . . . , Xn) and X ′

` is an independent copy of X`. This
result is due to [63, Theorem 2.1]. One can modify the bound (13) for the setting when∑n

`=1 E[ξ`ξ>` ] = Σ � 0. This result due to [63, Corollary 2.3]. Following the construction
(12), we set T =

√
nĀ(θ̄n − θ?) and consider it as a nonlinear statistic of i.i.d. random variables

Z1, . . . , Z2n, which drive the LSA dynamics (1). We can exactly represent T as a sum of linear (W )
and non-linear parts (D), where

W = − 1√
n

2n−1∑
k=n

εk+1, D =
1√
n

θn − θ?

αn
− 1√

n

θ2n − θ?

α2n
− 1√

n

2n∑
k=n+1

(Ak − Ā)(θk−1− θ?)

+
1√
n

2n∑
k=n+1

(
θk−1 − θ?

)( 1

αk
− 1

αk−1

)
.

The proof of this result can be bound in Proposition 3. To obtain a bound for the approximation
accuracy in (2) using the bound (13), we need to upper bound E1/2[‖D(Z1, . . . , Z2n)‖2] and E[‖D−
D(i)‖]. The first result below provides a second moment bound on D:
Theorem 1. Assume A1, A2, and A3. Then we obtain the following error bound:

E1/2
[
‖D(Z1, . . . , Z2n)‖2

]
.

√
κQ‖ε‖∞√

ac0

(
1

n(1−γ)/2
+

c0 CA√
1− γnγ/2

)
+
√
κQ∆1 exp

{
− c0an

1−γ

2(1− γ)

}
‖θ0 − θ?‖ ,

where . stands for inequality up to an absolute constant, and ∆1 = ∆1(n, a,CA, c0) is a polynomial
function defined in Appendix A.3, eq. (29).

The proof of Theorem 1 is provided in Appendix A.3. Now it remains to upper bound the term
E[‖D − D(i)‖], which is done in Appendix B.1 using the synchronous coupling methods [10].
Combining these bounds, we obtain the following theorem:
Theorem 2. Assume A1, A2, and A3. Then the following bound holds:

ρConv
n .

d1/2‖ε‖3∞
λ
3/2
min

√
n

+
1

λmin

(
C1

n(1−γ)/2
+

C2

nγ/2

)
+

∆2

λmin
exp

{
− c0an

1−γ

2(1− γ)

}
‖θ0 − θ?‖ , (14)

where ∆2 = ∆2(n, a,CA,TrΣε, c0) is a polynomial function defined in (35), and constants C1,C2,
depending upon a,CA, κQ,TrΣε, c0, are defined in Appendix B, eq. (36).

The proof of Theorem 2 is provided in Appendix B. Note that the assumption A2 requires that ε(Z1)
is almost sure bounded. It is a strong assumption, but it can be partially relaxed. Following the
stability of matrix products technique, used in [17, Proposition 3], it is possible to consider the setting
when the random variable ‖Ã(Z1)‖ has only finite number of moments. In particular, we expect
that assuming finite third moment of ‖Ã(Z1)‖ and ‖ε(Z1)‖ is sufficient to obtain a counterpart to
Theorem 1. However, this generalization requires non-trivial technical work on generalizing the
stability of matrix products result (see Corollary 4 in Appendix D ).

Note that the bound of Theorem 2 predicts the optimal error of normal approximation for Polyak-
Ruppert averaged estimates of order n−1/4, which is achieved with the aggressive step size αk =
c0/

√
k, that is, when setting γ = 1/2 in (14). In this case we obtain the optimized bound

ρConv
n .

C3

λminn1/4
+

d1/2‖ε‖3∞
λ
3/2
min

√
n

+
∆1 exp

{
−c0a

√
n
}

λmin
‖θ0 − θ?‖ , (15)

where C3 = C3(a,CA, κQ,TrΣε, ‖ε‖∞) is provided in (36).

5
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Discussion. Our proof technique of Theorem 2 reveals an interesting feature: fastest rate of
convergence in the convex distance ρConv

n corresponds to the learning rate schedule that admits the
fastest decay of the second-order term in the MSE bound for remainder statistics D (see Theorem 1).
Results similar to the one of Theorem 2 have been recently obtained in the literature in [65] and
[2]. The author in [65] considers the LSA problem specified to the temporal-difference learning (see
Section 5) with Markov noise and obtains convergence rate in Wasserstein distance of order n−1/4,
which corresponds to the "optimal" step size schedule αk = c0/k

3/4. Using the bound of [49, eq.
(3)] (see also section 2 in [57]), this result yield a suboptimal bound of order n−1/8 for the convex
distance ρConv

n . Such an upper bound may be loose for some classes of distributions, but it is not clear
if in particular setting of LSA the bound of [65] could imply scaling of order n−1/4 for ρConv

n . At the
same time, in case of X1, . . . , Xn forming a Markov chain in (12) there is no available counterpart
of the bound (13). Generalizing (13) is an interesting research direction that would allow to obtain
a counterpart of Theorem 2 in case of Markovian dynamics. Similarly, the result of [2] holds for
much stronger metrics, which controls the convergence of moments of twice differentiable functions.
We provide additional details about connections between this metric and ρConv

n in Appendix B.2. At
the same time, the authors in [2] cover the non-linear setting of PR-averaged iterates of stochastic
gradient descent algorithm under strong convexity.
Remark 1. The leading (with respect to n) terms of the bound from Theorem 1 have an implicit
dependence on the problem dimension d due to the presence of λmin. Yet the result of Theorem 1 can
be improved in a sense of dependence in dimension if one is interested not in the rates of convergence
for

√
n(θ̄n − θ?), but in the projected iterated

√
nΠ>(θ̄n − θ?) for some Π ∈ Rd×m, m ≤ d. If this

is the case, one may apply (13) for the class Convm = Conv(Rm) of convex sets in Rm and obtain,
setting step size αk = c0/

√
k, and Σ

(Π)
ε = ΠΣεΠ

>, that

ρConv
n .

C4

λminn1/4
+

m1/2‖ε‖3∞
λ
3/2
min

√
n

+
∆2e

−c0a
√
n

λmin
‖θ0 − θ?‖ ,

and the constant C4 = C4(a,CA, κQ,TrΣ
(Π)
ε , ‖ε‖∞) is provided in (36).

Remark 2. Results similar to Theorem 1 can be obtained not only for the Polyak-Ruppert averaged
estimator θ̄n, but also for the last iterate θn. In particular, it is known (see e.g. [23]), that the last
iterate error θn − θ? is also asymptotically normal:

θn−θ∗
√
αn

→ N (0,Σlast) ,

where the covariance matrix Σlast is different from Σ∞. In such a case Σlast can be found as a
solution to appropriate Lyapunov equation, see [23]. Then, we expect that it is possible to use the
perturbation-expansion approach from [1] together with randomized concentration inequalities [63]
(see (13)), in order to obtain the Berry-Esseen bound

supB∈Conv(Rd)

∣∣∣P( θn−θ∗
√
αn

∈ B
)
− P(Σ1/2

lastη ∈ B)
∣∣∣ . √

αn .

We leave the detailed derivation for future work.

4 Multiplier bootstrap for LSA

In order to perform statistical inference with the Polyak-Ruppert estimator θ̄n, we propose an online
bootstrap resampling procedure, which recursively updates the LSA estimate as well as a large
number of randomly perturbed LSA estimates, upon the arrival of each data point. The suggested
procedure follows the one outlined in [22]. It has the following advantages: it does not rely on
the asymptotic distribution of the error

√
n(θ̄n − θ?), does not require to know the moments of√

n(θ̄n − θ?) or its asymptotic covariance matrix Σ∞, and does not involve any data splitting.

We state the suggested procedure as follows. Let W2n = {W`}1≤`≤2n be a set of i.i.d. random
variables, independent of Z2n = {Z`}1≤`≤2n, with E[W1] = 1 and Var[W1] = 1. We write,
respectively, Pb = P(·|Z2n) and Eb = E(·|Z2n) for the corresponding conditional probability
and expectation. In parallel with procedure (1) that generates {θk}1≤k≤2n and θ̄n, we generate M
independent samples (w`

n, . . . , w
`
2n), 1 ≤ ` ≤ M distributed as W2n, and recursively update M

randomly perturbed LSA estimates, that is,

θb,`k = θb,`k−1 − αkw
`
k{A(Zk)θ

b,`
k−1 − b(Zk)} , k ≥ n+ 1 , θb,`n = θn ,

θ̄b,`n = n−1
∑2n−1

k=n θb,`k , n ≥ 1 .
(16)

6
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We use a short notation θ̄bn for θ̄b,1n . The key idea of the procedure (16) is that the "Bootstrap-world"
distribution (that is, the one conditional on Z2n) of the perturbed samples

√
n(θ̄bn − θ̄n) is close to

the distribution of the quantity of interest, that is,
√
n(θ̄n − θ?). Precisely, the main result of this

section will show that the quantity

sup
B∈Conv(Rd)

|Pb(
√
n(θ̄bn − θ̄n) ∈ B)− P(

√
n(θ̄n − θ?) ∈ B)| (17)

is small. Although an analytic expression for Pb(
√
n(θ̄bn − θ̄n) ∈ B) is not available, one can

approximate it from numerical simulations according to (16) by generating sufficiently large number
M of perturbed trajectories. Standard arguments, see e.g. [62, Section 5.1] suggest that the accuracy
of Monte-Carlo approximation is of order M−1/2. To analyze the suggested procedure, we shall
impose an additional assumption on the trajectory length n:

A4. Assumption A3 holds with γ = 1/2, and c0 ≤ 1/(C2
A κQe). Moreover, setting

h(n) =

⌈(
4CA κ

1/2
Q

(
√
2−1)a

)2

(1 + 2 log (2n4))2
⌉
, (18)

it holds that √
n

h(n) ≥
2

a(
√
2−1)

∨ c0
α∞

, and
√
n

log2 n
≥ c0(1∨C2

A)
a ∨ c0aC

2
A ∨ 4

ac0
(19)

Moreover, we assume that for λmin defined in (6) it holds that

λmin ≥ 8‖ε‖∞

√
‖Σε‖ log n

n
+

8(‖Σε‖+ ‖ε‖2∞) log n

n
(20)

Note that the new bound (19) simply states that
√
n/ log2(n) is sufficiently large, since h(n) scales

as log2 n. We discuss the assumption A4 in more details in the proof scheme. Now we formulate
the main result of this section. We analyze only the setting of polynomially decaying step size with
γ = 1/2, since decay rate of (17) essentially depends on the approximation rate of Theorem 2, with
the fastest rate achieved when γ = 1/2. For other learning rates the decay rate of right-hand side in
Theorem 3 will be slower. For simplicity, we do not trace the dependence of the bound below on the
parameter c0.
Theorem 3. Assume A1, A2, A3 with γ = 1/2, and A4. Then with P – probability at least 1− 6/n it
holds that

sup
B∈Conv(Rd)

|Pb(
√
n(θ̄bn − θ̄n) ∈ B)− P(

√
n(θ̄n − θ?) ∈ B)| .

κ2
Q(C

4
A ∨1)(1 + ‖ε‖2∞) log n

a5/2λminn1/4

+

√
d√
n

(
‖ε‖3∞
λ
3/2
min

+ κQ‖ε‖∞
√
log n√
λmin

+
κQ(1 + ‖ε‖2∞/λmin) log n√

n

)
+

∆3e
−(c0/2)a

√
n

λmin
‖θ0 − θ?‖ ,

where ∆3 = ∆3(n, a,CA, ‖ε‖∞) is a polynomial function defined in Appendix C, eq. (46).

The proof of Theorem 3 is based on the Gaussian approximation performed both in the "real" world
and bootstrap world together with an appropriate Gaussian comparison inequality. The main steps of
the proof are illustrated by the following scheme:

Real world:
√
nĀ(θ̄n − θ?) ξ ∼ N (0,Σε)

Bootstrap world:
√
nĀ(θ̄bn − θ̄n) ξb ∼ N (0,Σb

ε)

Gaussian approximation, Th. 2

Gaussian comparison, Theorem 5

Gaussian approx. in Bootstrap world, Th. 4

In the above scheme we have denoted by Σb
ε = n−1

∑2n−1
`=n ε`ε

>
` the sample covariance matrix

approximating Σε. Gaussian approximation for the true distribution of
√
nĀ(θ̄n − θ?) follows from

Theorem 2. Proof of Gaussian approximation in the Bootstrap world Theorem 4 is also based on
the inequality (13), but is more complicated and involves the expansion analysis of the LSA error
from [1]. This technique allows to separate the LSA error into different scales with respect to the
step sizes {αk}, see Appendix C.4 for details. However, this technique requires to impose additional
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assumption A4 - eq. (19). Proof of the Gaussian comparison part of Theorem 5 is based on Pinsker’s
inequality and matrix Bernstein inequality. The latter result requires that n is large enough to ensure
that minimal eigenvalue of Σb

ε is close to λmin, justifying the assumption A4 - eq. (20). Detailed
proof if provided in Appendix C.

Discussion. We emphasize that the Gaussian approximation result of Theorem 2 (with Bootstrap
world generalization in Theorem 4) is a key result to prove the above bootstrap validity. This argument
was missing in the earlier works studying confidence intervals for stochastic optimization algorithms
[11, 73, 74], where the authors considered procedures to estimate Σ∞ in (11). They combine non-
asymptotic bounds on the accuracy of recovering Σ∞ with only asymptotic validity of the resulting
confidence intervals. We expect that our proof technique for Theorem 2 can be used to provide similar
non-asymptotic validity results for outlined approaches for constructing confidence intervals based
on the estimation of the asymptotic covariance matrix.
Corollary 1. (Set of Euclidean balls or ellipsoids) Suppose that we are interested in estimating
quantile of a given order α ∈ (0, 1) and some matrix B ∈ Rd×d, that is, the quantity

tα = inf{t > 0 : P(
√
n‖B(θ̄n − θ?)‖ ≥ t) ≤ α}.

We define its counterpart in the Bootstrap world, tbα, as

tbα = inf{t > 0 : Pb(
√
n‖B(θ̄bn − θ̄n)‖ ≥ t) ≤ α}.

Note that tbα is defines with respect to the bootstrap measure, therefore, it depends on the data Z2n.
This bootstrap critical value tbα is applied in the Bootstrap world to build the confidence set

E(α) = {θ ∈ Rd :
√
n‖B(θ − θ̄n)‖ ≤ tbα} .

Theorem 3 justifies this construction and evaluate the coverage probability of the true value θ? by
this set. It states that

P(θ? /∈ E(α)) = P(
√
n‖B(θ̄n − θ?)‖ > tbα) ≈ α ,

with the error of order n−1/4 in the right-hand side. Although an analytic expression for tbα is not
available, one can approximate it by generating a large number M of independent samples of Wn

and computing from them the empirical distribution function of
√
n‖B(θ̄bn − θ̄n)‖, following (16).

Remark 3. A natural question that arises after Theorem 3 is whether it is possible to prove similar
bounds for the iterates of first-order stochastic optimization algorithms. There are several MSE
bounds for corresponding algorithms with explicit dependence on the step size αk; see, for example,
[45, 5]. Therefore, we expect that it is possible to obtain a counterpart to Theorem 2. At the same
time, for general first-order stochastic optimization algorithms, unlike LSA, there are no counterparts
to the precise error expansions of [1]. Thus, proving the counterpart of Theorem 3 in this setting is
more challenging. Similarly, we emphasize that generalizations of the procedure (16) to cases where
{Zk}k∈N are dependent, for example, form a Markov chain, are complicated. The approach of [63]
is not directly applicable in this setting, and appropriate generalization of (13) is a separate and
challenging research direction.

5 Applications to the TD learning and numerical results

We illustrate our findings for the setting of temporal difference (TD) learning algorithm [66, 67] for
policy evaluation in RL. Non-asymptotic error bounds for this algorithm attracted lot of contributions
[43, 16, 30, 51, 38]. At the same time, confidence intervals for TD were studied in [22, 56] only in
terms of their asymptotic validity. In the TD algorithm we consider a discounted MDP (Markov
Decision Process) given by a tuple (S,A,P, r, γ). Here S and A stand for state and action spaces,
and γ ∈ (0, 1) is a discount factor. Assume that S is a complete metric space with metric dS
and Borel σ-algebra B(S). P stands for the transition kernel P(B|s, a), which determines the
probability of moving from state s to a set B ∈ B(S) when action a is performed. Reward function
r : S ×A → [0, 1] is assumed to be deterministic. Policy π(·|s) is the distribution over action space
A corresponding to agent’s action preferences in state s ∈ S . We aim to estimate value function

V π(s) = E
[ ∞∑
k=0

γkr(sk, ak)|s0 = s
]
,

8

12415https://doi.org/10.52202/079017-0396



where ak ∼ π(·|sk), and sk+1 ∼ P(·|sk, ak) for any k ∈ N. Define the transition kernel under π,
Pπ(B|s) =

∫
A P(B|s, a)π(da|s) , (21)

which corresponds to the 1-step transition probability from state s to a set B ∈ B(S). The state space
S here can be arbitrary. It is a common option to consider the linear function approximation for
V π(s), defined for s ∈ S, θ ∈ Rd, and a feature mapping ϕ : S → Rd as V π

θ (s) = ϕ>(s)θ. Here d
is the dimension of feature space. Our goal is to find a parameter θ? which is defined as a unique
solution to the projected Bellman equation, see [70]. We denote by µ the invariant distribution over
the state space S induced by Pπ(·|s) in (21). We define the design matrix Σϕ as

Σϕ = Eµ[ϕ(s)ϕ(s)
>] ∈ Rd×d . (22)

Consider the following assumptions on the generative mechanism and on the feature mapping ϕ(·):
TD 1. Tuples (s, a, s′) are generated i.i.d.with s ∼ µ, a ∼ π(·|s), s′ ∼ P(·|s, a) .
TD 2. Matrix Σϕ is non-degenerate with the minimal eigenvalue λmin(Σϕ) > 0. Moreover, the
feature mapping ϕ(·) satisfies sups∈S ‖ϕ(s)‖ ≤ 1.

In the setting of linear function approximation the estimation of V π(s) reduces to estimating θ? ∈ Rd,
which can be done via the LSA procedure. Here, the k-th step randomness is given by the tuple
Zk = (sk, ak, s

′
k). Then, the corresponding LSA update can be written as

θk = θk−1 − αk(Akθk−1 − bk) , (23)
where Ak and bk are given, respectively, by

Ak = ϕ(sk){ϕ(sk)− γϕ(s′k)}> , bk = ϕ(sk)r(sk, ak) .

We provide the expressions for the corresponding system matrix Ā = E[Ak] and the right-hand
side b̄ in Appendix E. We verify that assumption A2 holds and, furthermore, we provide a tighter
counterpart to the result of Proposition 1. This result closely follows [51] and [61].
Proposition 2. Let {θ}k∈N be a sequence of TD updates generated by (23) under TD 1 and TD 2.
Then this update scheme satisfies assumption A2 with

CA = 2(1 + γ) , ‖ε‖∞ = 2(1 + γ)(‖θ?‖ + 1) ,

moreover, one can check that ‖I− αĀ‖2 ≤ 1− αa with

a = (1− γ)λmin(Σϕ) , α∞ = (1− γ)/(1 + γ)2 ,

that is, Proposition 1 holds with Q = I.

Proof of Proposition 2 is provided in Appendix E. Since all the assumptions in A2 are fulfilled, we
can verify tightness of the bound Theorem 2 for different learning rate schedules αk in (23).

Numerical results. Efficiency of the multiplier bootstrap approach (16) to the problems of con-
structing confidence sets in online algorithms has been demonstrated in the works [22] and [56]. We
aim to illustrate the tightness of our bounds for normal approximation outlined in Theorem 2 in the
setting of TD learning with linear function approximation. To this end, we consider the classical
Garnet problem [3], in the simplified version proposed by [25]. This problem is characterized by the
number of states Ns, number of actions a, and branching factor b (i.e. the number of neighbors of
each state in the MDP). We set these values to Ns = 10, a = 2 and b = 3, and aim to evaluate the
value function of the randomly generated policy π(·|s). Details on the way the policy π is set can
be found in Appendix F. We consider the problem of policy evaluation in this MDP using the TD
learning algorithm with identity feature mapping, that is, φ(s) = es (that is, s-th coordinate vector)
for s ∈ {1, . . . , Ns}. We run the procedure (23) with the learning rates αk = c0/k

γ and different
powers γ ∈ {0.5, 0.65, 0.7}. For each of the experiments we aim to estimate the supremum

∆n := supx∈R
∣∣P(√n‖θ̄n − θ?‖ ≤ x)− P(‖Σ1/2

∞ η‖ ≤ x)
∣∣ , (24)

η ∼ N (0, INs
), and show that this supremum scales as n−1/4 when γ = 1/2 and admits slower

decay for other powers of γ. We approximate true probability P(‖Σ1/2
∞ η‖ ≤ x) by the corresponding

empirical probabilities based on sample of size M � n. Second, for n ∈ {1600, . . . , 1638400},
where next sample size is twice larger than the previous one, we generate N = 6553600 trajectories of
TD algorithm and approximate the distribution of

√
n‖θ̄n−θ?‖ based on the corresponding empirical

distribution. We report our results in Figure 1, showing that the smallest values of ∆n correspond
to the step size schedule γ = 1/2, moreover, the decay rate n−1/4 seems to be tight, otherwise one
should expect further decay of ∆nn

1/4. Additional simulations are provided in Appendix F.
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Figure 1: Subfigure (a): Rescaled error
√
n‖θ̄n − θ?‖, averaged over N independent TD trajectories

for different trajectory lengths n. Subfigure (b): approximate quantity ∆n from (24) for different
powers γ and n. Subfigure (c): ∆n, rescaled by a factor n1/4, predicted by Theorem 2.

6 Conclusion

In this paper, we have established, to the best of our knowledge, the first fully non-asymptotic
confidence bounds for parameter estimation in the LSA algorithm using the multiplier bootstrap. This
result is based on a novel Berry-Esseen bound for the Polyak-Ruppert averaged LSA iterates, which
is of independent interest. Our paper suggests several interesting directions for further research. First,
our Berry-Esseen bounds are obtained using the randomized concentration inequality [63], and it
would be valuable to generalize this approach to the setting of Markov chains. Second, it is natural to
extend our results to the first-order gradient methods, both for stochastic optimization and variational
inequalities. Third, it becomes possible to prove the fully non-asymptotic validity of confidence
intervals obtained with plug-in techniques or other estimators of the asymptotic covariance matrix of
θ̄n. These could then be compared with the multiplier bootstrap confidence intervals in terms of their
dependence on problem dimension d and other instance-dependent quantities.
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A Proofs for accuracy of normal approximation

A.1 Expansion of the error of LSA equipped with the Polyak-Ruppert averaging

Proposition 3. The following expansion holds:

√
nĀ(θ̄n − θ?) = − 1√

n

2n∑
k=n+1

εk︸ ︷︷ ︸
W

+
1√
n

θn − θ?

αn︸ ︷︷ ︸
D1

− 1√
n

θ2n − θ?

α2n︸ ︷︷ ︸
D2

− 1√
n

2n∑
k=n+1

(Ak − Ā)(θk−1 − θ?)︸ ︷︷ ︸
D3

+
1√
n

2n∑
k=n+1

(
θk−1 − θ?

)( 1

αk
− 1

αk−1

)
︸ ︷︷ ︸

D4

(25)

Proof. We use the recurrence (3) and rewrite it as

θk − θ? = (I− αkĀ)(θk−1 − θ?)− αk(Ak − Ā)(θk−1 − θ?)− αkεk .

The previous equation implies, after algebraic manipulation and division by αk, that

Ā(θk−1 − θ?) =
θk−1 − θ?

αk
− θk − θ?

αk
− (Ak − Ā)(θk−1 − θ?)− εk .

Taking average for k from n+ 1 to 2n and multiplying by
√
n, we obtain (25).

A.2 Bounding the error of the LSA algorithm last iterate

We begin with of technical lemma on the behavior of the last iterate θk of the LSA procedure given
in (1). We aim to show that E1/p[‖θk − θ?‖p] scales as

√
αk, provided that k is large enough. This

result is classical and appears in a number of papers, e.g. [7, 14, 43, 17]. We provide the proof here
for completeness. Our analysis of the bootstrap procedure and the last iterate error of LSA procedure
is based on the error expansion technique from [1], see also [16]. Namely, to perform the expansion,
we decompose the LSA iterates θk defined in (1) into a transient and fluctuation terms:

θk − θ? = θ̃
(tr)
k + θ̃

(fl)
k ,

where we have defined the quantities

θ̃
(tr)
k = Γ1:k{θ0 − θ?} , θ̃

(fl)
k = −

k∑
j=1

αjΓj+1:kεj , (26)

setting

Γm:k =

k∏
i=m

(I− αiA(Zi)) , m, k ∈ N,m ≤ k , with the convention Γm:k = I ,m > k . (27)

The dependence of Γm:k upon the stepsizes (αj) is implicit in (27). Here the quantity θ̃
(tr)
k is the

transient component of the error, which determines the rate at which the initial error θ0 − θ? is
forgotten. The term θ̃

(fl)
k corresponds to the fluctuation component of the error and is determined by

the oscillations of the last iterate θk around θ?.

Proposition 4. Assume A1, A2, and A3. Then for any k ≥ n, where n satisfies (9), it holds for
2 ≤ p ≤ log n2, that

E1/p[‖θk − θ?‖p] ≤ √
κQe exp

{
−(a/2)

k∑
`=1

α`

}
‖θ0 − θ?‖ +

4e
√
κQ‖ε‖∞p
√
a

√
αk .
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Proof. Expanding the decomposition (26), we obtain that

E1/p[‖θk − θ?‖p] ≤ E1/p[‖Γ1:k{θ0 − θ?}‖p] + E1/p[‖
k∑

j=1

αjΓj+1:kεj‖p] , (28)

and we bound both terms separately. Since the sample size n satisfies (9), we get applying Corollary 4
(see equation (71)), that for 2 ≤ p ≤ log n2 it holds

E1/p[‖Γ1:k{θ0 − θ?}‖p] ≤ √
κQe exp

{
−(a/2)

k∑
`=1

α`

}
‖θ0 − θ?‖ .

Now we proceed with the second term in (28). Applying Burholder’s inequality [50, Theorem 8.6]
and Lemma 3 with b = a/4, we obtain that

E1/p[‖
k∑

j=1

αjΓj+1:kεj‖p] ≤ p

(
E2/p

[(∑k

j=1
α2
j‖Γj+1:kεj‖2

)p/2
])1/2

≤ p

(∑k

j=1
α2
jE2/p

[
‖Γj+1:kεj‖p

])1/2

≤ p
√
κQe‖ε‖∞

(∑k

j=1
α2
j

k∏
`=j+1

(
1− aα`

4

))1/2

≤
4e
√
κQ‖ε‖∞p
√
a

√
αk .

Corollary 2. Under assumptions of Proposition 4, it holds that

P (∃k ∈ [n, 2n− 1] : ‖θk − θ?‖ ≥ g(k, ‖θ0 − θ?‖, n)) ≤ 1

n
,

where we have defined

g(k, ‖θ0 − θ?‖, n) = √
κQe

2 exp
{
−(a/2)

k∑
`=1

α`

}
‖θ0 − θ?‖ +

8e2
√
κQ‖ε‖∞ log n

√
a

√
αk .

Proof. We first note that Lemma 1 implies, setting δ = 1/n2, that for every fixed k ∈ [n; 2n− 1],

P

(
‖θk − θ?‖ ≥ √

κQe
2 exp

{
−(a/2)

k∑
`=1

α`

}
‖θ0 − θ?‖ +

8e2
√
κQ‖ε‖∞ log n

√
a

√
αk

)
≤ 1

n2
.

Application of the union bound concludes the proof.

We conclude this part with a simple consequence of Markov’s inequality.
Lemma 1. Fix δ ∈ (0, 1/e2) and let Y be a positive random variable, such that

E1/p[Y p] ≤ C1 + C2p

for any 2 ≤ p ≤ log (1/δ). Then it holds with probability at least 1− δ, that
Y ≤ eC1 + eC2 log (1/δ) .

Proof. Applying Markov’s inequality, for any t ≥ 0 we get that

P(Y ≥ t) ≤ E[Y p]

tp
≤ (C1 + C2p)

p

tp
.

Now we set p = log (1/δ), t = eC1 + eC2 log (1/δ), and aim to check that
(C1 + C2 log (1/δ))

log (1/δ)

(eC1 + eC2 log (1/δ))log (1/δ)
≤ δ .

Taking logarithms from both sides, the latter inequality is equivalent to

log (1/δ) log
C1 + C2 log (1/δ)

e(C1 + C2 log (1/δ))
≤ log δ ,

which turns into exact equality.
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A.3 Proof of Theorem 1

We first define explicitly the remainder term outlined in the statement of Theorem 1:

∆1(n, a,CA, c0) =
nγ−1/2

c0
+

CA

n(1−γ)/2
√
c0a

+
n2γ−3/2

ac20
. (29)

Proof. Since both terms in the right-hand side of the error bound of Proposition 4 scales linearly with√
κQ, for simplicity we do not trace it in the subsequent bounds (i.e. assume κQ = 1), and then keep

the required scaling with κQ only in the final bounds. The decomposition (25) is a key element of
our proof and allows to treat different error sources D1 −D4 separately. For the last iterate we have,
using Proposition 4, that

E1/2
[
‖θn − θ?‖2

]
.

‖ε‖∞√
a

√
αn + exp

{
−(a/2)

n∑
`=1

α`

}
‖θ0 − θ?‖

E1/2
[
‖θ2n − θ?‖2

]
.

‖ε‖∞√
a

√
α2n + exp

{
−(a/2)

2n∑
`=1

α`

}
‖θ0 − θ?‖ .

Thus, using that
∑n

k=1 αk ≥ c0(n
1−γ−1)
1−γ and c0 ≤ 1− γ, we obtain that

E1/2
[
‖D1‖2

]
.

‖ε‖∞√
ac0n(1−γ)/2

+
nγ−1/2

c0
exp

{
− c0an

1−γ

2(1− γ)

}
‖θ0 − θ?‖ ,

E1/2
[
‖D2‖2

]
.

‖ε‖∞√
ac0n(1−γ)/2

+
nγ−1/2

c0
exp

{
−c0a(2n)

1−γ

1− γ

}
‖θ0 − θ?‖ .

Now we proceed with D3. Since it is a sum of a martingale-difference sequence w.r.t. Fk =
σ(Z`, ` ≤ k), we get using Proposition 4, that

E
[
‖D3‖2

]
.

C2
A

n

2n−1∑
k=n

E[‖θk − θ?‖2]

.
C2

A

n

2n∑
k=n+1

‖ε‖2∞αk

a
+

C2
A

n

2n∑
k=n+1

exp

{
−a

k∑
`=1

α`

}
‖θ0 − θ?‖2

.
C2

A

n

2n∑
k=n+1

‖ε‖2∞αk

a
+

C2
A

nα2n
exp

{
−a

n∑
`=1

α`

} 2n∑
k=n+1

αk exp

{
−a

k∑
`=n+1

α`

}
︸ ︷︷ ︸

S1

‖θ0 − θ?‖2

.
c0 C

2
A ‖ε‖2∞

a(1− γ)nγ
+

C2
A

n1−γc0a
exp

{
−c0an

1−γ

1− γ

}
‖θ0 − θ?‖2 ,

where we additionally used that S1 . 1/a due to Lemma 3. Now it remains to bound the term D4

from the representation (25). Using Minkowski’s inequality and Proposition 4, we get that

E1/2
[
‖D4‖2

]
.

1√
n

2n−1∑
k=n

E1/2
[
‖θk − θ?‖2

]( 1

αk
− 1

αk−1

)

.
1√
n

2n−1∑
k=n

‖ε‖∞(kγ − (k − 1)γ)

c0
√
a

√
αk

+
1

c0
√
n

2n−1∑
k=n

(kγ − (k − 1)γ) exp

{
−(a/2)

k∑
`=1

α`

}
‖θ0 − θ?‖

(a)

.
‖ε‖∞√
ac0

√
n

2n−1∑
k=n

1

k1−γ/2
+

n2γ−3/2

ac20
exp

{
− c0an

1−γ

2(1− γ)

}
‖θ0 − θ?‖

.
‖ε‖∞√

ac0n(1−γ)/2
+

n2γ−3/2

ac20
exp

{
− c0an

1−γ

2(1− γ)

}
‖θ0 − θ?‖ .
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Here in (a) we additionally used that kγ − (k − 1)γ . k1−γ together with Lemma 3. Combining the
estimates above yields the result of Theorem 1.

We conclude this section with some technical lemmas.

Lemma 2 (Lemma 24 in [18]). Let b > 0 and (αk)k≥0 be a non-increasing sequence such that
α0 ≤ 1/b. Then

n+1∑
j=1

αj

n+1∏
l=j+1

(1− αlb) =
1

b

{
1−

n+1∏
l=1

(1− αlb)

}

Proof. The proof of this statement is given in [18], we provide it here for completeness. Let us
denote uj:n+1 =

∏n+1
l=j (1−αlb). Then, for j ∈ {1, . . . , n+1}, uj+1:n+1−uj:n+1 = bαjuj+1:n+1.

Hence,
n+1∑
j=1

αj

n+1∏
l=j+1

(1− αlb) =
1

b

n+1∑
j=1

(uj+1:n+1 − uj:n+1) = b−1(1− u1:n+1) ,

and the statement follows.

Lemma 3 (Modified Lemma 25 in [18]). Let b > 0 and let α` = c0/`
γ , γ ∈ [1/2; 1), such that

c0 ≤ 1/b. Then for any n satisfying

n ≥ 2 + 2

(
2γ

c0b

)1/(1−γ)

, and
n1−γ

1 + log(n)
≥ 2γ(1− γ)

c0b(1− (1/2)1−γ
, (30)

and any k ≥ n, it holds that

k+1∑
j=1

α2
j

k+1∏
`=j+1

(1− α`b) ≤ (4/b)αk+1 .

Proof. From elementary algebra, we obtain that

α` − α`+1 =
c0
`γ

− c0
(`+ 1)γ

=
c0((1 + 1/`)γ − 1)

(`+ 1)γ
≤ c0

(`+ 1)γ
γ

`
, (31)

where we used the fact that (1 + x)γ ≤ 1 + γx for γ ∈ [1/2; 1) and x ∈ [0, 1]. Hence,

α`

α`+1
≤ 1 +

γ

`
.

Thus we obtain that, since k ≥ n,

k+1∑
j=1

α2
j

k+1∏
`=j+1

(1− α`b) = αk+1

k+1∑
j=1

αj

k+1∏
`=j+1

(
α`−1

α`

)
(1− α`b)

≤ αk+1

k+1∑
j=1

αj

k+1∏
`=j+1

(
1 +

γ

`− 1

)
(1− α`b)

≤ αk+1

k+1∑
j=1

αj exp


n∑

`=j+1

γ

`− 1

 exp

−
n∑

`=j+1

α`b

 exp

{
k+1∑

`=n+1

γ

`− 1

}
exp

{
−

k+1∑
`=n+1

α`b

}

≤ αk+1

k+1∑
j=1

αj exp


n∑

`=j+1

γ

`− 1

 exp

−
n∑

`=j+1

α`b

 exp

{
− b

2

k+1∑
`=n+1

α`b

}
.

In the last identity we used the fact that, since n satisfies (30), it holds for ` ≥ n/2 that

γ

`− 1
≤ α`b/2 . (32)
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We will now prove that for j ≤ n− 1, it holds
n∑

`=j+1

γ

`− 1
≤ (b/2)

n∑
`=j+1

α` , (33)

For j ≥ n/2, the bound (33) directly follows from (32). We now turn to the proof of (33) for
j ≤ dn/2e. Note first that

n∑
`=j+1

γ

`− 1
≤

n∑
`=2

γ

`− 1
≤ γ(log(n) + 1) .

On the other hand, we get
n∑

`=j+1

1

`γ
≥
∫ n+1

j+1

dx

xγ
=

(
(n+ 1)1−γ − (j + 1)1−γ

)
1− γ

.

Comparing the above bounds, to ensure that (33) holds, it is enough to check that

γ(1 + log (n)) ≤ c0b

2(1− γ)

(
n1−γ − (n/2)1−γ

)
. (34)

Note that (34) is guaranteed by (30). Using that e−x ≤ 1− x/2 for x ∈ [0, 1], we obtain that

k+1∑
j=1

α2
j

k+1∏
`=j+1

(1− α`b) ≤ αk+1

k+1∑
j=1

αj exp

{
−(b/2)

k+1∑
`=j+1

α`

}

≤ αk+1

k+1∑
j=1

αj

k+1∏
`=j+1

(
1− (b/4)α`

)
≤ (4/b)αk+1 ,

where the last inequality follows from Lemma 2.

B Proof of Theorem 2

We first define explicitly the remainder term outlined in the statement of Theorem 2:

∆2(n, a,CA,TrΣε, c0) = κQ

(√
TrΣε∆1 +

√
TrΣε(CA ∨1)2nγ−1/2

ac0

)
, (35)

and constants C1,C2,C3,C4 from Theorem 2, optimized bound (15), and Remark 1, respectively:

C1 =

√
κQ‖ε‖∞

√
TrΣε√

ac0
+

κQ(TrΣε +CA

√
TrΣε‖ε‖∞)

ac0
,

C2 =

√
κQ‖ε‖∞

√
TrΣεc0 CA√

ac0(1− γ)
+ κQ CA

√
TrΣε(‖ε‖∞ +

√
TrΣε +CA ‖ε‖∞) ,

C3 =
κQ(c0 CA ∨1)

√
TrΣε

(
‖ε‖∞ +

√
TrΣε +CA ‖ε‖∞

)
ac0

,

C4 =
κQ(c0 CA ∨1)

√
TrΣ

(Π)
ε

(
‖ε‖∞ +

√
TrΣ

(Π)
ε +CA ‖ε‖∞

)
ac0

.

(36)

To complete the proof we only need to combine (13) with the bounds of Theorem 1. Note that we
apply (13) with

ξ` =
ε`√
n
.

Thus, for Υn defined in (13) we have

Υn ≤ ‖ε‖3∞
n1/2

.
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Applying the Cauchy-Schwartz inequality, we get

E[‖D‖‖W‖] ≤ E1/2[‖D‖2]E1/2[‖W‖2] .
√
κQ‖ε‖∞

√
TrΣε√

ac0

(
1

n(1−γ)/2
+

c0 CA√
1− γnγ/2

)
+
√
κQ

√
TrΣε∆1 exp

{
− c0an

1−γ

2(1− γ)

}
‖θ0 − θ?‖ .

Now it remains to bound the last term in (13). Using the Cauchy-Schwartz inequality and Lemma 4,
we obtain that

n−1/2E[
2n−1∑
i=n

‖εi‖‖D −D(i)‖] ≤ n−1/2E1/2[‖ε1‖2]
2n−1∑
i=n

E1/2[‖D −D(i)‖2]

.
κQ(TrΣε +CA

√
TrΣε‖ε‖∞)

ac0n1−γ
+

κQ CA

√
TrΣε(‖ε‖∞ +

√
TrΣε +CA ‖ε‖∞)

nγ/2

+
κQ

√
TrΣε(CA ∨1)2nγ−1/2

ac0
exp

{
− c0an

1−γ

2(1− γ)

}
‖θ0 − θ?‖ ,

and the statement follows from [63, Corollary 2.3].

B.1 Proof of auxiliary lemmas for Theorem 2.

Our proof of Theorem 2 is based on the key lemma below, which allows us to bound E1/2[‖D −
D(i)‖2] for i ∈ {n+ 1, . . . , 2n}.
Lemma 4. Assume A1, A2, and A3. Then

2n∑
i=n+1

E1/2[‖D −D(i)‖2] . κQ(
√
TrΣε +CA ‖ε‖∞)

ac0
nγ−1/2

+ κQ CA

(
‖ε‖∞ +

√
TrΣε +CA ‖ε‖∞

)
n

1−γ
2

+
κQ(CA ∨1)2nγ−1/2

ac0
exp

{
− c0an

1−γ

2(1− γ)

}
‖θ0 − θ?‖ .

Proof. Since both terms in the right-hand side of the error bound of Proposition 4 scales linearly with√
κQ, for simplicity we do not trace it in the subsequent bounds (i.e. assume κQ = 1), and then keep

the required scaling with κQ only in the final bounds. Consider the sequences of noise variables

(Z1, . . . , Zi−1, Zi, Zi+1, . . . , Z2n) and (Z1, . . . , Zi−1, Z
′
i, Zi+1, . . . , Z2n) ,

which differ only in position i, n+ 1 ≤ i ≤ 2n, with Z ′
i being an independent copy of Zi. Consider

the associated SA processes

θk = θk−1 − αk{A(Zk)θk−1 − b(Zk)} , k ≥ 1, θ0 = θ0 ∈ Rd

θ
(i)
k = θ

(i)
k−1 − αk{A(Yk)θ

(i)
k−1 − b(Yk)} , k ≥ 1 , θ

(i)
0 = θ0 ∈ Rd ,

(37)

where Yk = Zk for k 6= i and Yi = Z ′
i. From the above representations we easily observe that

θk = θ
(i)
k for k < i, moreover,

θi − θ
(i)
i = αi

{
(A(Z ′

i)−A(Zi))θi−1 − b(Z ′
i) + b(Zi)

}
= αi(A(Z ′

i)−A(Zi))(θi−1 − θ?)− αi(εi − ε′i) ,
(38)

where εi = ε(Zi) and ε′i = ε(Z ′
i). Representation (38) implies, together with Proposition 4 and

c0 ≤ a, that

E1/2[‖θi − θ
(i)
i ‖2] . αi

√
TrΣε +

CA ‖ε‖∞α
3/2
i√

a
+ αi CA exp

{
−a

2

i−1∑
j=1

αj

}
‖θ0 − θ?‖

. αi

(√
TrΣε +CA ‖ε‖∞

)
+ αi CA exp

{
−a

2

i−1∑
j=1

αj

}
‖θ0 − θ?‖ .

(39)
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Moreover, for any j > i one observes, expanding (37), that

θj − θ
(i)
j =

{ j∏
k=i+1

(I− αkA(Zk))

}
(θi − θ

(i)
i ) . (40)

We use the above representations to estimate E1/2[‖D −D(i)‖2]. Using Minkowski’s inequality,

E1/2[‖D −D(i)‖2] ≤
4∑

j=1

E1/2[‖Dj −D
(i)
j ‖2] , (41)

and bound the respective differences separately. Recall that here D1 −D4 are defined in (25), and
D

(i)
1 −D

(i)
4 are their respective counterparts with Zi substituted with Z ′

i. First we note that the term
D1 = D

(i)
1 for any n+ 1 ≤ i ≤ 2n. Next, using (40) and (39), we get

E1/2[‖D2 −D
(i)
2 ‖2] = 1√

nα2n
E1/2[‖θ2n − θ

(i)
2n‖2]

≤ 1√
nα2n

E1/2
[
‖

2n∏
k=i+1

(I− αkAk)‖2
]
E1/2[‖θi − θ

(i)
i ‖2]

(a)

.
αi(

√
TrΣε +CA ‖ε‖∞)√

nα2n
exp
{
−a

2

2n∑
k=i+1

αk

}
+

αi CA√
nα2n

exp
{
−a

2

2n∑
k=1

αk

}
‖θ0 − θ?‖ .

In the inequality (a) above we additionally used the stability of matrix product introduced from
Corollary 4. Summing the above inequality for i = n+ 1 to 2n and applying Lemma 2, we get

2n∑
i=n+1

E1/2[‖D2 −D
(i)
2 ‖2] .

√
TrΣε +CA ‖ε‖∞

a
√
nα2n

+
CA

a
√
nα2n

exp
{
−a

2

n∑
k=1

αk

}
‖θ0 − θ?‖

.

√
TrΣε +CA ‖ε‖∞

ac0
nγ−1/2 +

CA nγ−1/2

ac0
exp

{
− c0an

1−γ

2(1− γ)

}
‖θ0 − θ?‖ . (42)

Now we proceed with the difference D3 −D
(i)
3 . Using (25), we get

D3 −D
(i)
3 =

1√
n
(Ai −A′

i)(θi−1 − θ?) +
1√
n

2n∑
k=i+1

(Ak − Ā)(θk−1 − θ
(i)
k−1) .

The expression above is a sum of martingale-difference terms w.r.t. filtration F ′
k = σ(Z ′

i, Z`, ` ≤ k).
Hence, we get, using (40) and Proposition 4, that

E[‖D3 −D
(i)
3 ‖2] . C2

A

n
E[‖θi−1 − θ?‖2] + C2

A

n

2n∑
k=i+1

E[‖θk−1 − θ
(i)
k−1‖

2] (43)

.
C2

A ‖ε‖2∞αi

na
+

C2
A ‖θ0 − θ?‖2

n
exp
{
−a

i−1∑
j=1

αj

}
+

C2
A

n
E[‖θi − θ

(i)
i ‖2]

2n∑
k=i+1

exp
{
−a

k−1∑
j=i+1

αj

}
.
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Using now the bound (39), we obtain that

E[‖θi − θ
(i)
i ‖2]

2n∑
k=i+1

exp
{
−a

k−1∑
j=i+1

αj

}
. α2

i

(
TrΣε +C2

A ‖ε‖2∞
) 2n∑
k=i+1

exp
{
−a

k−1∑
j=i+1

αj

}
+ α2

i C
2
A ‖θ0 − θ?‖2

2n∑
k=i+1

exp
{
−a

k−1∑
j=1

αi

}
.

α2
i

α2n

(
TrΣε +C2

A ‖ε‖2∞
) 2n∑
k=i+1

αk exp
{
−a

k−1∑
j=i+1

αj

}
+

α2
i C

2
A

α2n
‖θ0 − θ?‖2

2n∑
k=i+1

αk exp
{
−a

k−1∑
j=1

αi

}
(a)

.
α2
i (TrΣε +C2

A ‖ε‖2∞)

aα2n
+

α2
i C

2
A

aα2n
‖θ0 − θ?‖2 exp

{
−a

i−1∑
j=1

αj

}
.

In the above formula in (a) we additionally used that, since αia ≤ 1/2,

2n∑
k=i+1

αk exp
{
−a

k−1∑
j=i+1

αj

}
.
∫ +∞

0

exp{−ax} dx =
1

a
. (44)

Hence, combining everything in (43), and using additionally that αi ≤ a, we get

E1/2[‖D3 −D
(i)
3 ‖2] . CA√

na

(
‖ε‖∞

√
αi +

αi(
√
TrΣε +CA ‖ε‖∞)

√
α2n

)
+

CA√
n

(
1 +

αi CA√
aα2n

)
exp
{
−a

2

i−1∑
j=1

αi

}
‖θ0 − θ?‖ .

Summing the above inequality for i = n+ 1 to 2n, and using that αk = c0/k
γ , we get

2n∑
i=n+1

√
αi .

√
c0n

1−γ/2 ,
2n∑

i=n+1

αi√
α2n

.
√
c0n

1−γ/2 ,

and, hence, using again αi ≤ a, we get

2n∑
i=n+1

E1/2[‖D3 −D
(i)
3 ‖2]

.
CA

√
c0√

a

(
‖ε‖∞ +

√
TrΣε +CA ‖ε‖∞

)
n

1−γ
2 +

(CA ∨1)2‖θ0 − θ?‖√
nα2n

2n∑
i=n+1

αi exp
{
−a

2

i−1∑
j=1

αj

}
.

CA
√
c0√

a

(
‖ε‖∞ +

√
TrΣε +CA ‖ε‖∞

)
n

1−γ
2 +

nγ−1/2(CA ∨1)2‖θ0 − θ?‖
ac0

exp

{
− c0an

1−γ

2(1− γ)

}
,

where for the last identity we used the fact that αk = c0/k
γ , and (44). It remains to upper bound the

difference D4 −D
(i)
4 . Note first that, proceeding as in (31), we get

αk−1 − αk ≤ γ

k − 1

1

αk−1
.

1

(k − 1)1−γ
.

Using now the definition of D4 in (25), we have that

E1/2[‖D4 −D
(i)
4 ‖2] = 1√

n
E1/2[‖

2n∑
k=i+1

(
θk−1 − θ

(i)
k−1

)( 1

αk
− 1

αk−1

)
‖2]

≤ 1√
n
E1/2[‖θi − θ

(i)
i ‖2]

2n∑
k=i+1

(
1

αk
− 1

αk−1

)
exp
{
−a

2

k−1∑
j=i+1

αj

}
.
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Hence, using the bound (39) and taking sum for i = n+ 1 to 2n,

2n∑
i=n+1

E1/2[‖D4 −D
(i)
4 ‖2] .

(√
TrΣε +CA ‖ε‖∞√

n

) 2n∑
i=n+1

αi

2n∑
k=i+1

(
1

αk
− 1

αk−1

)
exp
{
−a

k−1∑
j=i+1

αj

}
+

CA ‖θ0 − θ?‖√
n

2n∑
i=n+1

αi

2n∑
k=i+1

(
1

αk
− 1

αk−1

)
exp
{
−a

2

k−1∑
j=1

αj

}
.

Changing now the summation order, we obtain that

2n∑
i=n+1

αi

2n∑
k=i+1

(
1

αk
− 1

αk−1

)
exp
{
−a

k−1∑
j=i+1

αj

}
.

1

a

2n∑
k=n+2

(
1

αk
− 1

αk−1

)

=
1

a

(
1

αn+1
− 1

α2n

)
.

1

aα2n
.

Hence, combining the above bounds, we get
2n∑

i=n+1

E1/2[‖D4 −D
(i)
4 ‖2] .

√
TrΣε +CA ‖ε‖∞√

naα2n
+

2n∑
i=n+1

E1/2[‖D4 −D
(i)
4 ‖2] (45)

.

√
TrΣε +CA ‖ε‖∞

ac0
nγ−1/2 +

CA nγ−1/2

ac0
exp

{
− c0an

1−γ

2(1− γ)

}
‖θ0 − θ?‖ .

It remains now to combine (42), (43), and (45) in (41) and use that c0 ≤ a.

B.2 Relations between ρConv
n and integral probability metrics

In this section we closely follow the exposition outlined in [24]. Consider two Rd-valued random
variables X and Y . Then the integral probability metric [75], associated with the class of functions
H = {h : Rd → R,E[|h(X)|] < ∞,E[|h(Y )|] < ∞}, is defined as

dH(X,Y ) = sup
h∈H

∣∣E[h(X)]− E[h(Y )]
∣∣ .

Different choices of H induce different metrics, in particular, we mention the following:

HK = {1x≤u, u = (u1, . . . , ud) ∈ Rd}
HConv = {1x∈B , B ∈ Conv(Rd)}

HW = {h : Rd → R, ‖h‖Lip ≤ 1}
H[m] = {h : Rd → R, hm−1 is Lipschitz with |h|j ≤ 1 , 1 ≤ j ≤ m} ,

where Conv(Rd) refers to the set of convex sets in Rd, ‖h‖Lip = supx 6=y
‖h(x)−h(y)‖

‖x−y‖ , and the
quantity |h|j is defined as

|h|j = max
i1,...,ij∈{1,...,d}

‖ ∂jh(u)

∂ui1 . . . ∂uij

‖∞ .

In other words, for m ∈ N, the class H[m] corresponds to the functions with bounded derivatives
up to the (m− 1)-th order. The class HK induces the Kolmogorov distance between distributions
[75], class HConv induces the metric ρConv

n defined in (2), which is the main object of studies in
the current paper. Class HW induces the celebrated Wasserstein distance, and classes H[m] induce
smoothed Wasserstein distances. We will denote the respective metrics by dK , ρConv

n , dW , and d[m],
respectively. Then, obviously,

dK(X,Y ) ≤ ρConv
n (X,Y )

for any random vectors X and Y . Other relations are more involved. When Y is a multivariate
normal vector, it is known (see e.g. [49]) that

ρConv
n (X,Y ) ≤ C

√
dW (X,Y ) ,
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where the constant C in the above inequality depends on the covariance matrix of vector Y . This
inequality justifies comparison of our bounds of Theorem 2 with the result of [65]. The authors in [2]
considered integral probability metric d[2] and obtained rate of convergence

d[2](
√
n(θ̄n − θ?), Y ) ≤ C1√

n
,

where Y ∼ N (0,Σ∞), and C1 in the above inequality stands for a constant depending upon
problem dimension d and other instance-dependent parameters from A2. Applying the result of [24,
Proposition 2.6] yields

dK(
√
n(θ̄n − θ?), Y ) .

(
d[2](

√
n(θ̄n − θ?), Y )

)1/3
.

1

n1/6
.

Thus, the result of [2] implies rate of convergence of
√
n(θ̄n − θ?) to normal law N (0,Σ∞) of order

n−1/6 in a sense of Kolmogorov distance dK . Our result of Theorem 2 implies the respective rate of
order n−1/4. At the same time, it is not clear if ρConv

n can be directly related to d[2].

C Bootstrap validity proof

C.1 Proof of Theorem 3

We first define explicitly the remainder term ∆3 outlined in the statement of Theorem 3, that is,

∆3(n, a,CA, ‖ε‖∞) =
κ
3/2
Q (C3

A ∨1)‖ε‖∞n1/4
√
log n

a3/2
. (46)

In the above bounds we do not trace the precise dependence on the constant c0 from the definition of
the step size. We now define the following sets, with the convention α` = c0/

√
`:

Ω1 =

{
∀k ∈ [n, 2n− 1] : ‖θk − θ?‖ ≥ √

κQe
2 exp

{
−a

2

k∑
`=1

α`

}
‖θ0 − θ?‖ (47)

+
8e2

√
κQ‖ε‖∞ log n

√
a

√
αk

}
,

Ω2 =

n+ 1 ≤ m ≤ k ≤ 2n : ‖Γm:k‖ ≤ √
κQe

2
k∏

j=m

(
1− aαj

4

) ,

Ω3 =

{
‖Σ−1/2

ε Σb
εΣ

−1/2
ε − I‖ ≤ 4‖ε‖∞

√
log(n)

σn
+

4(1 + ‖ε‖2∞/σ2) log(n)

n

}
,

Ω4 =

{
∀` ∈ [n, 2n− 1] :

∥∥∥∥ 2n∑
k=`+1

(Ak − Ā)Γ`+1:k−1

∥∥∥∥ ≤
8CA

√
κQe

2
√
log n

√
aα`

+ 6CA
√
κQe log n

}
,

Ω5 =

∀h ∈ [1;n] , ∀m ∈ [n, 2n− h] : ‖
m+h∑

`=m+1

α`(A` − Ā)‖Q ≤ 2CA
√
κQ

√√√√ m+h∑
`=m+1

α2
` log(2n

4)

 ,

Ω6 =

{
‖Σb

ε − Σε‖ ≤ 4‖ε‖∞

√
‖Σε‖ log(n)

n
+

4(‖Σε‖+ ‖ε‖2∞) log(n)

n

}
,

Then, due to Corollary 2, we have that P(Ω1) ≥ 1− 1
n . Similarly, due to Corollary 5, P(Ω2) ≥ 1− 1

n .
The bounds on P(Ω3) and P(Ω4) follows from Lemma 5 and Lemma 6, respectively. Similarly,
Proposition 7 implies that P(Ω5) ≥ 1− 1

n . Hence, based on the sets above, we can construct

Ω0 = Ω1 ∩ Ω2 ∩ Ω3 ∩ Ω4 ∩ Ω5 ∩ Ω6 ,
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such that P(Ω0) ≥ 1− 6
n . All further on, we restrict ourselves to the event Ω0. Restricting to this

event, we obtain that, with Minkowski’s inequality,

sup
B∈Conv(Rd)

|Pb(
√
n(θ̄bn − θ̄n) ∈ B)− P(

√
n(θ̄n − θ?) ∈ B)|

≤ sup
B∈Conv(Rd)

∣∣Pb(
√
n(θ̄bn − θ̄n) ∈ B)− Pb(ξb ∈ B)

∣∣
+ sup

B∈Conv(Rd)

∣∣P(ξ ∈ B)− Pb(ξb ∈ B)
∣∣

+ sup
B∈Conv(Rd)

∣∣P(√n(θ̄n − θ?) ∈ B
)
− P(ξ ∈ B)

∣∣ ,
where we set ξb ∼ N (0, Ā−1Σb

εĀ
−>), Σb

ε = n−1
∑n

`=1 ε`ε
>
` , and ξ ∼ N (0,Σ∞), where Σ∞ =

Ā−1ΣεĀ
−>. Now we control the first supremum using Theorem 4, second one using Theorem 5,

and third with Theorem 2.

Lemma 5. Assume A1, A2, A3 with γ = 1/2, and A4. Then

P(Ω3) ≥ 1− 1/n.

Proof. The proof follows directly from the matrix Bernstein inequality, e.g. [69]. We note that

‖Σ−1/2
ε ε`ε

>
` Σ

−1/2
ε − I‖ ≤ 1 + ‖Σ−1/2

ε ε‖2∞ .

and

‖
2n∑

k=n+1

E[(Σ−1/2
ε ε`ε

>
` Σ

−1/2
ε − I)2]‖ ≤ nE‖Σ−1/2

ε ε‖2∞ .

Lemma 6. Assume A1, A2, A3 with γ = 1/2, and A4. Then

P (Ω4 ∩ Ω2) ≥ 1− 1

n
.

Proof. Denote
Xk = (Ak − Ā)Γ`+1:k−1.

and let Fk,l+1 = σ{Zj , ` + 1 ≤ j ≤ k}, ` + 1 ≤ k ≤ 2n. Then E[Xk|Fk−1,`+1] = 0. Let
S` =

∑n
k=`+1 Xk. Note that on Ω2, quadratic variation of S` can be controlled as

Var2 := max(‖
2n∑

k=`+1

E[XkX
>
k |Fk−1,l+1]‖, ‖

2n∑
k=`+1

E[X>
k Xk|Fk−1,l+1]‖)

≤ κQe
4 C2

A

2n∑
k=`+1

k−1∏
j=`+1

(1− aαj/4)
2 ≤ 4κQe

4 C2
A

aα`

Furthermore, on Ω2

‖Xk‖ ≤ √
κQe

2 CA

k−1∏
j=`+1

(1− aαj/4) ≤
√
κQe

2 CA .

It remains to apply the Freedman inequality for matrix-values martingales [68] and use the union
bound over ` ∈ [n, 2n− 1].

Lemma 7. Assume A1, A2, A3 with γ = 1/2, and A4. Then

P(Ω5) ≥ 1− 1/n.
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Proof. We first fix h ∈ [1;n], m ∈ [n, 2n− h], and consider the random variable

Tn = ‖
m+h∑

`=m+1

α`(A` − Ā)‖ .

Then we control its variance as

max(‖
m+h∑

`=m+1

α2
`E[(A` − Ā)(A` − Ā)>]‖, ‖

m+h∑
`=m+1

α2
`E[(A` − Ā)>(A` − Ā)]‖) ≤ C2

A

m+h∑
`=m+1

α2
` ,

moreover, ‖(A` − Ā)(A` − Ā)>‖ ≤ C2
A. Applying now the matrix Bernstein inequality [69], we

obtain that with probability at least 1− 1/n3, we have

Tn ≤ CA

√√√√2

m+h∑
`=m+1

α2
`

√
log (2n3d) +

αm+1 CA

3
log (2n3d) ≤ 2CA

√√√√ m+h∑
`=m+1

α2
` log (2n

4) .

In the last line here we used that d ≤ n. Rest of the proof follows by taking union bound over h and
m together with ‖B‖2Q ≤ κQ‖B‖2 valid for any matrix B ∈ Rd×d.

Lemma 8. Assume A1, A2, A3 with γ = 1/2, and A4. Then

P(Ω6) ≥ 1− 1/n.

Proof. It is easy to check that ‖ε`ε>` − Σε‖ ≤ ‖Σε‖+ ‖ε‖2∞. Moreover,

Var2 := ‖
n∑

`=1

(ε`ε
>
` − Σε)

2‖ ≤ n‖ε‖2∞‖Σε‖.

It remains to apply the matrix Bernstein inequality together with the bound n ≥ d from A3.

C.2 Rate of Gaussian approximation in the bootstrap world

The main result of this section is the following theorem.

Theorem 4. Assume A1, A2, A3 with γ = 1/2, and A4. Then, conditionally on the event Ω0, the
following error bound holds:

sup
B∈Conv(Rd)

∣∣∣∣Pb(
√
n(θ̄bn − θ̄n) ∈ B)− Pb(ξb ∈ B)

∣∣∣∣ . d1/2‖ε‖3∞
λ
3/2
min

√
n

+
κ
3/2
Q (C3

A ∨1)‖ε‖2∞ log n

a3/2λminn1/4

+
κ
3/2
Q (C3

A ∨1)‖ε‖∞n1/4
√
log n

a3/2λmin
exp
{
−a

4

n∑
j=1

αj

}
‖θ0 − θ?‖ ,

where ξb ∼ N (0, Ā−1Σb
εĀ

−>) and Σb
ε = n−1

∑n
`=1 ε`ε

>
` .

Proof. Since both terms in the right-hand side of the error bound of Proposition 4 scales linearly with√
κQ, for simplicity we do not trace it in the subsequent bounds (i.e. assume κQ = 1), and then keep

the required scaling with κQ only in the final bounds. Recall first that the quantities θbk and θk are
defined in (16). We start from the following decomposition:

θbk−θk = (I−αkĀ)(θbk−1−θk−1)−αk(wk−1)εk−αk(Ak−Ā)(θbk−1−θk−1)−αk(wk−1)Ak(θ
b
k−1−θ?) .

27

12434 https://doi.org/10.52202/079017-0396



Taking average for k from n+ 1 to 2n, we get after multiplying by
√
n that

√
nĀ(θ̄bn − θ̄n) = − 1√

n

2n∑
k=n+1

(wk − 1)εk︸ ︷︷ ︸
W b

+
1√
n

θbn − θn
αn︸ ︷︷ ︸

Db
1

− 1√
n

θb2n − θ2n
α2n︸ ︷︷ ︸

Db
2

− 1√
n

2n∑
k=n+1

(wk − 1)Ak(θ
b
k−1 − θ?)︸ ︷︷ ︸

Db
3

+
1√
n

2n∑
k=n+1

(
θbk−1 − θk−1

)( 1

αk
− 1

αk−1

)
︸ ︷︷ ︸

Db
4

− 1√
n

2n∑
k=n+1

(Ak − Ā)(θbk−1 − θk−1)︸ ︷︷ ︸
Db

5

. (48)

The formula (48) resembles the key representation T b :=
√
nĀ(θ̄bn − θ̄n) = W b +Db, where

Db = Db
1 + . . .+Db

5 , (49)

and Db
1 −Db

5 are defined in (48). Now we aim to apply the result of [63]:

sup
B∈Conv(Rd)

|Pb(T b ∈ B)− Pb(ξb ∈ B)| ≤ 259d1/2Υ+ 2Eb[‖W b‖‖Db‖]

+ 2

2n∑
`=n+1

Eb[‖ξ`‖‖Db −D(b,`)‖] , (50)

where ξ` =
1√
n
(w` − 1)ε`. We finish the proof by the application of the formula (50). In order to

bound the quantities Eb‖Db‖2 and Eb‖D(b,i)‖2, we apply the respective results of Proposition 5
and Proposition 6, respectively. Namely, applying the Cauchy-Schwartz inequality together with
Proposition 5, we get that on the event Ω0 it holds

Eb[‖Db‖‖W b‖] ≤
{
Eb[‖Db‖2]

}1/2{Eb[‖W b‖2]}1/2 .
κ2
Q(C

4
A ∨1)‖ε‖∞

√
TrΣb

ε log n

n1/4a5/2

+ κ
3/2
Q ‖ε‖∞

(
(C3

A ∨1)n1/4

√
a

+
(C5

A ∨1)
√
log n√

na

)
exp

{
−c0a

√
n

2

}
‖θ0 − θ?‖ .

Similarly, applying Minkowski’s inequality and Proposition 6, we obtain that

Eb[

2n−1∑
i=n

‖ξi‖‖Db −D(b,i)‖] ≤
{
Eb[‖ξ1‖2]

}1/2 2n−1∑
i=n

{
Eb[‖Db −D(b,i)‖2]

}1/2
.

κ
3/2
Q (C3

A ∨1)‖ε‖2∞ log n

a3/2n1/4
+

κQ‖ε‖2∞ C2
A

a2
√
n

+
κ
3/2
Q (C3

A ∨1)‖ε‖∞n1/4
√
log n

a3/2
exp
{
−a

4

n∑
j=1

αj

}
‖θ0 − θ?‖ .

Now it remains to combine the bounds above in (50).

Proposition 5. Assume A1, A2, A3 with γ = 1/2, and A4. Then, conditionally on the event Ω0, the
following error bound holds:

{
Eb
[
‖Db(w1, . . . , w2n, Z1, . . . , Z2n)‖2

]}1/2
.

κ2
Q(C

4
A ∨1)‖ε‖∞ log n

n1/4a5/2

+ κ
3/2
Q

(
(C3

A ∨1)n1/4

√
a

+
(C5

A ∨1)
√
log n√

na

)
exp

{
−c0a

√
n

2

}
‖θ0 − θ?‖ ,

where . stands for inequality up to an absolute constant.

Proof of Proposition 5 is provided below in Appendix C.5. The lemma below is a direct counterpart
of Lemma 4.
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Proposition 6. Assume A1, A2, A3 with γ = 1/2, and A4. Then, conditionally on the event Ω0, the
following error bound holds:

2n∑
i=n+1

Eb[‖Db −D(b,i)‖2]
1/2

.
(C3

A ∨1)‖ε‖∞
a3/2

n1/4 log n+
‖ε‖∞ C2

A

a2

+
(C3

A ∨1)n3/4
√
log n

a3/2
exp
{
−a

4

n∑
j=1

αj

}
‖θ0 − θ?‖ ,

Proof of Proposition 6 is provided below in Appendix C.6.
Lemma 9. For any k ≥ n on the set Ω0 the following inequality holds:

Eb[‖θbk − θk‖2] .
αk‖ε‖2∞ C2

A

a3
+C2

A k

k∏
j=1

(1− aαj/4)
2‖θ0 − θ?‖2 .

Proof. A direct application of Lemma 11 with L = 0 yields that

Eb[‖θbk − θk‖2] .
αk‖ε‖2∞

a

(
1 +

C2
A

a2

)
+C2

A k
k∏

j=1

(1− aαj/4)
2‖θ0 − θ?‖2 .

Now to complete the proof it remains to notice that CA ≥ a.

Lemma 10. For any matrix-valued sequences (Un)n∈N, (Vn)n∈N and for any M ∈ N, it holds that:

M∏
k=1

Uk −
M∏
k=1

Vk =

M∑
k=1

{
M∏

j=k+1

Vj}(Uk − Vk){
k−1∏
j=1

Uj} .

C.3 Gaussian comparison inequality

Theorem 5. Assume A1 and A2. Then on the set Ω3

sup
B∈Conv(Rd)

|P(ξ ∈ B)− Pb(ξb ∈ B)| ≤ 4‖Σ−1/2
ε ε‖∞

√
d log n

n
+

4
√
d(1 + ‖Σ−1/2

ε ε‖2∞) log n

n

Proof. We will use the following inequality

‖N (0,Σ1)−N (0,Σ2)‖TV ≤ 1

2
‖Σ−1/2

1 Σ2Σ
−1/2 − I‖Fr (51)

Applying (51) we obtain

sup
B∈Conv(Rd)

|P(ξ ∈ B)− Pb(ξb ∈ B)‖ ≤
√
d

2
‖Σ−1/2

ε Σb
εΣ

−1/2
ε − I‖.

It remains to apply definition of Ω3.

C.4 Auxiliary technical results.

For the analysis of the difference term θbk−θk we use the perturbation expansion technique introduced
in [1], see also [16]. Within this approach, we represent the fluctuation component of the error θ̃(fl)n

defined in (26) as
θ̃(fl)n = J (0)

n +H(0)
n ,

where the latter terms are defined by the following pair of recursions

J (0)
n =

(
I− αnĀ

)
J
(0)
n−1 − αnε(Zn) , J

(0)
0 = 0 , (52)

H(0)
n = (I− αnA(Zn))H

(0)
n−1 − αnÃ(Zn)J

(0)
n−1 , H

(0)
0 = 0 .

29

12436 https://doi.org/10.52202/079017-0396



Moreover, it is known that for L ≥ 1 the term H
(0)
n can be further decomposed as follows:

H(0)
n =

L∑
`=1

J (`)
n +H(L)

n .

Here the terms J (`)
n and H

(`)
n are given by the following recurrences:

J (`)
n =

(
I− αnĀ

)
J
(`)
n−1 − αnÃ(Zn)J

(`−1)
n−1 , J

(`)
0 = 0 ,

H(`)
n = (I− αnA(Zn))H

(`)
n−1 − αnÃ(Zn)J

(`)
n−1 , H

(`)
0 = 0 .

(53)

The expansion depth L here controls the desired approximation accuracy. Informally, one can
show that E1/p[‖J (`)

n ‖p] . α
(`+1)/2
n , and similarly E1/p[‖H(`)

n ‖p] . α
(`+1)/2
n . Using the outlined

expansion, we prove the following lemma:

Lemma 11. Assume A1, A2, A3 with γ = 1/2, and A4. Then for any k ≥ n and L ∈ N the following
decomposition holds:

θbk − θk = Jb,0
k +

L∑
j=1

Jb,j
k +Hb,L

k , (54)

where

Jb,0
k = −

k∑
`=n+1

α`(w` − 1)Γ`+1:kε̃`,

Jb,j
k = −

k∑
`=n+1

α`(w` − 1)Γ`+1:kA`J
b,j−1
`−1 , j ∈ [1, L]

Hb,L
k = −

k∑
`=n+1

α`(w` − 1)Γb
`+1:kA`J

b,L
`−1 , (55)

and the quantities ε̃` are defined as

ε̃` = A`(θ`−1 − θ?) + ε` .

Moreover, on the event Ω0,

Eb[‖Jb,j
k ‖2] .

αj+1
k ‖ε‖2∞ C2j

A

aj+1
+C2j+2

A

k∏
j=1

(1− aαj/4)
2‖θ0 − θ?‖2 , j ∈ [0, L] (56)

Eb[‖Hb,L
k ‖2] .

αL+1
k C

2(L+1)
A ‖ε‖2∞
aL+3

+C
2(L+1)
A k

k∏
j=1

(1− aαj/4)
2‖θ0 − θ?‖2 . (57)

Proof. We start from the decomposition

θbk − θk = (I− αkwkAk)(θ
b
k−1 − θk−1)− αk(wk − 1)ε̃k. (58)

Expanding the recurrence above till k = n, and using the fact that θbn = θn, we get running the
recurrence (58), that

θbk − θk = −
k∑

`=n+1

α`(w` − 1)Γb
`+1:kε̃` .

Hence, proceeding as in (52), we obtain the representation

J
(b,0)
k = (I− αkAk) J

(b,0)
k−1 − αk(wk − 1)ε̃k , J

(b,0)
0 = 0 ,

H
(b,0)
k = (I− αkwkAk)H

(b,0)
k−1 − αk(wk − 1)AkJ

(b,0)
k−1 , H

(b,0)
0 = 0 .
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It is easy to check that J (b,0)
k +H

(b,0)
k = θbk − θk. Similarly, with further expansion of H(b,0)

k along
the lines of (53), we arrive at the decomposition (54). Since wk for k = n+ 1, . . . , 2n are i.i.d., we
get using the definition of the events Ω1 and Ω2, that on the event Ω0:

‖ε̃`‖2 . ‖ε‖2∞ +C2
A exp

{
−a

`−1∑
j=1

αj

}
‖θ0 − θ?‖2 + α`‖ε‖2∞ log2 n

a

. ‖ε‖2∞ +C2
A

`−1∏
j=1

(1− aαj/2)
2‖θ0 − θ?‖2 + α`‖ε‖2∞ log2 n

a

. ‖ε‖2∞ +C2
A

`−1∏
j=1

(1− aαj/2)
2‖θ0 − θ?‖2 ,

(59)

where for the last bound we have additionally used that α` log
2 n/a ≤ 1 for ` ≥ n. The latter bound

is guaranteed by A4. Hence, using the bound (59) together with the definition of Jb,0
k , we obtain that

Eb[‖Jb,0
k ‖2] =

k∑
`=n+1

α2
`‖Γ`+1:kε̃`‖2 =

k∑
`=n+1

α2
`‖Γ`+1:k

(
A`(θ`−1 − θ?) + ε`

)
‖2

. ‖ε‖2∞
k∑

`=n+1

α2
`

k∏
j=`+1

(1− aαj/4)
2 +C2

A

k∑
`=n+1

α2
`

k∏
j=1

(1− aαj/4)
2‖θ0 − θ?‖2

+
‖ε‖2∞ C2

A log2 n

a

k∑
`=n+1

α3
`

k∏
j=`+1

(1− aαj/4)
2

.
‖ε‖2∞αk

a
+C2

A log

(
k

n

) k∏
j=1

(1− aαj/4)
2‖θ0 − θ?‖2 + α2

k‖ε‖2∞ C2
A log2 n

a2

.
‖ε‖2∞αk

a
+C2

A

k∏
j=1

(1− aαj/4)
2‖θ0 − θ?‖2 ,

where we additionally used the fact that k ∈ [n; 2n] and n satisfies A4. Assume now that the bound
on Jb,j−1

k has a form

Eb[‖Jb,j−1
k ‖2] .

‖ε‖2∞αj
k

aj
+C2j

A

k∏
`=1

(1− aα`/4)
2‖θ0 − θ?‖2 .

Then, using the martingale property of Jb,j
k , we write that

Eb[‖Jb,j
k ‖2] =

k∑
`=n+1

α2
`Eb[‖Γ`+1:kA`J

b,j−1
`−1 ‖2]

.
k∑

`=n+1

αj+2
` ‖ε‖2∞ C2j

A

aj

k∏
j=`+1

(1− aαj/4)
2 +C2j+2

A

k∑
`=n+1

α2
`

k∏
j=1

(1− aαj/4)
2‖θ0 − θ?‖2

.
αj+1
k ‖ε‖2∞ C2j

A

aj+1
+C2j+2

A

k∏
j=1

(1− aαj/4)
2‖θ0 − θ?‖2 ,
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and thus the bound (56) is proved. Moreover, using (55) and Minkowski’s inequality, we obtain that

(Eb[‖Hb,L
k ‖2])1/2 ≤ CA

k∑
`=n+1

α`(Eb[‖Γb
`+1:k‖2])1/2(Eb[‖Jb,L

`−1‖
2])1/2

. CA

k∑
`=n+1

α
(L+3)/2
` ‖ε‖∞ CL

A

a(L+1)/2

k∏
j=`+1

(1− aαj/4)

+ CL+1
A

k∑
`=n+1

α`

k∏
j=1

(1− aαj/4)
2‖θ0 − θ?‖

.
α
(L+1)/2
k CL+1

A ‖ε‖∞
a(L+3)/2

+CL+1
A

√
k

k∏
j=1

(1− aαj/4)
2‖θ0 − θ?‖ ,

and (57) follows.

C.5 Proof of Proposition 5

Recall that the quantity Db is defined in (49). Since θbn = θn, we conclude that Db
1 = 0. To estimate

other terms we will use the main error decomposition outlined in Lemma 11, that is, the expansion

θbk − θk =

L∑
`=0

Jb,`
k +Hb,L

k ,

applied with different L ≥ 0. To bound Db
2 we take L = 0 and obtain

Eb[‖Db
2‖2] . Eb[‖Jb,j

2n ‖2] + Eb[‖Hb,L
2n ‖2] . ‖ε‖2∞

nα2na

(
1 +

C2
A

a2

)
+

C2
A

α2
2n

2n∏
j=1

(1− aαj/4)
2‖θ0 − θ?‖2

.
‖ε‖2∞
a
√
n

(
1 +

C2
A

a2

)
+ nC2

A

2n∏
j=1

(1− aαj/4)
2‖θ0 − θ?‖2 .

To estimate Db
3 we note that

Db
3 =

1√
n

2n∑
k=n+1

(wk − 1)Ak(θ
b
k−1 − θ?) = Db

3,1 +Db
3,2 ,

where we have set, respectively,

Db
3,1 =

1√
n

2n∑
k=n+1

(wk − 1)Ak(θ
b
k−1 − θk−1),

Db
3,2 =

1√
n

2n∑
k=n+1

(wk − 1)Ak(θk−1 − θ?) .

It follows from Lemma 9 that on the event Ω0 it holds

Eb[‖Db
3,1‖2] ≤

C2
A

n

2n∑
k=n+1

Eb[‖θbk−1 − θk−1‖2]

.
C2

A

n

2n∑
k=n+1

αk‖ε‖2∞
a

(
1 +

C2
A

a2

)
+C4

A

2n∑
k=n+1

k∏
j=1

(1− aαj/4)
2‖θ0 − θ?‖2

.
C2

A ‖ε‖2∞
a
√
n

(
1 +

C2
A

a2

)
+

C4
A

√
n

a
exp

{
−c0a

√
n

}
‖θ0 − θ?‖2
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Moreover, on the set Ω0 it holds (since Ω0 ⊆ Ω1), that

Eb[‖Db
3,2‖2] =

1

n

2n∑
k=n+1

‖Ak(θk−1 − θ?)‖2

.
C2

A

n

2n∑
k=n+1

(
exp
{
−a

k∑
`=1

α`

}
‖θ0 − θ?‖2 + αk‖ε‖2∞ log2 n

a

)

.
C2

A

naα2n
exp
{
−a

n∑
`=1

α`

}
‖θ0 − θ?‖2 + C2

A ‖ε‖2∞ log2 n

na

2n∑
k=n+1

αk

.
C2

A

a
√
n
exp

{
−c0a

√
n

}
‖θ0 − θ?‖2 + C2

A ‖ε‖2∞ log2 n

a
√
n

.

Combining the above bounds, we get

Eb[‖Db
3‖2] . Eb[‖Db

3,1‖2] + Eb[‖Db
3,2‖2]

.
C2

A ‖ε‖2∞ log2 n

a
√
n

(
1 +

C2
A

a2

)
+

C4
A

√
n

a
exp

{
−c0a

√
n

}
‖θ0 − θ?‖2 .

Now we proceed with the term Db
4. Applying Minkowski’s inequality, we get

{Eb[‖Db
4‖2]}1/2 ≤ 1√

n

2n∑
k=n+1

(
1

αk
− 1

αk−1

)
{Eb[‖θbk−1 − θk−1‖2]}1/2

.
1√
n

2n∑
k=n+1

1√
k

√
αk‖ε‖∞√

a

(
1 +

CA

a

)
+CA

√
k

k∏
j=1

(1− aαj/4)‖θ0 − θ?‖


.

‖ε‖∞
n1/4

√
a

(
1 +

CA

a

)
+

CA√
n

2n∑
k=n+1

k∏
j=1

(1− aαj/4)‖θ0 − θ?‖

.
‖ε‖∞
n1/4

√
a

(
1 +

CA

a

)
+CA exp

{
−c0a

√
n

2

}
‖θ0 − θ?‖ .

It remains to upper bound the term Db
5. Using the decomposition, suggested by Lemma 11 with

L = 2, we get that

Db
5 =

1√
n

2n∑
k=n+1

(Ak − Ā)(θbk−1 − θk−1) =
1√
n

2n∑
k=n+1

(Ak − Ā)Jb,0
k−1︸ ︷︷ ︸

Db
5,1

+
1√
n

2n∑
k=n+1

(Ak − Ā)Jb,1
k−1︸ ︷︷ ︸

Db
5,2

+
1√
n

2n∑
k=n+1

(Ak − Ā)Jb,2
k−1︸ ︷︷ ︸

Db
5,3

+
1√
n

2n∑
k=n+1

(Ak − Ā)Hb,2
k−1︸ ︷︷ ︸

Db
5,4

.

Here we have to consider expansion until Hb,2, since dealing with the latter term (outlined as Db
5,4 in

the above expansion) is possible only with Minkowski’s inequality. Now we consider the summands
Db

5,1 −Db
5,4 separately. Consider first the term Db

5,1. Changing the summation order, we obtain

Db
5,1 = − 1√

n

2n∑
k=n+1

(Ak − Ā)

k−1∑
`=n+1

α`(w` − 1)Γ`+1:k−1ε̃`

= − 1√
n

2n−1∑
`=n+1

α`(w` − 1)

( 2n∑
k=`+1

(Ak − Ā)Γ`+1:k−1

)
ε̃` .
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Then on the event Ω0 we get, since Ω0 ⊆ Ω4, and using that n satisfies A4,

‖
2n∑

k=`+1

(Ak − Ā)Γ`+1:k−1‖2 .
log n

aα`
. (60)

Combining the above bound together with the one provided by (59), we obtain that

Eb[‖Db
5,1‖2] .

‖ε‖2∞
n

2n−1∑
`=n+1

α` log n

a
+

C2
A

n

2n−1∑
`=n+1

α` log n

a

`−1∏
j=1

(
1− aαj/2

)2‖θ0 − θ?‖2

.
‖ε‖2∞ log n√

na
+

C2
A log n

a2n
exp
{
−a

n∑
j=1

αj

}
‖θ0 − θ?‖2 .

Similarly, for the term Db
5,2 we get, changing the order of summation, that

Db
5,2 =

1√
n

2n−1∑
`=n+1

α`(w` − 1)

( 2n∑
k=`+1

(Ak − Ā)Γ`+1:k−1

)
A`J

b,0
`−1 .

Hence, using the bound (60) together with (56), we get

Eb[‖Db
5,2‖2] .

1

n

2n−1∑
`=n+1

α` log n

a
C2

A

(
α`‖ε‖2∞

a
+C2

A

`−1∏
j=1

(1− aαj/4)
2‖θ0 − θ?‖2

)

.
C2

A ‖ε‖2∞ log n

na2

2n−1∑
`=n+1

α2
` +

C4
A log n

na

2n−1∑
`=n+1

α`

`−1∏
j=1

(1− aαj/4)
2‖θ0 − θ?‖2

.
C2

A ‖ε‖2∞ log n

na2
+

C4
A log n

na
exp
{
−(a/2)

n∑
j=1

αj

}
‖θ0 − θ?‖2 .

We proceed with Db
5,3. We change the summation order and proceed exactly as with Db

5,2. Indeed,

Db
5,3 =

1√
n

2n−1∑
`=n+1

α`(w` − 1)

( 2n∑
k=`+1

(Ak − Ā)Γ`+1:k−1

)
A`J

b,1
`−1 ,

and

Eb[‖Db
5,3‖2] .

1

n

2n−1∑
`=n+1

α` log n

a
C2

A

(
α2
`‖ε‖2∞ C2

A

a2
+C4

A

`−1∏
j=1

(1− aαj/4)
2‖θ0 − θ?‖2

)

.
C4

A ‖ε‖2∞ log n

n3/2a3
+

C6
A log n

na
exp
{
−(a/2)

n∑
j=1

αj

}
‖θ0 − θ?‖2 .

It remains to upper bound Db
5,4. Proceeding as above, we change the summation order, and obtain

Db
5,4 =

1√
n

2n−1∑
`=n+1

α`(w` − 1)

( 2n∑
k=`+1

(Ak − Ā)Γb
`+1:k−1

)
A`J

b,2
`−1 .

34

12441https://doi.org/10.52202/079017-0396



Applying Minkowski’s inequality, we get

(Eb[‖Db
5,4‖2])1/2 .

C2
A√
n

2n−1∑
`=n+1

α`

2n∑
k=`+1

(Eb[‖Γb
`+1:k−1‖2])1/2(Eb[‖Jb,2

`−1‖
2])1/2

.
C2

A√
n

2n−1∑
`=n+1

α
5/2
`

2n∑
k=`+1

exp
{
−a

4

k−1∑
j=`+1

αj

}‖ε‖∞ C2
A

a3/2

+
C5

A√
n

2n−1∑
`=n+1

α`

2n−1∑
k=`+1

exp
{
−a

4

k−1∑
j=1

αj

}
‖θ0 − θ?‖

.
C4

A ‖ε‖∞√
na5/2

2n−1∑
`=n+1

α
3/2
` +

C5
A√
na

exp
{
−a

4

n∑
j=1

αj

}
‖θ0 − θ?‖

.
C4

A ‖ε‖∞
n1/4a5/2

+
C5

A√
na

exp
{
−a

4

n∑
j=1

αj

}
‖θ0 − θ?‖ .

Now the result follows from the representation (49) and combinations of the above bounds for Db
1 –

Db
5.

C.6 Proof of Proposition 6

Consider the sequences of weights

(w1, . . . , wi−1, wi, wi+1, . . . , w2n) and (w1, . . . , wi−1, w
′
i, wi+1, . . . , w2n) , (61)

which differs only in position i, n+ 1 ≤ i ≤ 2n, with w′
i being an independent copy of wi. Consider

the associated SA processes

θbk = θbk−1 − αkwk{A(Zk)θk−1 − b(Zk)} , k ≥ n+ 1, θbn = θn ∈ Rd

θ
(b,i)
k = θ

(b,i)
k−1 − αkw

(i)
k {A(Zk)θ

(b,i)
k−1 − b(Zk)} , k ≥ n+ 1 , θ(b,i)n = θn ∈ Rd ,

(62)

where w
(i)
k = wk for k 6= i and w

(i)
i = w′

i. Respective random variables Db and D(b,i) are based on
the first and second sequences from (61), respectively, and are constructed according to the equation
(48). From the above representations we easily observe that θbk = θ

(b,i)
k for k < i, moreover,

θbi − θ
(b,i)
i = −αi(wi − w′

i)
{
A(Zi))θ

b
i−1 − b(Zi)

}
= −αi(wi − w′

i)
{
A(Zi))(θ

b
i−1 − θi−1)− b(Zi)

}
= −αi(wi − w′

i)
{
A(Zi))(θ

b
i−1 − θi−1) + ε̃i

}
.

where εi = ε(Zi) and ε′i = ε(Z ′
i). From the above representation we get, applying Lemma 9 and

(59), that

{Eb[‖θbi − θ
(b,i)
i ‖2]}1/2 . αi CA{Eb[‖θbi − θi‖2]}1/2 + αi CA ‖ε̃i‖ (63)

. αi CA ‖ε‖∞ +
α
3/2
i ‖ε‖∞ C2

A

a3/2
+ (C2

A ∨1)
√
i

i∏
j=1

(1− aαj/4)‖θ0 − θ?‖

.
αi‖ε‖∞ C2

A

a
+ (C2

A ∨1)
√
i

i∏
j=1

(1− aαj/4)‖θ0 − θ?‖ ,

where for the last line we have additionally assumed that αi . a for i ≥ n. Moreover, for any j > i
one observes, expanding (62), that

θbj − θ
(b,i)
j =

{ j∏
k=i+1

(I− αkwkA(Zk))

}
(θbi − θ

(b,i)
i ) = Γb

i+1:j (θ
b
i − θ

(b,i)
i ) .
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Thus, similarly to (41), we obtain that

{Eb[‖Db −D(b,i)‖2]}1/2 ≤
5∑

j=1

{Eb[‖Db
j −D

(b,i)
j ‖2]}1/2 ,

and bound the respective differences separately. By the construction of the process above, we note
that Db

1 = D
(b,i)
1 . Proceeding further, and using the equation (48), we obtain that

{Eb[‖Db
2 −D

(b,i)
2 ‖2]}1/2 =

1√
nα2n

{
Eb[‖θb2n − θ

(b,i)
2n ‖2]

}1/2
≤ 1√

nα2n

{
Eb[‖Γb

i+1:2n‖2]
}1/2{Eb[‖θbi − θ

(b,i)
i ‖2]

}1/2
.

αi‖ε‖∞ C2
A√

nα2na
exp
{
−a

4

2n∑
j=i+1

αj

}
+

(C2
A ∨1)

√
i√

nα2n
exp
{
−a

4

2n∑
j=1

αj

}
‖θ0 − θ?‖ .

Thus, taking sum for i from n+ 1 to 2n, and applying Lemma 2, we get that
2n∑

i=n+1

{Eb[‖Db
2 −D

(b,i)
2 ‖2]}1/2 .

2n∑
i=n+1

αi‖ε‖∞ C2
A√

nα2na
exp
{
−a

4

2n∑
j=i+1

αj

}
+

2n∑
i=n+1

(C2
A ∨1)

√
i√

nα2n
exp
{
−a

4

2n∑
j=1

αj

}
‖θ0 − θ?‖

.
‖ε‖∞ C2

A√
nα2na2

+
(C2

A ∨1)n
α2n

exp
{
−a

4

2n∑
j=1

αj

}
‖θ0 − θ?‖

.
‖ε‖∞ C2

A

a2
+ (C2

A ∨1)n3/2 exp
{
−a

4

2n∑
j=1

αj

}
‖θ0 − θ?‖

.
‖ε‖∞ C2

A

a2
+ (C2

A ∨1)n3/4 exp
{
−a

4

n∑
j=1

αj

}
‖θ0 − θ?‖ . (64)

Here in the last line above we used a particular form αk = c0/
√
k, and relied on the bound

n3/4 exp
{
−a

4

2n∑
j=n+1

αj

}
≤ 1 ,

which is guaranteed by the lower bound on the trajectory length n of the form
√
n

log n
≥ 3

2(
√
2− 1)ac0

.

The latter condition is guaranteed by A4. Now we proceed with Db
3 −D

(b,i)
3 . Using its definition in

(48), we get

Db
3 −D

(b,i)
3 =

1√
n
(wi − w′

i)Ai(θ
b
i−1 − θ?) +

1√
n

2n∑
k=i+1

(wk − 1)Ak(θ
b
k−1 − θ

(b,i)
k−1 ) .

Since the latter term is a martingale-difference, we obtain that

Eb[‖Db
3 −D

(b,i)
3 ‖2] . C2

A

n
Eb[‖θbi−1 − θ?‖2] + C2

A

n

2n∑
k=i+1

Eb[‖θbk−1 − θ
(b,i)
k−1‖

2]

.
C2

A

n
Eb[‖θbi−1 − θi−1‖2] +

C2
A

n
‖θi−1 − θ?‖2 + C2

A

n

2n∑
k=i+1

Eb[‖θbk−1 − θ
(b,i)
k−1‖

2]

.
C2

A

n
Eb[‖θbi−1 − θi−1‖2] +

C2
A

n
‖θi−1 − θ?‖2 + C2

A

n

2n∑
k=i+1

Eb[‖Γb
i+1:k−1‖2‖θbi − θ

(b,i)
i ‖2] .
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Hence we obtain, using (63) together with the definition of Ω1, that

Eb[‖Db
3 −D

(b,i)
3 ‖2] . αi−1‖ε‖2∞ C4

A

na3
+

αi−1‖ε‖2∞ C2
A log2 n

an
+

C2
A

n
exp
{
−a

i∑
`=1

α`

}
‖θ0 − θ?‖2

+
C2

A

n

α2
i ‖ε‖2∞ C4

A

a2
+ (C4

A ∨1)i
i∏

j=1

(1− aαj/4)
2‖θ0 − θ?‖2

 2n∑
k=i+1

exp
{
−a

2

k−1∑
j=i+1

αj

}
︸ ︷︷ ︸

T1

.

(65)

Considering the latter term in the sum, we obtain

T1 .
α2
i ‖ε‖2∞ C6

A

nα2na2

2n∑
k=i+1

αk exp
{
−a

2

k−1∑
j=i+1

αj

}
+

(C6
A ∨1)i
n

2n∑
k=i+1

exp
{
−a

2

k−1∑
j=1

αj

}
‖θ0 − θ?‖2

.
αi‖ε‖2∞ C6

A

na3
+

(C6
A ∨1)i
nα2n

exp
{
−a

2

i∑
j=1

αj

}
‖θ0 − θ?‖2 .

Thus, summing the equations (65) for i from n+ 1 to 2n, we obtain that

2n∑
i=n+1

{Eb[‖Db
3 −D

(b,i)
3 ‖2]}1/2 .

2n∑
i=n+1

(√
αi−1‖ε‖∞ C2

A√
na3/2

+

√
αi−1‖ε‖∞ CA log n

√
an

+

√
αi‖ε‖∞ C3

A√
na3/2

)

+
C3

A ∨1√
n

2n∑
i=n+1

exp
{
−a

2

i∑
`=1

α`

}
‖θ0 − θ?‖

.
(C3

A ∨1)‖ε‖∞
a3/2

n1/4 log n+
C3

A ∨1
a

exp
{
−a

2

n∑
`=1

α`

}
‖θ0 − θ?‖ .

(66)

Using now the definition of Db
4 in (48) and Minkowski’s inequality, we write

{Eb[‖Db
4 −D

(b,i)
4 ‖2]}1/2 ≤ 1√

n
{Eb[‖θbi − θ

(b,i)
i ‖2]}1/2

2n∑
k=i+1

(
1

αk
− 1

αk−1

)
exp
{
−a

4

k−1∑
j=i+1

αj

}
.

αi‖ε‖∞ C2
A√

na

2n∑
k=i+1

αk exp
{
−a

4

k−1∑
j=i+1

αj

}
+

(C2
A ∨1)

√
i√

n

2n∑
k=i+1

αk exp
{
−a

4

k−1∑
j=1

αj

}
‖θ0 − θ?‖

.
αi‖ε‖∞ C2

A√
na2

+
(C2

A ∨1)
√
i√

na
exp
{
−a

4

i∑
j=1

αj

}
‖θ0 − θ?‖ .

Thus, taking sum for i from n+ 1 to 2n, we get

2n∑
i=n+1

{Eb[‖Db
4 −D

(b,i)
4 ‖2]}1/2 .

2n∑
i=n+1

αi‖ε‖∞ C2
A√

na2
+

2n∑
i=n+1

(C2
A ∨1)

√
i√

na
exp
{
−a

4

i∑
j=1

αj

}
‖θ0 − θ?‖

.
‖ε‖∞ C2

A

a2
+

(C2
A ∨1)

√
n

a2
exp
{
−a

4

n∑
j=1

αi

}
‖θ0 − θ?‖ . (67)
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Similarly, with the definition of Db
5 in (48), we write

Db
5 −D

(b,i)
5 =

1√
n

2n∑
k=i+1

(Ak − Ā)(θbk−1 − θ
(b,i)
k−1 ) =

1√
n

{
2n∑

k=i+1

(Ak − Ā)Γb
i+1:k−1

}
(θbi − θ

(b,i)
i )

=
1√
n

{
2n∑

k=i+1

(Ak − Ā)Γi+1:k−1

}
(θbi − θ

(b,i)
i )︸ ︷︷ ︸

T2

+
1√
n

{
2n∑

k=i+1

(Ak − Ā)(Γb
i+1:k−1 − Γi+1:k−1)

}
(θbi − θ

(b,i)
i )︸ ︷︷ ︸

T3

.

Now we bound the terms T2 and T3 separately. Indeed, for the term T2 we get, applying the definition
of the set Ω4, that

Eb[‖T2‖2] .
1

n

(
C2

A log n

aαi
+C2

A log2 n

)
Eb[‖θbi − θ

(b,i)
i ‖2]

.
C2

A log n

naαi
Eb[‖θbi − θ

(b,i)
i ‖2] .

In the above bounds we have used that α` ≤ 1
a logn . For the term T3 we get, applying Lemma 10,

that for any vector v ∈ Rd,

2n∑
k=i+1

(Ak − Ā)(Γb
i+1:k−1 − Γi+1:k−1)v =

2n∑
k=i+1

k−1∑
`=i+1

(Ak − Ā)Γ`+1:k−1α`(w` − 1)A`Γ
b
i+1:`−1 v

=

2n−1∑
`=i+1

α`(w` − 1)

{ 2n∑
k=`+1

(Ak − Ā)Γ`+1:k−1

}
A`Γ

b
i+1:`−1 v .

From the above representation we obtain, using the definition of the set Ω4, that

Eb[‖T3‖2] .
C2

A

n

2n−1∑
`=i+1

α2
`

(
C2

A log n

aα`
+C2

A log2 n

)
exp

{
−a

4

`−1∑
j=i+1

αj

}
Eb[‖θbi − θ

(b,i)
i ‖2]

.
C4

A

n

2n−1∑
`=i+1

α` log n

a
exp

{
−a

4

`−1∑
j=i+1

αj

}
Eb[‖θbi − θ

(b,i)
i ‖2]

.
C4

A log n

na2
Eb[‖θbi − θ

(b,i)
i ‖2] .

Combining the above bounds, we obtain that

Eb[‖Db
5 −D

(b,i)
5 ‖2] . C2

A log n

na

(
1

αi
+

C2
A

a

)
Eb[‖θbi − θ

(b,i)
i ‖2]

.
C2

A log n

naαi
Eb[‖θbi − θ

(b,i)
i ‖2] ,
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where we have additionally used that αi ≤ a/C2
A. Thus, using the upper bound (63), we obtain that

2n∑
i=n+1

{Eb[‖Db
5 −D

(b,i)
5 ‖2]}1/2

.
2n∑

i=n+1

CA

√
log n

√
αian

αi‖ε‖∞ C2
A

a
+

2n∑
i=n+1

CA

√
log n

√
αian

(C2
A ∨1)

√
i

i∏
j=1

(1− aαj/4)‖θ0 − θ?‖

.
C3

A ‖ε‖∞
a3/2

n1/4
√
log n

+
(C3

A ∨1)
√
log n

a1/2α
3/2
2n

exp
{
−a

4

n∑
j=1

αj

}{ 2n∑
i=n+1

αi

i∏
j=n+1

(1− aαj/4)

}
‖θ0 − θ?‖

.
C3

A ‖ε‖∞
a3/2

n1/4
√
log n+

(C3
A ∨1)n3/4

√
log n

a3/2
exp
{
−a

4

n∑
j=1

αj

}
‖θ0 − θ?‖ . (68)

Now it remains to combine the bounds outlined above in (64), (66), (67), and (68), and the statement
follows.

D Proof of stability of random matrix product

D.1 Proof of Proposition 1

The fact that there exists a unique matrix Q, such that the following Lyapunov equation holds:

Ā>Q+QĀ = P , (69)
follows directly from [54, Lemma 9.1, p. 140]. In order to show the second part of the statement, we
note that for any non-zero vector x ∈ Rd, we have

x>(I− αĀ)>Q(I− αĀ)x

x>Qx
= 1− α

x>(Ā>Q+QĀ)x

x>Qx
+ α2x

>Ā>QĀx

x>Qx

= 1− α
x>Px

x>Qx
+ α2 x>Ā>QĀx

x>Qx

≤ 1− α
λmin(P )

‖Q‖
+ α2

‖Ā‖2Q
λmin(Q)

≤ 1− αa ,

where we set

a =
1

2

λmin(P )

λmax(Q)
,

and used the fact that α ≤ α∞, where α∞ is defined in (7).

D.2 Proofs for auxiliary results on products of random matrix

In order to bound the moment E[‖θk − θ?‖p], we first prove a stability results on the products of
random matrices Γm:k arising in the LSA recursion. Towards this aim we first introduce some
notations and definitions. For a matrix B ∈ Rd×d we denote by (σ`(B))d`=1 its singular values.
For q ≥ 1, the Shatten q-norm of B is denoted by ‖B‖q = {

∑d
`=1 σ

q
` (B)}1/q. For q, p ≥ 1 and a

random matrix X we write ‖X‖q,p = {E[‖X‖pq ]}1/p. Our proof technique is based on the stability
results arising in [29], see also [16].
Lemma 12 (Proposition 15 in [16]). Let {Y`}`∈N be an independent sequence and P be a positive
definite matrix. Assume that for each ` ∈ N there exist m` ∈ (0, 1) and σ` > 0 such that ‖E[Y`]‖2P ≤
1−m` and ‖Y` − E[Y`]‖P ≤ σ` almost surely. Define Zk =

∏k
`=0 Y` = YkZk−1, for k ≥ 1 and

starting from Z0. Then, for any 2 ≤ q ≤ p and k ≥ 1,

‖Zk‖2p,q ≤ κP

k∏
`=1

(1−m` + (p− 1)σ2
` )‖P 1/2Z0P

−1/2‖2p,q , (70)
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where we recall that κP = λ−1
min(P )λmax(P ).

Now we aim to bound Γm:k defined in (27) using Lemma 12. We identify the latter with
∏k

`=m Y`,
where Y` = I − α`A`, ` ≥ 1, and Y0 = I. Applying the bound (8), we get ‖E[Y`]‖2Q =

‖I− α`Ā‖2Q ≤ 1− aα`. Further, assumption A2 implies that almost surely,

‖Y` − E[Y`]‖Q = α`‖A` − Ā‖Q ≤ α`
√
κQ CA = bQα` .

Therefore, (70) holds with m` = aα` and σ` = bQα`. As ‖I‖p = d1/p, we obtain the following
corollary.
Corollary 3. Assume A1 and A2. Then, for any α` ∈ [0, α∞], 2 ≤ q ≤ p, and 1 ≤ m ≤ k, it holds

E1/q [‖Γm:k‖q] ≤ ‖Γm:k‖p,q ≤ √
κQd

1/p
k∏

`=m

(1− aα` + (p− 1)b2Qα
2
` ) ,

where α∞ was defined in (7), and bQ =
√
κQ CA.

Corollary 4. Assume A1, A2, and A3. Then for any 2 ≤ q ≤ log n, and any k ≥ n, 1 ≤ m ≤ k, it
holds that

E1/q [‖Γm:k‖q] ≤
√
κQe exp

{
−(a/2)

k∑
`=m

α`

}
, (71)

where α∞ is defined in (7). Moreover,

E1/q [‖Γm:k‖q] ≤
√
κQe

k∏
`=m

(
1− aα`

4

)
(72)

Proof. We first apply the result of Corollary 3. Indeed, for k ≥ n, and any 2 ≤ q ≤ p, it holds,
setting bQ =

√
κQ CA, that

E1/q [‖Γm:k‖q] ≤
√
κQd

1/p
k∏

`=m

(1− aα` + (p− 1)b2Qα
2
` )

≤ √
κQd

1/p exp

{
−a

k∑
`=m

α` + (p− 1)b2Q

k∑
`=m

α2
`

}
.

Note that, setting p = log n, and provided that n satisfies (9), we easily obtain that, for ` ≥ n/2,

(log n)b2Qα
2
` ≤ aα`/2 . (73)

Hence, for m ≥ n/2, we have

E1/q [‖Γm:k‖q] ≤
√
κQe exp

{
−a

2

k∑
`=m

α`

}
,

and the statement follows. Suppose now that m < n/2. In such a case we have, applying (73), that

E1/q [‖Γm:k‖q] ≤
√
κQe exp

{
−a

k∑
`=m

α` + (log n)b2Q

k∑
`=m

α2
`

}

≤ √
κQe exp

{
−a

n∑
`=m

α` + (log n)b2Q

n∑
`=m

α2
`

}
exp

{
−(a/2)

k∑
`=n+1

α`

}
, (74)

and we need to bound the first term in the product. We first consider α` = c0`
−1/2, and use the

inequalities
n∑

`=m

1

`
≤
(
1 +

∫ n

m

dx

x

)
∧
(∫ n

m−1

dx

x

)
=
(
1 + log

n

m

)
∧
(
log

n

m− 1

)
, (75)
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and
n∑

`=m

1√
`
≥
∫ n

m

dx√
x
= 2(

√
n−

√
m) . (76)

Thus, it is enough to satisfy the constraint

(log n)b2Qc
2
0(1 + log n− logm) ≤ ac0(

√
n−

√
m) .

Since m < n/2, it is enough to ensure that

(1 + log n)(log n)b2Qc
2
0 ≤ ac0(

√
n−

√
n/2) ,

or, equivalently, √
n

(1 + log n) log n
≥

c0b
2
Q

a(1− 1/
√
2)

,

which is granted by A3. Combining the above bounds in (74), we obtain that the lemma’s statement
(71) holds for the step size α` = c0/`

1/2. Similarly, for α` = c0/`
γ with γ ∈ (1/2; 1), we get for

m ≥ n/2 that

E1/q [‖Γm:k‖q] ≤
√
κQe exp

{
−a

2

k∑
`=m

α`

}
,

since the relation (73) holds. Similarly, for m < n/2, the desired upper bound would follow from the
inequality

n∑
`=m

1

`2γ
≤
∫ n

m−1

dx

x2γ
=

(m− 1)1−2γ − n1−2γ

2γ − 1
≤ 1

2γ − 1
,

together with an inequality

(log n)b2Qc
2
0

2γ − 1
≤ (a/2)c0(n

1−γ − (n/2)1−γ) .

The latter inequality can be re-written as

n1−γ

log n
≥

2c0b
2
Q

a(2γ − 1)(1− (1/2)1−γ
,

which is also granted by A3. Combining the above inequalities implies that (71) holds for α` = c0/`
γ .

The bound (72) can be immediately obtained from (71) using the fact that e−x ≤ 1 − x/2 for
x ∈ [0; 1].

Corollary 5. Under conditions of Corollary 4 it holds with P – probability at least 1− 1/n2 that

‖Γm:k‖ ≤ √
κQe

2 exp

{
−(a/2)

k∑
`=m

α`

}
,

and

‖Γm:k‖ ≤ √
κQe

2
k∏

`=m

(
1− aα`

4

)
Proof. It is sufficient to choose q = 2 log n and use Markov’s inequality together with the union
bound.

Proposition 7. Assume A1, A2, A3 with γ = 1/2, and A4. Then on the set Ω5 defined in (47), it
holds for any n ≤ m ≤ k ≤ 2n, that

{
Eb[‖Γb

m+1:k‖2]
}1/2 ≤ κ

3/2
Q e9/8 exp

{
−a

4

k∑
`=m+1

α`

}
.
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Proof. Our proof relies on the auxiliary result of Lemma 13 below together with the blocking
technique. Indeed, let us represent

k −m = Nh+ r ,

where r < h and h = h(n) is a block size defined in (18). Then we obtain, using the independence
of bootstrap weights wm+1, . . . , wk, that

{Eb[‖Γb
m+1:k‖2]}1/2 ≤ √

κQ{Eb[‖Γb
m+1:k‖2Q]}1/2

=
√
κQ

N∏
j=1

{
Eb[‖Γb

m+1+(j−1)h:m+jh‖
2
Q]
}1/2{Eb[‖Γb

m+1+Nh:k‖2Q]
}1/2

≤ √
κQ exp

{
−a

4

k∑
`=m+1

α`

}{
Eb[‖Γb

m+1+Nh:k‖2Q]
}1/2

exp

{
a

4

k∑
`=m+1+Nh:k

α`

}
.

In the last inequality we applied Lemma 13 to each of the blocks of length h in the first bound. It
remains to upper bound the residual terms. Since the remainder block has length less then h, we have
due to (81) (which holds according to A4), that

exp

{
a

4

k∑
`=m+1+Nh:k

α`

}
≤ exp

{α∞a

4

}
≤ e1/8 ,

where the last inequality is due to Proposition 1. Next,

{
Eb[‖Γb

m+1+Nh:k‖2Q]
}1/2 ≤ κQ

k∏
`=m+1+Nh:k

{Eb[‖(I− α`w`A`)‖2]}1/2

≤ κQ

k∏
`=m+1+Nh:k

{Eb[(1 + α`|w`|CA)2]}1/2

≤ κQ

k∏
`=m+1+Nh:k

{Eb[1 + 2α`|w`|CA +α2
`w

2
` C

2
A]}1/2 .

Since
E[|w`|] ≤

√
E[w`2 ] ≤

√
(E[w`])2 +Varw` =

√
2 ,

we get from previous bound

{
Eb[‖Γb

m+1+Nh:k‖2Q]
}1/2 ≤ κQ

k∏
`=m+1+Nh:k

(1 + 2
√
2α` CA +2α2

` C
2
A)1/2

≤ κQ exp

{
√
2CA

k∑
`=m+1+Nh:k

α`

}
≤ κQe

√
2CA c0h/

√
n ≤ κQe ,

where in the last line we additionally used (19).

Lemma 13. Assume A1, A2, A3 with γ = 1/2, and A4. On the set Ω5 defined in (47), it holds for
h = h(n) defined in (18) and any m ∈ [n; 2n− h], that

{
Eb[‖Γb

m+1:m+h‖2Q]
}1/2 ≤ exp

{
−a

4

m+h∑
`=m+1

α`

}
.

Proof. Recall that we use the notation Eb[·] = E[·|Z2n], where Z2n = (Z1, . . . , Z2n) are the random
variables used in the construction of the iterates {θk}1≤k≤n in (1).

Let h ∈ N be a block length, which value will be determined later, and consider a product

Γb
m+1:m+h =

m+h∏
`=m+1

(I− α`w`A`) . (77)
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Expanding the product of matrices (77), we obtain

Γb
m:m+h = I−

m+h∑
`=m+1

α`A` − S+R = I−
m+h∑

`=m+1

α`Ā−
m+h∑

`=m+1

α`(A` − Ā)− S+R , (78)

where S =
∑m+h

`=m+1 α`(w`− 1)A` is a linear statistics in {w`}m+h
`=m+1, and the remainder R collects

the higher-order terms in the products

R =

h∑
r=2

(−1)r
∑

(i1,...,ir)∈I`r

r∏
u=1

αiuwiuAiu .

with I`r = {(i1, . . . , ir) ∈ {m+ 1, . . . ,m+ h}r : i1 < · · · < ir}. We first consider the contracting
part in matrix Q-norm. Indeed, applying (8), we obtain that

‖I−
m+h∑

`=m+1

α`Ā‖2Q ≤ 1− a

m+h∑
`=m+1

α` ,

provided that h is set in such a manner that
∑m+h

`=m+1 α` ≤ α∞, where α∞ is defined in (7). Hence,
we get from the above inequality that for any u ∈ Rd, it holds that

‖I−
m+h∑

`=m+1

α`Ā‖Q ≤ 1− (a/2)

m+h∑
`=m+1

α` .

Now we need to estimate the remainders in the representation (78). On the set Ω5, it holds that

‖
m+h∑

`=m+1

α`(A` − Ā)‖Q ≤ 2CA
√
κQ

√√√√ m+h∑
`=m+1

α2
` log(2n

4) .

Moreover, it is straightforward to check that

Eb[‖S‖2Q] ≤ C2
A κQ

m+h∑
`=m+1

α2
` .

In order to bound the remainder term R, we note that

Eb[‖R‖Q] ≤
h∑

r=2

(
h

r

)
αr
m+1(2CA)rκ

r/2
Q ≤ α2

m+1(2CA)2κQ

h−2∑
r=0

(
h

r + 2

)
αr
m+1(2CA)rκ

r/2
Q

≤
α2
m+1h

2(2CA)2κQ

2
exp
{
2αm+1 CA κ

1/2
Q

}
≤

α2
m+1h

2(2CA)2κQe

2
.

To complete the proof it remains to set the parameter h in such a way that we can guarantee

CA
√
κQ

√√√√ m+h∑
`=m+1

α2
`

(
1 + 2 log(2n4)

)
+

α2
m+1h

2 C2
A κQe

2
≤ a

4

m+h∑
`=m+1

α` , (79)

keeping at the same time the constraint
m+h∑

`=m+1

α` ≤ α∞ . (80)

Recall that α` = c0/
√
`. Thus, using the bounds (75) and (76), we obtain that

a

4

m+h∑
`=m+1

α` ≥
ac0
2

(
√
m+ h−

√
m+ 1) ≥ ac0

2
(
√
m+ h−

√
m) , (81)
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and
m+h∑

`=m+1

α2
` =

m+h∑
`=m+1

c20
`

≤ c20(log (m+ h)− logm) . (82)

Hence, taking into account (81) and (82), and 1
m+1 ≤ 1

m , the inequality (79) would follow from the
bound

CA
√
κQ

√
log(m+ h)− log(m)

(
1 + 2 log(2n4)

)
+

c0h
2 C2

A κQe

2m
≤ a

2
(
√
m+ h−

√
m) .

(83)

Since log (1 + x) ≤ x for x ≥ 0 and c0 C
2
A κQe ≤ 1, the latter inequality is satisfied if

CA
√
κQ

√
h√
m

(
1 + 2 log(2n4)

)
+

h2

2m
≤ a

2
(
√
m+ h−

√
m) .

Now we use one more lower bound

√
m+ h−

√
m =

√
m(
√
1 + h/m− 1) ≥

√
m(

√
2− 1)h

m
=

(
√
2− 1)h√
m

,

which follows from an elementary inequality
√
1 + x ≥ 1+ (

√
2− 1)x, valid for 0 ≤ x ≤ 1. Hence,

(83) would from the inequality

CA
√
κQ

√
h√
m

(
1 + 2 log(2n4)

)
+

h2

2m
≤ a(

√
2− 1)h

2
√
m

. (84)

Setting h is such a manner that
h√
m

≤ a(
√
2− 1)

2
,

inequality (84) would follow from

CA
√
κQ

√
h√
m

(
1 + 2 log(2n4)

)
≤ a(

√
2− 1)h

4
√
m

.

The latter inequality is satisfied, if the block size h satisfies

h ≥
(
4CA κ

1/2
Q

(
√
2− 1)a

)2

(1 + 2 log (2n4))2 .

Thus, setting h(n) as in (18), all previous inequalities will be fulfilled, provided that{
h(n)√

n
≤ a(

√
2−1)
2

c0h(n)√
n

≤ α∞ .

Here last inequality follows from (80) and the following simple bounds, where we use that m ≥ n
and

√
1 + x ≤ 1 + x/2:

m+h∑
`=m+1

α` ≤
n+h∑

`=n+1

α` = c0

n+h∑
`=n+1

1√
`
≤ c0

∫ n+h

n

dx√
x
= 2c0(

√
n+ h−

√
n) ≤ c0h√

n
.

Now (78) implies that

{
Eb[‖Γb

m+1:m+h‖2Q]
}1/2 ≤ 1− (a/4)

m+h∑
`=m+1

α` ,

and the statement follows from an elementary inequality 1 + x ≤ ex.
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E Applications to the TD learning

Recall that the temporal difference learning algorithm in the LSA’s setting can be written as

θk = θk−1 − αk(Akθk−1 − bk) , (85)

where Ak and bk are given by

Ak = ϕ(sk){ϕ(sk)− γϕ(s′k)}> ,

bk = ϕ(sk)r(sk, ak) .
(86)

Recall that our aim is to estimate the agent’s value function

V π(s) = E[
∑∞

k=0 γ
kr(sk, ak)|s0 = s] ,

where ak ∼ π(·|sk), and sk+1 ∼ P(·|sk, ak), for any k ∈ N. We define the transition kernel under
policy π

Pπ(B|s) =
∫
A P(B|s, a)π(da|s) , (87)

which corresponds to the 1-step transition probability from state s to a set B ∈ B(S). We denote by
µ the invariant distribution over the state space S induced by the transition kernel Pπ(·|s) in (87). In
this case the TD learning updates (85) correspond to the approximate solution of the deterministic
system Āθ? = b̄, where we have set, respectively,

Ā = Es∼µ,s′∼Pπ(·|s)[ϕ(s){ϕ(s)− γϕ(s′)}>] (88)

b̄ = Es∼µ,a∼π(·|s)[ϕ(s)r(s, a)] .

E.1 Proof of Proposition 2

We first need to check that the matrix Ā+ Ā>, where Ā is defined in (88), is positive-definite. In
order to show this fact we closely follow the exposition of [61, Lemma 18] and [51, Lemma 5].
Define a random matrix A as an independent copy of Ak from (86), that is,

A = ϕ(s){ϕ(s)− γϕ(s′)}> ,

where s ∼ µ, and s′ ∼ Pπ(·|s). With the definition of A, we get that

A+A> = ϕ(s){ϕ(s)− γϕ(s′)}> + {ϕ(s)− γϕ(s′)}ϕ(s)>

= 2ϕ(s)ϕ(s)> − γ{ϕ(s)ϕ(s′)> + ϕ(s′)ϕ(s)>}
� (2− γ)ϕ(s)ϕ(s)> − γϕ(s′)ϕ(s′)> ,

where we used an elementary inequality uv>+ vu> � (uu>+ vv>) valid for any u, v ∈ Rd. Hence,
with the definition of Σϕ in (22), we get

Ā+ Ā> = E[A+A>] � 2(1− γ)Σϕ . (89)

Hence, Ā + Ā> is positive-definite, and we can set P = Ā + Ā> in the right-hand side of the
Lyapunov equation (69). Obviously, Q = I is a solution to the corresponding Lyapunov equation

Ā>Q+QĀ = Ā+ Ā> .

Moreover, applying [61, Lemma 18], we obtain

Ā>Ā � E[A>A] � (1 + γ)2Σϕ . (90)

Hence, we get for α ≤ (1− γ)/(1 + γ)2, and applying (89) and (90), that

(I− αĀ)>(I− αĀ) = I− α(Ā> + Ā) + α2Ā>Ā

� I− 2α(1− γ)Σϕ + α2(1 + γ)2Σϕ

� I− α(1− γ)Σϕ

� (1− α(1− γ)λmin(Σϕ))I .

Hence, the bound (8) holds with a = (1− γ)λmin(Σϕ) and α∞ = (1− γ)/(1 + γ)2.
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F Experimental details for the TD learning

Here we provide some details on numerical experiments. Code to run experiments is provided
in https://github.com/svsamsonov/BootstrapLSA. For the considered Garnet problem we
choose the policy π in the following way. For any a ∈ A, we set

π(a|s) = U
(s)
a∑|A|

i=1 U
(s)
i

,

where the U
(s)
i are independent random variables following uniform distribution U [0, 1]. Here we

assume that each action a ∈ A can be selected at any state s ∈ {1, . . . , Ns}. We generate an instance
of Garnet problem with mentioned parameters, and find analytically the true parameter θ?. In order
to estimate the supremum

∆n := supx∈R
∣∣P(√n‖θ̄n − θ?‖ ≤ x)− P(‖Σ1/2

∞ η‖ ≤ x)
∣∣ ,

η ∼ N (0, INs), and show that this supremum scales as n−1/4 when γ = 1/2 and admits slower decay
for other powers of γ. We first approximate true probability P(‖Σ1/2

∞ η‖ ≤ x) by the corresponding
empirical probabilities based on sample of size M � n. We fix M = 5 · 107. We choose trajectory
lengths

n ∈ {1600, 3200, 6400, 12800, 25600, 51200, 102400, 204800, 409600, 819200, 1638400} ,

fix the length of burn-in period n0 = 102400, and generate N = 6553600 independent trajectories
starting in the fixed point θ0 ∈ RNs . We set the learning rate schedule as αk = c0/k

γ and try different
values γ ∈ {0.5, 0.65, 0.7}, and c0 = 4.0. Unfortunately, even the chosen order of trajectory length
n seems to be insufficient in order to significantly distinguish, for example, between γ = 0.5 and
γ = 0.65. However, learning rate schedule with faster decay performs worse in terms of ∆n. Note
that the current experiment is already rather computationally intense for artificial problem and takes
about 12 hours of compute on a Core i9 - 10920x processor with 12 cores with 3.7 GHz.
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Answer: [Yes]

Justification: All necessary information to reproduce experiments is provided in Appendix F.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: This paper is of purely theoretical nature, and the proposed methods do not
deal with sensitive attributes that could induce unfairness or privacy issues.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader Impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
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Answer: [NA]

Justification: This paper is of purely theoretical nature. We do not foresee any societal harm
from the proof of non-asymptotic bootstrap validity and normal approximation bounds in
Kolmogorov distance.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: Not applicable.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [NA]

Justification: Not applicable: no existing assets are used.

Guidelines:

• The answer NA means that the paper does not use existing assets.
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• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]

Justification: Not applicable: paper does not release new assets.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: Not applicable: paper does not involve crowdsourcing nor research on human
subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
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Justification: Not applicable: paper does not involve crowdsourcing nor research on human
subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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