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Abstract

State-space graphical models and the variational autoencoder framework provide
a principled apparatus for learning dynamical systems from data. State-of-the-art
probabilistic approaches are often able to scale to large problems at the cost of flex-
ibility of the variational posterior or expressivity of the dynamics model. However,
those consolidations can be detrimental if the ultimate goal is to learn a generative
model capable of explaining the spatiotemporal structure of the data and making
accurate forecasts. We introduce a low-rank structured variational autoencoding
framework for nonlinear Gaussian state-space graphical models capable of captur-
ing dense covariance structures that are important for learning dynamical systems
with predictive capabilities. Our inference algorithm exploits the covariance struc-
tures that arise naturally from sample based approximate Gaussian message passing
and low-rank amortized posterior updates — effectively performing approximate
variational smoothing with time complexity scaling linearly in the state dimension-
ality. In comparisons with other deep state-space model architectures our approach
consistently demonstrates the ability to learn a more predictive generative model.
Furthermore, when applied to neural physiological recordings, our approach is
able to learn a dynamical system capable of forecasting population spiking and
behavioral correlates from a small portion of single trials.

1 Introduction

State-space models (SSM) are invaluable for understanding the temporal structure of complex natural
phenomena through their underlying dynamics'™. While engineering or physics problems often
assume the dynamical laws of the system of interest are known to a high degree of accuracy, in
an unsupervised data-driven investigation, they have to be learned from the observed data. The
variational autoencoder (VAE) framework makes it possible to jointly learn the parameters of the
state-space description and an inference network to amortize posterior computation of the unknown
latent state®”. However, it can be challenging to structure the variational approximation and design
an inference network that permits fast evaluation of the loss function (evidence lower bound or ELBO)
while preserving the temporal structure of the posterior.
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In this work, we develop a structured variational approximation, approximate ELBO, and inference
network architecture for generative models specified by nonlinear dynamical systems with Gaussian
state noise. Our main contributions are as follows,

(i) A structured amortized variational approximation that combines the prior dynamics with
low-rank data updates to parameterize Gaussian distributions with dense covariance matrices,
(i) Conceptualizing the approximate smoothing problem as an approximate filtering problem
for pseudo-observations that encode a representation of current and future data, and,
(iii) An inference algorithm that scales O(T L(Sr + S? + r2)) — made possible by exploiting
the low-rank structure of the amortization network as well as Monte Carlo integration of the
latent state through the dynamics.

2 Background

State-space models are probabilistic graphical models where observations y; in discrete time are
conditionally independent given a continuous latent state, z;, evolving according to Markovian
dynamics, so that the complete data likelihood for 7" consecutive observations factorizes as,

T
p(yrr, zir) = po() py(yilz) x [ pu(yelz:) po(z:|zi-1)

where z; € R” are real-valued latent states,  parameterizes the dynamics and initial condition, and
1) parameterizes the observation model. When the generative model, (0, 1)), is known, the statistical
inference problem is to compute the smoothing posterior, p(z1.7 | y1.7)%. Otherwise, (6, ) have to
be learned from the data — known as system identification®.

Variational inference makes it possible to accomplish these goals in a harmonious way. The variational
expectation maximization (VEM) algorithm iterates two steps: first, we maximize a lower bound to
the log-marginal likelihood — the ELBO — with respect to the parameters of an approximate posterior,
q(z1.7) = p(z1.7 | y1.7); then, with the approximate posterior fixed, the ELBO is maximized with
respect to parameters of the generative model®. For large scale problems, vVEM can be slow due
to the need to fully optimize the variational parameters before taking gradient steps on parameters
of the generative model. Therefore, the variational autoencoder (VAE) is better suited for large
scale problems for its ability to simultaneous learn the generative model and inference network — an
expressive parametric function that maps data to the parameters of approximate posterior 2L,

Model specifications. Although our approach is applicable to any exponential family state-space
process, given their ubiquity, we focus on dynamical systems driven by Gaussian noise so that,

Po(Zt|Zt71) :N(Zt|m9(zt71)7Q9) (D

where mg : RY — R” might be a nonlinear neural network function with learnable parameters
0, and Qg € RE*L s a learnable state-noise covariance matrix. Given the favorable properties of
exponential family distributions'#'1%, especially in the context of variational inference, we write the
prior dynamics in their exponential family representation (natural parameter form),

po(ze|zi-1) = h(z) exp (T () Ao (z1-1) — A(Xa(2i1))) 2)

where h is the base measure, T (z) the sufficient statistics, A(-) the log-partition function, and Ag(-)

is a map R s RE+L that transforms Z;_1 to natural parameters for z;. For a Gaussian distribution,
the sufficient statistics can be defined as 7(z¢) " = [z] —1z2/ |, so that Ag(-) for (T is given by,

—1
Xo(zi 1) = {QH g (Ztl)} (dynamics model in natural paramter form) 3)

Q"

As it will simplify subsequent analysis, the mean parameter mapping corresponding to this natural
parameter mapping (guaranteed to exist as long as the exponential family is minimal’?) is given by

po(zi—1) =E [T (z¢)] = { mo(Z:-1) } pa?allfj:ter 4)
P ol ) T =4 (mo (21 )mo(zi-) T + Qo) form

Furthermore, we make the following assumptions i) the state-noise, Qg, is diagonal or structured for
efficient matrix-vector multiplications. ii) mg(-), is a nonlinear smooth function. ii) the likelihood,
Py (yt|2zt), may be non-conjugate. iv) L may be large enough so that L? is comparable to 7.
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Amortized inference for state-space models. A useful property of SSMs is that, z, conditioned
on z;_; and y.7, is independent of yy1.; 1, i.e., p(2z; | 2t_1,y1.7) = P(2¢ | Ze—1, ye.r) >0, It thus
suffices to construct an approximate posterior that factorizes forward in time,

q(z1.7) = q(z1) HC](Zt|Zt71) &)

and introduce learnable function approximators to amortize inference by mapping z;_1 and y.r to
the parameters of ¢(z;|z:—1). This makes it simple to sample z;.7 from the approximate posterior
(using the reparameterization trick) and evaluate the ELBO (a.k.a. negative variational free energy),

L(g) =Y By, logp(yi|2)] — By, , Dru(a(z]2i-1)|| po(ze|2:-1))] < logp(yr.r)  (6)

where Dy (-] -) is the Kullback-Leibler (KL) divergence and E;, = E,, <4(z,:y,..)» 50 that the gener-
ative model and inference network parameters can be learned through stochastic backpropagation.
Many works for Gaussian ¢(z; | z;—1), such as Krishnan et al. o Alaa and van der Schaar'”, Girin
et al.'%, Hafner et al.®, construct inference networks that parameterize the variational posterior as

q(z¢]2t-1) = N(mg(2z:-1,y1.7), Pp(2t-1,¥y1.7))- (7
There are limitless ways to construct mg(-) and P4(-) so ¢ can be learned through gradient ascent
on the ELBO, but a straightforward and illustrative approach6 17 is to transform future data, YT,
using a recurrent neural network (RNN), or any efficient autoregressive sequence to sequence model,
and then mapping the preceding latent state, z;_1, using a feed-forward neural network, so that a
complete inference network description could be,

(mg(zt—1,¥e1), Pp(zi—1,ye1)) = NN([Z-1, 0s]), u; = S28([ust1,y4]) (8)
where S2S(+) is a parametric sequence-to-sequence function that maintains a hidden state u; and takes
as input y;, and NN(-) is a parametric function designed to output approximate posterior parameters.
This leads to a backward-forward algorithm, meaning that data y;.7 are mapped to u;.7 in reverse
time, and then samples are drawn from ¢(z; | z;—1) forward in time.

Possible drawbacks of this inference framework are i) missing observations obstruct inference (the
example networks cannot naturally accommodate missing data); ii) sampling entire trajectories to
approximate the expected KL term can potentially lead to high-variance gradient estimators, and iii)
statistics of the marginals (e.g. second moments) can only be approximated through sample averages.

3 Related works

Many existing works also explore inference and data-driven learning for state-space graphical
models within the VAE framework. We highlight the most closely related studies and note specific
limitations that our work seeks to address. The structured variational autoencoder (SVAE)2% makes it
possible to efficiently evaluate the ELBO while preserving the temporal structure of the posterior by
restricting the prior to a linear dynamical system (LDS) and then constructing the approximation as
q(z1.7) < pe(z1.7) [[ exp(t(z¢) "4 (y+)) so that its statistics can be obtained using efficient message
passing algorithms. However, the SVAE is not directly applicable when the dynamics are nonlinear
since the joint prior will no longer be Gaussian (thereby not allowing for efficient conjugate updates).
Recently, Zhao and Linderman'?!' expanded on the SVAE framework by exploiting the LDS structure
and associative scan operations to improve its scalability.

The deep Kalman filter (DKF)® uses black-box inference networks to make drawing joint samples
from the full posterior simple. However, pure black-box amortization networks such as those can
make learning the parameters of the generative model dynamics difficult because their gradients will
not propagate through the expected log-likelihood term”. In contrast, we consider inference networks
inspired by the fundamental importance of the prior for evaluating Bayesian conjugate updates. The
deep variational Bayes filter (DVBF) also considers inference and learning in state-space graphical
models®. Difficulties of learning the generative model that arise as a result of more standard VAE
implementations defining inference networks independent of the prior are handled by forcing samples
from the approximate posterior to traverse through the dynamics. Our work extends this concept, by
directly specifying the parameters of the variational approximation in terms of the prior.

Our approach constructs an inference network infused with the prior similar to the SVAE and DVBF
but 1) avoids restrictions to LDS and ii) affords easy access to approximations of the marginal statistics
(such as the dense latent state covariances) without having to average over sampled trajectories (or
store them directly which would be prohibitive as the latent dimensionality becomes large).
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4 Method

An alternative to constructing variational approximations through specification of conditional dis-
tributions, as in Eq. (7)), involves the use of data-dependent Gaussian potentials, that we refer to as
pseudo-observations:

p(¥e|2ze) < expAg(y17) T T(2e)) = exp(N] T (1)) = exp (k[ z¢ — 1[|Kqz|?) )

These Gaussian potentials can then be combined with the prior through Bayes’ rule, yielding the
approximation

o(z1) = [1p(y:|2)po(z1:7) (10)
p(Y1:T)

A benefit of this formulation, is that it inherently imposes the latent dependency structure of the
generative model onto the amortized posterior. This parameterization, was introduced in Johnson
et al.?% where an important point highlighted, is that the Gaussian potentials can encode any arbitrary
subset of observations; for example, p(¥; | z;) could be made to depend on y; alone, or even the
entire dataset, y;.7. Regardless of that particular design choice, the corresponding ELBO for the
variational approximation of Eq. (T0) is

L(q) = Ey, [logp(y:|z:)] — Eq, log p(§:]2:)] + log p(§1:7) (11)

For linear Gaussian latent dynamics, conjugate potentials could be efficiently integrated with the
prior using exact message passing, yielding filtered and smoothed marginal statistics. The smoothed
statistics can be used to evaluate the first two terms on the right-hand side, while the filtered statistics
can be used to evaluate the final term, the log-marginal likelihood of the pseudo-observations.

However, this approach does not directly apply to nonlinear dynamical systems, where the variational
posterior is no longer Gaussian. Since evaluating the smoothed marginals and the log-marginal
likelihood of pseudo-observations relies on first obtaining the filtered marginals, a logical starting
point is to develop a method for approximating these filtered marginals. To this end, we propose
a differentiable approximate message passing algorithm specifically designed to compute filtered
posterior statistics in models characterized by nonlinear latent dynamics and observations represented
as Gaussian potentials. Building on this foundation, we then return to the subsequent challenges of
efficiently computing smoothed posterior statistics and evaluating the ELBO.

Differentiable nonlinear filtering. Bayesian filtering is often conceptualized as a two step proce-
dure”. In the predict step, our belief of the latent state is integrated through the dynamics, yielding
q(z | 1:0-1) = [po(2zi | 2e-1)q(Z¢—1 | ¥1:0—1) dz4—1 (ak.a. the predictive distribution). Then,
applying Bayes’ rule, ¢(z; | y1.t) < p(¥+ | 2t)q(2¢ | ¥1.t—1), we update our belief. Evidently then,
developing an approximate filtering algorithm that exploits the conjugacy of the pseudo observa-
tions can be recast as the problem: given an approximation 7(z:—1) =~ ¢(z¢—1 | ¥1.t—1), find an
approximation to the predictive distribution, 7(z;) & q(2z;|¥1.t—1). The recursion would continue
forward by updating our belief analytically, setting 7(z:) x p(¥:|2:)7(z¢), then finding a Gaussian
approximation of 7(z;41) and so forth.

With the problem restated this way, we propose an approximate filtering solution designed to exploit
two key factors at play i) the approximate beliefs are constrained to the same exponential family
as the latent state transitions ii) the pseudo observations are encoded as conjugate potentials. Our
approach involves recursively solving intermediary variational problems (their fixed point solutions
on the right),

Variational filtering ———

(i) 7(z) = argmin Dk (Er, _, [po(z¢|2e-1)]|| 7(z¢)) = i = En,_, [po(2ze-1)] (12)
(ii) 7(z¢) = argmin Dgy (7(z,)|| p(¥¢ | 2¢)7 (1)) = AM=MA+N\ (13)

Steps (i) and (ii) can be thought of as variational analogues of the predict/update steps of Bayesian
filtering, and importantly, finding their fixed point solutions does not require an iterative procedure
because of our problem specifications. Reassuringly, iterating (i) and (ii) in the case of an LDS
generative model would exactly recover the information form Kalman filtering equations. In the case
of nonlinear dynamical systems, directly taking the expectation in (i) is intractable. We can overcome
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this by employing the reparameterization trick to obtain a differentiable sample approximation of the
parameters, [, of the fixed point solution. Naturally now, the statistics of the approximate filtered
beliefs can be used to approximate the log-marginal likelihood of the pseudo observations as,

logp(y1.7) = Zlog/p(yt |2¢)q(2¢ | Y1:0-1) dze = Zlog/p(yt|zt)7_r(zt) dz; (14)

where the last integral can be evaluated analytically as a result of the Gaussian forms of the ap-
proximations and pseudo observations. While formulating step (ii) as a variational problem may
appear superfluous given the conjugate structure, it hints at the possibility of approximating smoothed
posterior marginal statistics within a variational framework. However, pursuing this idea further
reveals significant challenges. Trying to develop a backward recursion for the distribution ¢; min-
imizing Dgp, (eq 1 (@t je41] | | qt), by using the forward KL divergence (as in step (i)), leads to an
intractable problem because the backward Markov transitions, g; ¢ 1, are not conditionally Gaussian.
Conversely, a fixed point solution of the reverse KL objective (as in step(ii)), Dgp, (qt| ‘ Eq s [qt|t+1]),
necessitates an iterative procedure, which can be computationally expensive.

Smoothing as filtering. In light of these difficulties, we offer a simple solution that exploits the
flexibility in choosing the pseudo observation data dependence: define the parameters, k; and K, of
each pseudo observation, y;, to be a function of current and future data, y;.7, so that,

P(Fe|2e) o exp(Ag(yer) T (24)) (15)

With this choice, filtered statistics of the latent state—relative to the pseudo-observations—can be
used to approximate posterior smoothed marginals, i.e. 7(z:) ~ q(2: | ¥1.+) ~ p(2¢ | y1.7). This
solution circumvents the challenges associated with backward message computation and only requires
a single pass through the pseudo observations to obtain approximate smoothed posterior statistics.
Substituting, ¢, as an approximation to g, in Eq. (IT)), leads to the following approximation of the
ELBO.

Variational smoothing ELBO ——

L(m) =Y En, logp(y:|2:)] — Ex, logp(§e|2)] + log Er, [p(F1|2:)] (16)
= Exr, [logp(y:|2:)] — Dw((z:)|| 7(2:)) (17

By expressing the approximate ELBO compactly as Eq.(T7), we highlight that it promotes learning
models where the posterior at time ¢ aligns closely with the one-step posterior predictive at that time
(which depends on the generative model and the posterior at time ¢ — 1). The KL term in Eq.(T7)
can be evaluated in closed form, while the expected log-likelihood term can be approximated using
the reparameterization trick®. However, a point of practical importance should be raised now: every
filtering step and evaluation of the KL term has a time complexity of O(L?), which may become a
bottleneck for large L. In the following discussion, we will explore effective strategies to parameterize
the Gaussian potential inference network that produces 1.7, to reduce the computational burden that
filtering and evaluating £(7) pose in the large L regime.

Local and backward encoders. For state-space models, inferences about the latent state should
be possible even with missing observations. To enable the amortized inference network to process
missing observations in a principled way, we decompose the natural parameter update into two
additive components: i) a local encoder, a¢,(~), for current observation, and ii) a backward encoder,
B (), for future observations, i.e.,

5\¢(yt:T) = ag(yt) + Be(Yer1r) (or for the sake of brevity) A=+ Bii1 (18)

Furthermore, by building the dependence of B4 () on y+1.7 through their representation as ov;11.7,
so that B4 (Yi+1:7) = B¢ (+1.7), a missing observation at time ¢ is handled by setting o, = 0.
While a data dependent natural parameter update of O faithfully represents a missing observation — in
the absence of data, the prior should not be updated — alternatively setting y; = 0 would introduce
a harmful inductive bias into the inference network, since an observation of 0 can be arbitrarily
informative. Given the impracticality of O(T L?) memory requirements, it is appealing to consider a
low-rank parameterization for the local and backward encoders — we consider

o= (arar) = (awiitr) 2= (Bi57) = (el i) 09
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Figure 1: Smoothing and predictive performance on bouncing ball and pendulum. To the left
of the red line are samples from the posterior during the data window projected to image space, to
the right of the red line are samples unrolled from pg(z; | z;—1). a) while all methods are adept
at smoothing in the context window, our methods predictive performance is better by a noticeable
margin as measured by the R?. b) similar results hold for the bouncing ball dataset.

where A; € RE*7e with B, € RY*7# parameterize low-rank local/backward precision updates, and
a; € RL with b, € R” parameterize local/backward precision-scaled mean updates. Using these
descriptions and the additive decomposition (I8), the parameters of a single pseudo observation are,

A= (UK k(y:r) - 2: + by (20)

! KthT K(Yt:T)K(Yt:T)T [A: By] [Ay Bt]T
where K € REX" if r = 1, + 75 and k € RE. The low-rank structure of the natural parameter
updates will be a key component to develop an efficient approximate message passing algorithm for

obtaining sufficient statistics of the approximate posterior and evaluating the ELBO. Analogous to the
inference network description (@), a differentiable architecture producing aq.7 and 34,7 could be,

a; = NN(y;) B: = S28([Br1, aut)), 210

which overall defines the map y1.7 — (a1.7, B1.7). In addition, the separation of local and backward
encoders can reduce the complexity of the backward encoder for L < N. Those familiar with sequen-
tial Monte-Carlo (SMC) methods*? can view the backward encoder similar to twisting functions used
to combine future information with filtered state beliefs to produce smoothing approximations <24,

Exploiting structure for efficient filtering. A benefit of using the forward KL to design a variational
analogue to the exact Bayesian predict step is immediate access to the fixed point solution. While
nonlinear specification of the latent dynamical system make the expectation of Eq. (I2) intractable,
using the reparameterization trick with z;_; ~ 7(z;_1), gives the approximation,

me(z;_;)

B S
=ty [—é (mo (21 )mo(z; ;)" + Qo) >

where S is the total number of samples. Converting this finite sample estimate from mean parameter
coordinates to a mean/covariance representation, we get that,

S _ _
=15y mo(s ) P, = M;M;T + Qo 23)

where MY is the L x S matrix of samples passed through the dynamics function, then centered by
the mean, defined for convenience as,

M = 1/V5 [mg(z}_,) =y, ,me(z;,) —my] € RV 24)

Writing the covariance estimate as it is in Eq. (23), reveals that it can alternatively be represented by
the pair (M¢, Qp). In the regime where L > S, significant computational savings can be afforded
by capitalizing on the low-rank structure of the covariance as estimated via the reparameterization
trick. This structure can be exploited for efficient linear algebraic operations involving P, (and its
inverse, after application of the Woodbury identity). Consequently, the natural parameters of 7, after
updating 7, are

P, 'm; = Py 'my + kK P! =P/ ' + KK/ (25)
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Figure 2: a) Empirical time complexity scaling. Since complexity is a function of L, S, and r, we
vary L (top) for fixed » = 10 and (bottom) for fixed S = 5; we examine several values of the variable
not fixed. Examining wall-clock time shows empirically our implementation scales linearly in L; on
the (bottom) we plot wall-clock time for a Kalman filter implementation, showing the standard cubic
dependence on L. b) (top) Negative ELBO as a function of training epoch when N = L (bottom)
when N = L/5; the left column shows the case L = 50 and the right when L = 100. Different
colors indicate different settings of the local/backward encoder rank; zooming in for L = 100, shows
low-rank updates can match diagonal ones. ¢) Peristimulus time histogram (PSTH) for the DMFC
RSG dataset for different trial condition averages; we consider a context window of 1.3s and a
prediction window of 1.3s. d) BPS for each method for context/prediction windows.

and also admit structured representations. Without both the sample approximation structure (during
the variational predict step) and low-rank parameterization (during the variational update step), the
cost of approximate filtering each time-step would be dominated by an O(L?) cost. Instead, recog-
nizing the potential computational advantages of exploiting these structures, and never instantiating
the predictive/updated covariance and precision matrices, makes it possible to develop an approxi-
mate filtering algorithm, where in the case L is significantly larger than S or r, has complexity of
O(L(Sr +r? + S?)) per step. More details regarding time complexity are in App.

Efficient sampling and ELBO evaluation. When E, [log p(y:|z:)] can not be evaluated in closed
form, Monte-Carlo integration can be used as a differentiable approximation. To sample from 7 (z;)
without explicitly constructing P, we can take z; ~ N(0,P;) and w; ~ N(0,I,¢) and set,

z; =m, +7; - K, 0,0 (K Z) +w)). (26)

While more details are provided in App. [B-4] this can be done efficiently since samples can be
drawn cheaply from 7(z;) using Eq. (23). Whereas Monte-Carlo approximations of the expected
log-likelihood term might be unavoidable, the closed form solution for the KL between two Gaussian
distributions should be used to avoid further stochastic approximations. The only difficulty, is that
the time complexity of naively evaluating the KL term,

D (m(z)|| 7 () = 5 [(my — my) P (my — my) + w(P; ' Py) + log(|Py|/[Py]) — L] 27)

scales O(L?). However, since matrix vector multiplies with P, ! can be performed efficiently and
the trace/log-determinant terms can be rewritten using the square-root factors acquired during the
forward pass, as we describe in App. it is possible to evaluate the KL in O(LSr + LS? + Lr?)
time. After a complete forward pass through the encoded data, we acquire the samples z}:3. and all
necessary quantities for efficient ELBO evaluation. We detail the variational filtering algorithm in
Alg.[2]in App.[C2]and the complete end-to-end learning procedure in Alg. [T]

Causal amortized inference for streaming data. In constructing a fully differentiable variational
approximation, the parameters of the approximate marginals were effectively amortized according

to a recursion in the natural parameter space by iterating Eqs. (I2)) and (T3). This recursion can be
recognized more easily by introducing the function, Fg(+), and writing

At = Fo(Ai—1) + o + By with Fo(Ai—q) = VA* (/ T(Ze—1; Ae—1) o (Ze—1) dZtl) (28)
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Algorithm 1 End-to-end learning

Input: y1.1
while not converged do
fort =T to1ldo
a; = NN(y;) # local encoder
Bt = S25([Bt+1 a]) # backward encoder

kt =a; + bt
K, =[A; B{]
end for

Zjiﬁqw my.r, my.r, Tip = Alg. P kyr, Ki.r)
£(m) = 15~ 3" log ply 77) — D (| 70
(¢a 0, d’) A (¢a 0, ":Z’) - VE(W)

end while
OUtPUt: z%’?“s m;.7, M., Tl:T

VA* : (m,—3(P +mm")) —» (P~'m,P~!), and A*(-) is the convex conjugate of the log-
partition function’?, So that, Fg(-) can be thought of as mapping A;_; forward in time by first
taking the expectation of (@) with respect to 7(z;—1; A;—1), and then applying the mean-to-natural
coordinate transformation.

One limitation of amortizing inference through the recursion (28] is its inability to produce approxima-
tions for the filtering distributions, p(z; |y1.:), which can be valuable in streaming or online settings,
as well as for testing hypotheses of causality. However, since (T7) only depends on the posterior and
posterior predictive marginal statistics, we have the freedom to alter our inference network in a way
such that filtered marginal statistics are a by-product of obtaining smoothed marginal statistics. For
example, an alternative sequence-to-sequence map for A; could be defined by,

At =Fo(Ai—1 — Br) + o + B, (29)

smoothed—future = filtered

so that S\t = At — B¢+1 obey the recursion S\t = Sg(jxt_l) + o, and are natural parameters of
an approximate filtering distribution, 7(z;) ~ p(z: | y1.t). Consequently the approximations to
posterior and predictive distributions will have a more complicated relationship than they previously
did; while efficient sampling and ELBO evaluation are more intricate as a result — linear time scaling
in the state-dimension can still be achieved with additional algebraic manipulations, as we show in

App.[CT
S Experiments

Time complexity & low-rank precision updates. We first investigated the properties of low-rank
variational Gaussian approximations in the large L regime. To guide us, we had several questions in
mind such as: i) how does the performance of low-rank approximations compare to full-rank and
diagonal covariance approximations, ii) how large compared to L should the rank of precision updates
be to achieve satisfactory results, and iii) how does convergence using low-rank approximations
compare to diagonal approximations, considering that they require a larger number of parameters.
We expect that full-rank approximations would perform best (given a sufficient amount of data), since
the true posterior will have dense second-order statistics due to the interactions of latent states in
both the dynamics and observation models. However, it remains unclear how many dimensions are
necessary for a low-rank approximation to achieve similar performance and whether this number will
be practical.

We simulated data from 50D and 100D linear dynamical systems and compared the convergence
between dense and diagonal approximations (Fig. [2b); we examined the ELBO for different rank
parameterizations in two regimes i) observations and states are of the same dimensionality, N = L
(Fig. [2b - top), and ii) observations are lower dimensional than states, N = L/5 (Fig.[2b - bottom).
While not surprising that dense variational Gaussian approximations achieve superior performance,
message passing in latent Gaussian models with dense covariance scales like O(L?)2* and becomes
prohibitive for large L; thus it is reassuring that in both regimes, low-rank approximate posterior
parameterizations achieve comparable results for precision matrix updates of relatively low rank
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Figure 3: Predict behavior from a causally inferred initial condition. a) Actual reaches. b) (top)
Reaches linearly decoded from smoothed (R? = 0.89), causally filtered (R? = 0.88), & predicted
(R? = 0.74) latent trajectories starting from an initial condition causally inferred during the prepara-
tory period. (bottom) Top 3 principal latent dimensions per regime (smoothing/filtering/prediction)
for three example trials. ¢) bps / R? of predicted hand velocity using rates inferred from the 700ms
context window and the 500ms prediction window. d) Velocity decoding R? using predicted trajecto-
ries as a function of how far into the trial the latent state was filtered until it was only sampled from
the autonomous dynamics; by the the movement onset, behavioral predictions using latent trajectory
predictions are nearly on par with behavior decoded from the smoothed posterior.

compared to L. To empirically examine time complexity scaling as a function of L, S, and r, in
Fig. |Zh, we plot wall-clock times for fixed r while varying S and L (bottom), and for fixed S while
varying r and L (top); reassuringly, inference time complexity scales O(L).

Baseline comparisons — pendulum & bouncing ball. Next, we wondered how our approach
fared against other modern deep state-space models when it came to learning complex dynamical
systems from data. To explore this, we considered two popular datasets: i) a pendulum system“® and
ii) a bouncing ball*’?%, Each dataset consists of sequences of observations that are 16 x 16 pixel
images that are governed by a low-dimensional dynamical system. An interesting aspect of these
datasets is that images can be reconstructed with impartial knowledge of the latent state, but for
accurate long-term predictions, the dynamics will need to propagate features of the latent state that are
irrelevant to the likelihood (e.g. pendulum angular velocity). For benchmarks, three other deep SSM
approaches were included: i) deep variational Bayes filter(DVBF)" ii) deep Kalman filter(DKF)” iii)
structured VAE(SVAE)2Y, We denote our causal amortization network with (c) and the noncausal
version with (n).

We trained all models in context windows of 50 consecutive images and then sampled future 50 / 25
time-step latent states from the learned dynamical system for pendulum / bouncing ball. To measure
quality of learned latent representation and dynamics, we fit angular velocity / position decoders from
training set latent states inferred from pendulum / bouncing ball observations. Then, on held-out
test data, we measured the R? of velocity / position predictions during the context (smoothing) and
forecast (prediction) windows. Fig.[T|shows that all methods are able to reconstruct well in context
windows, however, when prediction is concerned, where the underlying dynamics would need to be
learned well for accurate forecasts, our method consistently performs better.

Neural population dynamics. We consider two neuroscientific datasets where previous studies have
shown the importance of population dynamics in generating plausible hypothesis about underlying
neural computation. In addition to DKF, DVBF, and SVAE, we include the LFADS method™. First, we
considered recordings from motor cortex of a monkey performing a reaching task"? and evaluate each
methods’ ability to forecast neural spiking and behavioral correlates. We measure the performance
by bits-per-spike (BPS) using inferred spike-train rates®!' and R? for decoding hand velocity. Similar
to the previous experiment, we evaluate the performance in two regimes: i) a 700ms context window
and ii) a 500ms prediction window following an initial context window of 200ms. Fig. Blc shows that,
while all the methods excel at smoothing in the context window, our method makes more informative
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predictions in terms of R? and BPS. Next, we examined how well the monkey’s behavior could
be predicted given only causal estimates of the latent state; we trained a model using the causal
amortized inference network, given by Eq. (29), then use learned inference network to infer latent
states to predict behavior in three regimes: smoothing, filtering, and prediction. Fig.[3b shows that
hand velocity can be decoded nearly as well in the filtering regime (without access to future data) as
in the smoothing regime. In Fig.[3[d, we plot how the quality of predictions change as filtered latent
states are unrolled through the learned dynamics at different points in the trial; showing that forecasts
starting prior to movement onset exhibit strong predictive capability.

Next, we investigated our method’s performance with data exhibiting a more intricate trial structure.
Specifically, we analyzed physiological recordings from the DMFC region of a monkey engaged in a
timing interval reproduction task?. During this task, the monkey observes a random interval of time
(termed the ‘ready’-‘set’ period) demarcated by two cues, and the goal of the monkey is to reproduce
that interval (termed the ‘set’-‘go’ period). We perform a similar procedure as before, but for this
experiment we use the period before ‘set’ as the context window, and use the learned dynamics to
make predictions onward; in Fig. [2d we show the BPS measured on test data during the context
and forecast windows. To further investigate the predictive capabilities, we examined condition
averaged PSTH produced by samples from the latent state posterior during the joint context/prediction
windows. Using the trained model, we sample spike valued observations for the context/prediction
windows and then computed condition averaged PSTHs; the results shown in Fig. [Ze, show that
PSTHs sampled from the model remain true to the data, even during the lengthy prediction window.

6 Discussion

We presented a new approximate variational filtering/smoothing algorithm, variational learning objec-
tive, and Gaussian inference network parameterization for nonlinear state-space models. Focusing
on approximations parameterized by dense covariances forced us to consider strategies that ensured
computational feasibility for inference and learning with large L. The introduced approximate varia-
tional filtering algorithm, while especially useful for the nonlinear dynamics we considered, could
also be applied to high-dimensional linear systems where exact computations might be infeasible for
large L. Although our variational objective loses the property of lower-bounding the original data
log-marginal likelihood, experiments showed that our method consistently outperforms approaches
using potentially tight lower bounds. Quantifying this gap or considering potential corrections present
interesting directions for future work. Furthermore, while the same variational approach is applicable
to any exponential family dynamical system, specific distributions will have their own associated
challenges, offering avenues for further research.

Given that neural computation is inherently nonlinear, system identification methods capable of
modeling nonlinear dynamical systems are essential for advancing neuroscience. General SSMs
can perform well on inferring smoothed latent state trajectories without learning a good model of
the nonlinear dynamics. Our proposed method, XFADS, can not only perform efficient system
identification and smoothing but also forecast future state evolution for population recordings—a
hallmark of a meaningful nonlinear dynamical model; using a causal inference network, XFADS
can be used for real-time monitoring, feedback control, and online optimal experimental design,
opening the door for new kinds of basic and clinical neuroscience experiments. Future work will
focus on developing network architectures for precision matrix updates that are more parameter
efficient when the rank those updates become moderate. Moreover, while Alg. [T|remains applicable
in the confines of the generative model constraints considered, in certain scenarios, such as when
S > L, modifications will need to be made to Alg.[2]to minimize time complexity.
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A Nomenclature

Symbol Description

SSM state-space model

LGSSM linear and Gaussian state-space model

m(2z¢) variational approximation, 7(z;) ~ p(z¢|y1.7)
At natural parameters of 7(z;)

I mean parameters of 7(z;)

m; / P, mean / covariance of 7(z)

oy local natural parameter update, ovg (y+)

Bii1 backward natural parameter update, B¢ (yi+1:7)
7(2z¢) variational approximation with mean parameters fi; = E, | [to(z:—1)]
A natural parameters of 7(z;)

Iy mean parameters of 7(z;)

m; / P, mean / covariance of 7(z;)

(7] parameters of the dynamics and initial condition
po(z+|z:—1) prior over state transitions

pe(z1) prior over initial condition

P parameters of the observation model/likelihood

Py (Yt |2t) observation model/likelihood

B Variational filtering

Principles of Bayesian inference make it straightforward to write down an algorithm recursively
computing the filtering posterior, p(z; | y1.¢)*. Given, p(z;_1 | y1.¢_1), updating our belief to
p(z¢ | y1.¢) after observing y; can be broken down into two steps: first, we marginalize p(z;—1 |y1:.t—1)
through the dynamics to obtain the predictive distribution,

P(2t|Y1:6-1) = Epze_1)y1s) [P0 (Z¢ | 22-1)] (predict step) (30)
Then, we update our belief by incorporating y; through Bayes’ rule,
P(ze|y1:t) < Py (yi | 2e)D(2e | y1:6-1) (update step) (€20
With all of the filtered/predictive beliefs, the smoothing step is given by,
Ep(zisilyir) [Po(Zey1|20)]
Ep(zilyi.o) [Po(zii1|20)]

However, these steps can usually not be evaluated in closed form when we depart from assumptions
of Gaussianity and linearity. For nonlinear Gaussian dynamics the predict step can not be carried out
exactly, and for nonlinear or non-Gaussian observations neither can the update step.

P(2e|y1.17) = Epzpsilyrr) P(Z | Zer1, Y1) = P(2e | y1:t) (32)

Alternatively, by considering variational analogues of the predict / update steps, we can develop
a recursive and fully differentiable procedure for finding approximations 7(z:) ~ p(z: | y1.t). In
developing the variational analogues, it is assumed the approximations belong to an exponential
family of distributions, (i.e. m € Q where Q is an exponential family distribution) — not necessarily
Gaussian.

B.1 Variational predict step

Similar to developing a recursive algorithm as in the exact case, given 7(z¢—1) = p(z¢—1 | y1.4-1)s
we approximately marginalize 7(z;_1) through the dynamics, by solving the following variational
(forward KL / moment-matching) problem,

m(z¢) = argnéin DKL (Er(z, ) [P (2t |2¢—1)] H 7T(z¢)) (33)
T

So that if pg(z¢ | z:—1) € Q, the optimization problem is minimized when the mean parameters of
7(z¢), denoted fi;, are set to the expected mean parameter transformation under 7(z;_1),

e =Ers,_ ) [1e(zi-1)] (variational predict step) (34)
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For a LGSSM with pg(z¢|z:—1) = N (Fz;_1, Q), using the fact that,

Fz;_,

po(ze—1) = —1 (Fz,_12) FT + Qq) (35)

means that if 7(z;_1) = N (m;_1, P;_1), setting the mean and variance of 7(z;) to,
m; = Fm;_4 (36)
P,=FP,_,F' + Qo 37

minimizes the forward KL objective, and reassuringly, recovers the familiar Kalman filter predict
step.

B.2 Variational update step

For the variational analogue of the filtering update step, we use 7(z;) as a prior for the latest
observation, y;, and solve the following variational (reverse KL) problem,

m(z) = argmin Dy (m(20) || py (v | 20)7 (1)) (38)
TE

If we denote the natural parameters of 7(z;) by A, then the optimal \; satisfy the implicit equation~,
At =V, Er, logpy(yi|z:)] + A (variational update step) (39)

This usually requires an iterative optimization procedure, except when the likelihood is conjugate to
m(z¢) in which case, the likelihood must take the following form with respect to z;,

pu(ye|2e) oc exp(T (z) " Ar) (40)

so that, as expected, the natural parameters of the solution are given as Bayes’ rule would suggest —
by adding the data dependent update to the natural parameters of the prior so that,

A=A+ A (41)
For a LGSSM with py, (y¢ |z:) = N'(Cz, R), this results in the following updates,

h,=h;+C'R 'y, (42)
J;=J,+C'R7'C (43)
which reassuringly recover the information form of the Kalman filter update step'°.
B.3 Variational smoothing step
Letting ¢(z:) = p(z¢ | y1.+) and q(z41) =~ p(2Ze41 | yl.;T), we can calculate the statistics of ¢(z;)

approximating the smoothed marginal posterior, by minimizing the following objective with respect
to the marginal distribution, ¢(z;),

Ls(q) = Do (4(20)|| Egapsn) [a(2¢ | 2e41)]) (44)

o Po\Ziy1 |2
~ Pzl atze)) = Bae {bg Btz {E (=) Epﬂztﬁ thnH
q\z¢

~ Dy (§(20)|| (20)) - Egan [log Egonn [MH —Fs@) (o)

(45)

taking natural gradients, we find that at a fixed point, the smoothed marginal posterior parameters
satisfy the implicit relationship,

At = 5\15 + v,utEq(zt) [A ()\g(zt) + Ay1 — j\t—&-l) —A (}\g(Zt))] @7
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B.4 Efficiently sampling structured marginals

Algorithm 2 Nonlinear variational filtering

Input: k;.7, Ky.p
fort =1to T do
my =S~ Y me(z}_,)
My = Sz [me(ztl—1) —m;---mg(z; ) — ﬁlt]
Y, = Cholesky(Is + M§TQ~1My)~!
h; = P;'m; #using [Q, M¢, Y] and Eq. (50)
Y; = Cholesky(I, + K/ P;K;)~! #using [Q, M¢] and Eq. 23)
h, =h; +k, B
m; = P;h;  #using [Q, M¢, K, Y] and Egs. and
wi ~ ./\/-(O7 IL+S’)
z: =P}/*w:  #using [Q, M) and Eq. @3)
wi ~N(0,1,)
zi =m; + 2z - K, 0, (K] z + w?)
end for
Output: z}'3, my.7, my.7, Y17

While P; has a structured representation, drawing samples from 7 (2 ) is not straightforward because
we do not have a structured representation for a square-root of P,. However, using the factorization

of P, in Eq. (23), it is possible to sample from A(0, P;) efficiently since 13}/2 = [M¢ Q'/2]. Now,
combining the fact that the posterior marginal can be written as,

7T(Zt) = ./\/(mt,Pt)
= N(m, Py + KK )™ (48)

with the result from Cong et al.*#, stating that sampling z; ~ 7(z;) is equivalent to sampling
wi ~N(0,I1s) and Z§ ~ N(0, P;), and then setting

7z =my, +7; - KX, Y] (Kz + w)), (49)

makes it possible to efficiently draw samples from the posterior marginal.

B.5 Efficient filtering

Evaluating hy = P; 'm; and MVMs with P;', can be carried out in O(LS + S?) time, after
an initial cost of O(LS? + S%) to factorize ¥, Y, = (Is + M§' Q, ' M¢)~, by applying the
Woodbury identity to (23)),

Pl =Qp' — Q' M{Y, Y/ M Q! (50)

Since this specifies all quantities that characterize 7 (z;), following (13)), next is to update our belief
by adding the information from the pseudo observation to them,

ht:l_lt+kt P;lZP;1+KtK: (51)

As a result, the multiplication in m; = P;h, requires O(LS + Lr) time, and, analogous to (50}, the
square root factor Y in

Pt == Pt - PthTtT;rK:Pt (52)
requires O(r3 + LSr + S%r) time where Y, X = (I, + K/ P, K;) 1.
C Evaluating the KL using low-rank structure
C.1 Smoothing inference network

Efficient training of the generative model and inference networks require efficient numerical evaluation
of the ELBO. We take advantage of the structured precision matrices arising from low-rank updates
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and sample approximations. The expected log likelihood can be evaluated using a Monte Carlo
approximation from samples during the filtering pass. The KL term,

= P,

Do (m(ze)|| 7(2¢) = 5 | (M — my) P (@ — my) + (P Py) + log T
can be evaluated in closed form and we can expand each term as,
Log-determinant. Writing
log|P;| = —log |P; ' + KK/ | (54)
=log |P;| — log [T+ K/ P, K| (55)
gives
log :11: =log I+ K, P K, (56)
= -2) " [T (57)
Trace. Writing,
tr(P;'Py) = tr(I, — K,(I+ K/ P, K,) 'K/ P)) (58)
— L—tr(P;°K,(1+ K/ P,K,) 'K, P,/?) (59)
=L—tr(Y/K/P,K,Y)) (60)
which by taking Y, to be an r X r square root such that,
Y. Y =I+K/ PK,)* (61)

further simplifies to
tr(P71Py) = L — tr(M; KK M) - tn(QTPK X YK/ QY% (62)
= L —tr(M;TK 00 K M) — tr(Y KT QYPQTPK,Yy)  (63)
note that the size of the triple product, M§TK; Xy, is S x 7.
C.2 Causal/streaming inference network

When the real-time parameterization of the inference network is used the expressions become slightly
more complicated due to the more intricate relationship between the posterior at time ¢ and the
posterior predictive at time ¢.

Log-determinant. We need to first find log [Py 7| — log|P;| so begin with using the matrix-
determinant lemma to write,

Pyyr| = Mg Mijr + Q| (64)
= [Is + M- Q™' Mz | x [Q] (65)

then expand the smoothed covariance to write,
[P =[(P;* +B.B/)™| (66)
=[Py + BB/ | (67)
= (L, + B/ P/By| x [P 1))~ (68)
=1L, + B/ P,B,|7!|P,| (69)

and another time to write,

P =P+ AAT (70)
=L, + AT PA| x [P} (71)
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and another time,

P = MM +Qf (72)
= |Is + M{"Q'Mj| x |Q| (73)
When combined we are finally able to write
log [Pyr| —log |Py| = log [Is + M{-Q "Mz | + log [L,,, + B/ P,B| (74)
+log L, + A/ PA| —log|Ls + M; Q"M (75)

For the initial condition we have,
log |Py| — log |P;| = log L., + BIP1B1| +log |1, + AIP1A1| (76)

Trace. For the trace,
tr(Pt|TPt) = tr(Q'Py) — tr(Q~ Mt|T(IS + Mt\TQ 1Mt|T) t\TQ 'Py) (77)

= tr(Q7'Py) — tr(Q My Yo X[ rM{ Q' Py) (78)
= tr(P,Q ") — tr([PrQ™ "My Yy ] X t‘TMﬂTQ b (79)
where we expand the first rhs term for a numerically efficient implementation by writing
tr(P,Q ") = tr(P, Q") — tr(P, Ay (I, + A/ P,A,) AT P,Q ) (80)
—tr(P,B,(I,, + B/ P,B,)"'B/P,Q") (81)
To reduce notational clutter we define,
Y. Y = (Is+ MCTQ‘lMC)‘l (82)
Yyr Y = (Is + M Q™ 1Mt\T) (83)
.Y, = (Im +A/PA)? (84)
1Y, =(I,+B/PB,)"’ (85)
and so the trace is
(P P) = L+ tr(M; Q™'M) — tr(Q/°P, A, Y, YA/ P,Q /%) (86)
—tr(QV?P,B, X, Y/ B, P,Q"'/?) (87)

— tr([P Q™' My;p Yyr] X t|TMt|TQ b (83)
which is now in a form that is easy to handle using fast MVMs with P, Pt, P;.
For the initial condition term we use the fact that P is diagonal,
tr(P1P7Y) = L — tr(PY2A Y YT AT PY?) — tr(P /%P B Y, Y] B PP Y?) (89)

D Comparison method details
D.1 SVAE

For the SVAE", the latent state prior is a linear dynamical system parameterized as,
po(zt|zi-1) = N(2:|Fz:-1,Q) (90)

Using conjugate potentials, with likelihood p(¥; | z;) = exp(t(z:) " a(y)), the approximate posterior
is given by q(z1.7) = [[ p(¥+ | 2¢)pe(z1.7) so that its statistics can be found by applying Kalman
filtering/smoothing to the pseudo-observations. In this case, the ELBO can be evaluated as

= By, logp(ye|z:)] — Eq, [logp(§i|2:)] + log Eq, [p(31|2:)] o1

where G; = q(z) = p(z+|¥1.+—1) is the filtering predictive distribution. These expressions can be
evaluated in closed form and written concisely in terms of natural/mean parameters and log-partition
functions as

= Z Eq, [logp(y:|z:)] — HtTOét + A+ o) — A(Ny) 92)

where pt; = VA(X; + o + Bi11). Using the identities given in App.|F these expressions can be
written in more familiar mean/covariance parameters.
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D.2 DVBF

For the DVBF=, we parameterize the latent state prior using a nonlinear dynamical system of the
same form as Eq. (T). Then, using an inference network that encodes data in reverse-time to produce
the parameters of a diagonal Gaussian distribution, wy ~ q(w;) = N (my, diag(s;)), we sample
the latent trajectory forward using the recursion, z; = mg(z;—1) + Ql/ 2w,. Parameters of the
generative model/inference network are learned jointly by minimizing the ELBO,

L(q) = ZEq(zt) [log py (y¢ |2¢)] — Do (g(we)|| p(We)) (93)
where, p(w;) = N(0,I).
D.3 DKF

For the DKFY, the latent state is also parameterized using a nonlinear dynamical system of the same
form as Eq. (I)). We follow the parameterization outlined in the text with S2S(-) implemented using a
recurrent neural network. We sample trajectories using the inference network and jointly train all
parameters on the ELBO,

L(g) = > By, [logp(y:|z)] — By, , [Dxr(g(zi]2zi-1)|[po(z | 2i-1))] < logp(yrr)  (94)

E Experimental details

In describing the neural network architectures used to parameterize the inference model, it will be
useful to define the following multilayer perceptron (MLP), with SiLU nonlinearity®>, that gets used
repeatedly:

— MLP (in, Thidden, Nout) © [Linear(niy, Nhigden), SILU(), Linear (nniaden, Mout))

L(a) =Y Eq logp(yilz)] — Eq,_, [Dre(a(ze|ze-1)l|po (e |zi-1))] < logp(yrr) — (95)

E.1 High-dimensional linear dynamical system

We simulated data from an LDS generative model (with dynamics restricted to the set of matrices
with singular values less than 1) for latent dimensions L € [20, 50, 100] over 3 random seeds for two
scenarios i) N = L and ii) N = L /5. For each scenario, we also vary the rank of the local/backward
encoder precision updates.

E.2 Time complexity

We generate random LDS systems of appropriate dimension and measure the average time to complete
one forward pass and take a gradient step. The system used for benchmarking wall-clock time was an
RTX 4090 with 128GB of RAM with an AMD 5975WX processor.

E.3 Pendulum

We consider the pendulum system from2¢, We generate 500/150/150 trials of length 100 for train-
ing/validation/testing. All methods are trained for 5000 epochs for 3 different random seeds. We
consider a context window of 50 images and a forecast window of 50 images. A decoder was fit from
the latent state on the training set during the context window; then, for held out data, we examine
performance of the decoder during the context and forecast windows.

The generative model is parameterized as:

e L =4
e N =256
e T'=50

e likelihood
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- py(yelze) = N(z|Cy(z:) + b, R)
-Cy: MLP(4,128,256)

For each method, inference is amortized using the following neural network architectures:

* our inference network

—rq=4

- g = 4

- ag: MLP(256, 128, 20)
Be: [GRU(128), Linear(128, 20)]
* DKF inference network

- uy: GRU(128)

- (mg,logPy,): MLP(132,128,38)
* DVBF inference network

- uy: [GRU(128)]

- (pe,logog): MLP(132,128,8)
* SVAE inference network

- ag: MLP(256, 128, 20)

Optimization and training details:

— optimizer: Adam(Ir = 0.001)
— batch size: 128

S8 S P 2 A PSS O O Y
o101 ) 5 2 o
ours(c) MEEMODOOOODOENOOOOOEOHNEOEEOOOOOOEEOOOOOOE

.—>

time
Figure 4: Learned covariance of nonlinear SSMs. (top) single trial of a pendulum. Below are the
posterior covariances output by the causal and non-causal variants of XFADS.

E.4 Bouncing ball

We consider a bouncing ball dataset commonly used as a baseline to benchmark the performance of
inference and learning in deep state-space models<®2°, For this dataset we take 500,/150/150 trials
of length 75 for training/validation/testing. All methods are trained for 5000 epochs for 3 different
random seeds. The generative model is parameterized as:

«L=38
« N =256
« T =50

e likelihood
— py(ye|ze) = N(2:|Cy(z:) +b,R)
— Cy : MLP(8,128, 256)

For each method, inference is amortized using the following neural network architectures:

e our inference network
-1 =28
- 7‘5 =4
- ag: MLP(256, 128, 72)
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- Bg¢: [GRU(128), Linear(128,40)]
* DKF inference network

- ug: GRU(128)

- (mg,logPy): MLP(132, 128, 16)
* DVBEF inference network

- ug: [GRU(128)]

- (pe,logog): MLP(132,128,16)
* SVAE inference network

- ag: MLP(256, 128, 72)

Optimization and training details:

— optimizer: Adam(lr = 0.001)
— batch size: 128

5 3 O
ours(n) HOOODCEODODDDDEODDDOOEOCO0000RECCOHEOEOC00E
ours(c) HOHHOODOIOEDOODOI0EOHOOEEOCEOOOHEEAEEOOOO000

9] e e
DVBF LI s e O s O SO e O OO e e o e e

—>
time
Figure 5: Learned covariance of nonlinear SSMs. (top) single trial of a bouncing ball. Below are
the posterior covariances output by the nonlinear SSMs considered — qualitatively, we observe more
complex covariance structures arise when the ball hits the wall that diagonal approximations cannot
capture.

E.5 MC_Maze

The monkey reaching dataset of*" was the first real dataset examined in the main text. For this dataset,
we partitioned 1800/200/200 training/validation/testing trials sampled at 20ms per bin. All methods
are trained for 1000 epochs for 3 different random seeds. The generative model is parameterized as:

* L =40
e N =182
e T=35

e likelihood
— py(yt|z:) = Poisson(z; | Cy(z:) + b)
— Cy : Linear(40, 182)

For each method, inference is amortized using the following neural network architectures:

* our inference network

—rq =15

- Trg= 5

- ag: MLP(182, 128, 640)

- Bg: [GRU(128), Linear (128, 240)]
* DKF inference network

- ug: GRU(128)

- (mg,logPy,): MLP(128, 128, 80)
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¢ DVBF inference network

- uy: [GRU(128)]

- (mg,logPgy): MLP(128, 128, 80)
* SVAE inference network

- ag: MLP(182,256, 1640)

Optimization and training details:

— optimizer: Adam(lr = 0.001)
— batch size: 128

R? 0.14 0.44 0.62 0.71 0.77
time to -240 ms -200 ms -160 ms -120 ms -80 ms

true reach movement
cTTTT TS N onset
' v BTG S

E predictions

! w7 start

' / =1

Tt . S
3 A | ‘
! AN J /
(2} O 4 = .

== trye speed 0 0 0 0 0

== model speed time (ms) = movement

200 ms onset

Figure 6: XFADS predictive capabilities on real data. On the left are example reaches the monkey
made during several trials. Using the learned model from the monkey reaching experiment, we
filtered neural activity starting from —240ms up until —80ms before movement onset (each vertical
panel represents the result from filtering more and more data) and unroll the final filtered states
through the dynamics (starting from the dashed red line) to make predictions.

E.6 DMFC_RSG

The second real dataset examined was the timing interval reproduction task of32 samples at 10ms
bins. For this dataset, we partitioned 700/150/150 training/validation/testing trials. All methods are
trained for 1000 epochs for 3 different random seeds. The generative model is parameterized as:

e L =40
e N=54
* T'=130

e likelihood
— py(yt|2:) = Poisson(z; | Cy(2¢) + b)
— Cy : Linear(40, 54)

For each method, inference is amortized using the following neural network architectures:

* our inference network
—rq =15
- 7’5 = 5
ag: MLP(54, 128, 640)
Be: [GRU(128), Linear(128, 240)]
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* DKF inference network

- ug: GRU(128)

- (mg,logPy,): MLP(128, 128, 80)
¢ DVBEF inference network

- ug: [GRU(128)]

- (pe,logog): MLP(128,128,80)
* SVAE inference network

— ag: MLP(256,128,1640)

Optimization and training details:

— optimizer: Adam(Ir = 0.001)
— batch size: 128

E.7 Collated results

pendulum bouncing ball monkey reaching

smoothing prediction smoothing prediction smoothing  prediction

ours (n) 99.7(.01) 72.7(3.4) 80.7(70) 346(1.5)  88.5(.1) 52.7 (1.7)
ours (c) 99.6(.01) 69.7(3.0) 80.4(.60) 29.1(4.7) 87.8(.1) 53.3(1.1)
DKF 99.2(.70) 19.1(9.5) 65.6(4.9) 0.32(10.) 81.2(.3) 1.7 (9.1)
DVBF 90.7(2.8) -19.6(9.8) 75.3(.70) 1.3(.20) 86.3 (.1) 33.4(.5)
SVAE 98.4(.40) -39.7(10.) 76.5(2.1) -23.3(.70) 87.5(.1) -2.4(13))
L-SDE 92.1(2.3) 13.8(12) 81.3(70) 23.1(1.3) 76.6(4) 18.7 (1.0)

LFADS 91.1(.1) 23.2(1.1)

Figure 7: Collated results including the latent SDE (L-SDE) 37, We ran an additional baseline
on pendulum/bouncing ball/monkey reaching datasets. L-SDE achieves results with a similar level
of performance as the other models. Listed are the R? values for decoding angular velocity/x-y
position/reach velocity from the latent representations learned for each dataset in both smoothing and
prediction regimes.

F Useful expressions

mean/natural parameter inner product One common expression that frequently arises is the
inner product between a mean and natural parameter, i.e.

pi o (96)

where in the Gaussian case if the mean/natural parameter coordinates are,

. my . ag
then,
pl oy =m/ a; — 3||A my|> — (A PA) (98)
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difference of log partition functions Another common expression that frequently arises is given

by,
AXe + o) — A(N) (99)
so that if,
A, = <Pt_1mt) (100)
t Pt_l
then,
AN + ) —A(Ny) (101)
= gﬁﬁ(fﬂ + AA] )y — Llog [P+ ALA] | (102)

m,P; 'm; + }log|P; |
el 3 = [l o+ A 02~ log [T+ ATP,AL[) - (103)

/N l\)\»—t

1
2

conditional linear Gaussian log partition For a Gaussian distribution, the log-partition function
in terms of the natural parameters, A = (h, vec(J)), is given by

AA)=3hTJ'h— Llog|J| (104)

so that, when

-1
F— (QOA g) £ <Q01> (105)
.

andu’ = (u{ vec(up)") is an arbitrary constant, we can write A(Ft(z) + f +u) =a't(z) + b
for some a and b. To show this, we can just expand the log partition function

AFt(z) +f+u)= 32" ATQH Q" +u) 'Q 1Az +2"ATQH(Q ™" + uz) My (106)
+3u (Q7 +ug)uy — Jloglug + Q7|
=a't(z)+b (107)

then a and b can be identified as

T 1
a_( AATQQ (((QQ1++UU§)1(§11A) b=zul (Q ' +u2) tus — 5log |Q7" +

(108)

Then, for a LGSSM, we can evaluate the following expression which describes the difference between
predictive and smoothed marginals,

At = At = a4+ Vi, Eg [A (Mo (2e) + A1 — Avg1) — A(Xo(z))] (109)
= ATQ Q! + Pt+1 Pt+1) Y(hypr —heyr)
= oy + ( AT S, 1A (110)
= oy + B (111)

where S; 1 = Q1 - Q1(Q !+ Pt+1 t+1) Q.
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G Forward KL fixed point

Using the moment matching property of the fixed point solution to the forward KL objective, we can
write

s = [t By, poacsn 2] daesn (112
= /t(zt-i-l) (113)
X / h(z¢)h(ziy1) exp (t(th)T)\g(zt) +t(z) " A — AN) — A(Xo(z¢))) dzt} dz¢4q

_ /h(zt) exp (£(z0) " A — A(\)) (114)

X / t(z¢+1)h(2zi41) exp (t(th)T)\g(zt) - A()\g(zt))) dzH_l} dz,

= Eq, [mo(21)] (115)

This result holds for any setting where stochastic transitions, p;,1|¢, and the approximate marginal
distributions, g, are restricted to the same exponential family distribution.

H Linear Gaussian (information form) smoothing

Using the derived relation,

P,'=P;'+C'R'+F'S,,F (116)
means that,
P,'-P;,'=C'R'C+F'S;,,F (117)
so that using the definition of S; (rewritten for convenience) then plugging in, we get,
S, =Q ' -QHQl+P;! P/ )lQ! (118)
=Q'-Q'YQ'+C'RIC+F'S, 1, F)Q! (119)
which gives a recurrence backward in time for S;.7 starting from S7; = 0. Now since,
h,—h,=F'Q'(Q '+ P — P ) (hpr —hega) (120)
and,
(Q'+C'RIC+F'S, 1 F)'=Q-QSs,Q (121)
we have that,
F's;=F' QY Q'+C'R'C+F'S; . /F) ' (C'"R 'y, 11 +F's;4y) (122)
which simplifies into a recursion for s;.7 backward in time starting from s7; = 0, given by,
ss=Q Q'+ C'RIC+F'S 1 F) " (C'R 'y, 11 +Flsipy) (123)
=([I-S:Q)(C"R "ysp1 +Fspp1) (124)
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NeurlIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: we try to clearly state our contributions.
Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations

Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: We discuss potential limitations of the work.

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,

model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

e The authors should discuss the computational efficiency of the proposed algorithms

and how they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to

address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]

Justification: We list assumptions about the types of generative models we consider.
Guidelines:

* The answer NA means that the paper does not include theoretical results.

 All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.
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* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

¢ Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: We provide experimental details in the appendix that include the architectures
and training regimes.
Guidelines:

* The answer NA means that the paper does not include experiments.

« If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
Answer: [Yes]
Justification: We provide sufficient instructions and algorithmic details.
Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.
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* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

¢ The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: We provide details about splits, optimization, and parameterizations in the
appendix.
Guidelines:
* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment Statistical Significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [Yes]
Justification: We discuss the neuroscientific implications of the results our model could be
used to discover from neural data.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

* It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

* It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

o If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
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8. Experiments Compute Resources
Question: we provide our computing setup.
Answer: [Yes]
Justification: We provide the specifications of our computing setup.
Guidelines:
* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?
Answer: [Yes]
Justification: we adhere to the code of ethics.
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

10. Broader Impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [Yes]
Justification: We discuss the broader impacts.
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

« If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
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Justification: the paper poses no such risks
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [Yes]
Justification: we produced all code to run the experiments, we cite real data from where they
were procured.
Guidelines:

* The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [NA]
Justification: the paper does not release new assets
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA|
Justification: This paper does not involve crowdsourcing or human subjects.
Guidelines:
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* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: this paper does not involve human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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