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Abstract

Foundation models have emerged as powerful tools across various domains includ-
ing language, vision, and multimodal tasks. While prior works have addressed
unsupervised semantic segmentation, they significantly lag behind supervised mod-
els. In this paper, we use a diffusion UNet encoder as a foundation vision encoder
and introduce DiffCut, an unsupervised zero-shot segmentation method that solely
harnesses the output features from the final self-attention block. Through extensive
experimentation, we demonstrate that using these diffusion features in a graph
based segmentation algorithm, significantly outperforms previous state-of-the-art
methods on zero-shot segmentation. Specifically, we leverage a recursive Normal-
ized Cut algorithm that regulates the granularity of detected objects and produces
well-defined segmentation maps that precisely capture intricate image details. Our
work highlights the remarkably accurate semantic knowledge embedded within
diffusion UNet encoders that could then serve as foundation vision encoders for
downstream tasks. Project page: https://diffcut-segmentation.github.io

Ref. Image   DiffCut       DiffSeg   

Figure 1: Unsupervised zero-shot image segmentation. Our DiffCut method exploits features from
a diffusion UNet encoder in a graph-based recursive partitioning algorithm. Compared to DiffSeg [1],
DiffCut provides finely detailed segmentation maps that more closely align with semantic concepts.
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1 Introduction

Foundation models have emerged as powerful tools across various domains, including language
[2, 3, 4], vision [5, 6, 7], and multimodal tasks [8, 9, 10, 11, 12, 13]. Pretrained on extensive datasets,
these models exhibit unparalleled generalization capabilities, marking a significant departure from
training models from scratch to efficiently adapting pretrained foundation models [14, 15, 16, 17].
Utilizing pretrained models is particularly vital for dense visual tasks, alleviating the need for large
annotated datasets specific to each domain. While prior works [18, 19, 20, 21, 22] have addressed
unsupervised image segmentation, they significantly lag behind supervised models [23, 24, 25, 26].
Recently, SAM [27], proposed a model that can produce fine-grained class-agnostic masks which
achieves outstanding zero-shot transfer to any images. Still, it requires a huge annotated segmentation
dataset as well as significant training resources. Therefore, in this work, we investigate an alternative
direction: unsupervised and zero-shot segmentation under the most constraining conditions, where
no segmentation annotations or prior knowledge on the target dataset are available.

Recently, several methods have emerged to address unsupervised object detection by framing it as a
graph partitioning problem, utilizing self-supervised ViT features [28, 5]. LOST [29] proposes to
localize a unique object in a image by exploiting the inverse degree information to find a seed patch.
TokenCut [30] splits the graph in two subsets given a bipartition. FOUND [31] and MaskCut [32]
extend these approaches by addressing the single object discovery limitation. While being able to
localize multiple objects, the latter methods remain constrained to identify a pre-determined number
of objects, making them ill-suited for a task of unsupervised image segmentation which inherently
requires to adapt the number of segment to uncover to the visual content.

Conversely, text-to-image diffusion models [33, 34, 35] can produce high-quality visual content from
textual descriptions [36, 37, 38], indicating implicit learning of a wide range of visual concepts.
Recent works have tried to leverage diverse internal representations of such models for localization
or segmentation tasks. Several methods [39, 40, 41, 42, 43] opt to exploit image-text interactions
within cross-attention modules but are ultimately constrained by the need for meticulous input prompt
design. Concurrently, [44] identifies semantic correspondences between image pixels and spatial
locations of low-dimensional feature maps by modulating cross-attention modules. This method
proves to be computationally intensive as it requires numerous forward inferences. On the other
hand, DiffSeg [1] segment images by iteratively merging self-attention maps which only depict local
correlation between patches.

In this work, we introduce DiffCut, a new method for zero-shot image segmentation which solely
harnesses the encoder features of a pre-trained diffusion model in a recursive graph partitioning
algorithm to produce fine-grained segmentation maps. Importantly, our method does not require any
label from downstream segmentation datasets and its backbone has not been pre-trained on dense
pixel annotations such as SAM [27]. We observe in Fig. 1 that DiffCut produces sharp segments
that nicely outline object boundaries. In comparison with the recent state-of-the-art unsupervised
zero-shot segmentation method DiffSeg [1], the segments yielded by DiffCut, are better aligned with
the semantic visual concepts, e.g. DiffCut is able to uncover the urban area as well as the boats in the
middle row image. Our main contributions are as follows:

• We leverage the features from the final self-attention block of a diffusion UNet encoder,
for the task of unsupervised image segmentation. In this context, we demonstrate that
exploiting the inner patch-level alignment yields superior performance compared to merging
self-attention maps as done in DiffSeg [1].

• Compared to existing graph based object localization methods e.g. TokenCut or MaskCut
[30, 32], we push further and take advantage of a recursive Normalized Cut algorithm to
generate dense segmentation maps. Via a partitioning threshold, the method is able to
regulate the granularity of detected objects and consequently adapt the number of segments
to the visual content.

• We perform extensive experiments to validate the effectiveness of DiffCut and show that
it significantly outperforms state-of-the-art methods for unsupervised segmentation on
standard benchmarks, reducing the gap with fully supervised models.

In addition, we exhibit the remarkable semantic coherence emerging in our chosen diffusion features
by measuring their patch-level alignment, which surpasses other backbones such as CLIP [8] or
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DINOv2 [5]. Our ablation studies further reveal the relevance of these diffusion features as well
as the recursive partitioning approach which proves to provide robust segmentation performance.
Finally, we show that DiffCut can be extended to an open-vocabulary setting with a straightforward
process leveraging a convolutional CLIP, which even tops most dedicated methods on this task.

2 Related Work

Semantic segmentation. Semantic segmentation consists in partitioning an image into a set of
segments, each corresponding to a specific semantic concept. While supervised semantic segmentation
has been widely explored [45, 46, 47, 27], unsupervised and zero-shot transfer segmentation for any
images with previously unseen categories remains significantly more challenging and much less
investigated. For example, most works in unsupervised segmentation require access to the target
data for unsupervised adaption [21, 20, 19, 18]. Therefore, these methods cannot segment images
that are not seen during the adaptation. Recently, DiffSeg [1] moved a step forward by proposing an
unsupervised and zero-shot approach that can produce quality segmentation maps without any prior
knowledge on the underlying visual content.

Segmentation with Text Supervision. Recent works have shown that learning accurate segmenta-
tion maps is possible with text supervision, overcoming the cost of dense annotations. These works
are mostly based on image-text contrastive learning [48, 49, 50, 51], and usually exploit the features
of CLIP [52, 53, 54]. MaskCLIP [52] leverages CLIP to get pseudo labels used to train a typical
image segmentation model. ReCO [53] uses CLIP for dataset curation and get a reference image
embedding for each class that is used to obtain the final segmentation. CLIPpy [48] proposes minimal
modifications to CLIP to get dense labels. SegCLIP [54] continues to train CLIP with additional
reconstruction and superpixel-based KL loss to enhance localization. TCL [50] learns a region-text
alignment to get precise segmentation masks. GroupViT [49] also learns masks from text supervision
and is based on a hierarchical grouping mechanism. Similarly, ViewCo [51] proposes a contrastive
learning between multiple views/crops of the image and the text.

Graph-based Object Detection. Built on top of self-supervised ViT features, various methods
frame the problem of object detection as a graph partitioning problem. LOST [29] aims at detecting
salient object in an image using the degree of the nodes in the graph and a seed expansion mechanism.
Based on Normalized Cut (NCut) [55], FOUND [31] proposes to identify all background patches,
hence discovering all object patches as a by-product with no need for a prior knowledge of the number
of objects or their relative size with respect to the background. TokenCut [30] detects one single
salient object in each image with a unique NCut bipartition. In an attempt to adapt TokenCut to
multi-objects localization, MaskCut [32] first localizes an object and disconnects its corresponding
patches to the rest of the graph before repeating the process a pre-determined number of times. As
these graph partitioning methods are only able to uncover a fixed number of segments, they are
inadequate for a task of image segmentation.

Segmentation with Diffusion Models. Diffusion models can produce high-quality visual content
given a text prompt, indicating implicit learning of a wide range of visual concepts and the ability of
grounding these concepts in images. Therefore their internal representations appear as good candidates
for visual localization tasks [56, 57, 58]. ODISE [59] is one of the first training-based approaches to
build a fully supervised panoptic image segmentor on top of diffusion features. Several other methods
[40, 41, 42] leverage attention modules for localization or segmentation tasks. DiffuMask [42] uses
the cross-modal grounding between a text input and an image in cross-attention modules to segment
the referred object in a synthetic image. However, DiffuMask can only be applied to a generated
image. In a zero-shot setting, [41] harnesses the image-text interaction via cross-attention score maps
to complete self-attention maps and segment grounded objects. EmerDiff [44] opts not to exploit
image-text interactions in cross-attention modules. Instead, it identifies semantic correspondences
between image pixels and spatial locations by modulating the values of a sub-region of feature
maps in low-resolution cross-attention layers. These cross-attention based methods eventually prove
to be highly computationally intensive as multiple forward inferences are often required. On the
other hand, DiffSeg [1] proposes an iterative merging process based on measuring KL divergence
among self-attention maps to merge them into valid segmentation masks. However, it appears that
self-attention score maps only depict very local correlation between patches.
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3 DiffCut

Diffusion Models. Diffusion models [60, 61, 62] are generative models that aim to approximate
a data distribution q by mapping an input noise xT ∼ N (0, I) to a clean sample x0 ∼ q through
an iterative denoising process. In latent text-to-image (T2I) diffusion models, e.g. Stable Diffusion
[33], the diffusion process is performed in the latent space of a Variational AutoEncoder [63] for
computational efficiency, and encode the textual inputs as feature vectors from pretrained language
models. Starting from a noised latent vector zt at the timestep t, a denoising autoencoder ϵθ is trained
to predict the noise ϵ that is added to the latent z, conditioned on the text prompt c. The training
objective writes:

L = Ez∼E(x),ϵ∼N (0,1),t

[
∥ϵ− ϵθ(zt, t, τ(c))∥22

]
(1)

where t is uniformly sampled from the set of timesteps {1, . . . , T}.
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Figure 2: Overview of DiffCut. 1) DiffCut takes an image as input and extracts the features of
the last self-attention block of a diffusion UNet encoder. 2) These features are used to construct an
affinity matrix that serves in a recursive normalized cut algorithm, which outputs a segmentation map
at the latent spatial resolution. 3) A high-resolution segmentation map is produced via a concept
assignment mechanism on the features upsampled at the original image size.

3.1 Features Extraction

An input image is encoded into a latent via the VQ-encoder of the latent diffusion model and a small
amount of gaussian noise is added to it (not shown in Fig. 2). The obtained latent is passed to the
diffusion UNet encoder, from which we only extract the output features, denoted ẑ, from its last
self-attention block. This choice design has several motivations:

Attention Limitations. In contrast to several methods that harness cross-attention modules for
localization or segmentation tasks [39, 40, 41, 42], we deliberately choose not to depend on this
mechanism. The accuracy of segmentation maps generated via attention modules heavily relies
on the quality of the textual input which often requires an automatic captioning model combined
with a meticulous prompt design to reach competitive performance. Besides being constrained by
the maximum number of input tokens, such approach is proved to be inaccurate in the presence of
cohyponyms [64] and is prone to neglect subject tokens as the number of objects to detect becomes
large [65]. The localization and segmentation capacity with a single forward inference is then
constrained by the performance of the captioning model and the attention modules themselves.
Exploiting only the intermediate diffusion features alleviate the computational cost of an additional
captioning model and do not necessitate multiple forward inferences.

UNet Encoder Effectiveness. Previous works [66, 67, 37] have shown that diffusion features
provide precise semantic information shared across objects from different domains. Building on this
observation, we hypothesize that the pyramidal architecture of the UNet encoder capture semantically
rich image representations that are well-suited for zero-shot vision tasks. To validate this assumption,
we exhibit the semantic coherence emerging in the UNet encoder, evidenced by a remarkable patch
level alignment in the output features of the final self-attention block. We in fact demonstrate that
these features are sufficient to reach state-of-the-art zero-shot segmentation performance.

Computational Efficiency. By solely exploiting the diffusion UNet encoder, our method offers
a substantial computational gain, reducing the model size by 70% (400M vs 1.3B parameters). In
contrast, DiffSeg extracts every self-attention maps of the UNet which requires a full model inference.
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3.2 Recursive Feature Clustering

Normalized Cut treats image segmentation as a graph partitioning problem [55]. Given a graph
G = (V,E) where V and E are respectively a set of nodes and edges, we construct an affinity
matrix W such that Wij is the edge between node vi and vj , and a diagonal degree matrix D, with
d(i) =

∑
j Wij . NCut minimizes the cost of partitioning the graph into two sub-graphs by solving:

(D −W )x = λDx (2)

to find the eigenvector x corresponding to the second smallest eigenvalue. In the ideal case, the
clustering solution only takes two discrete values. Since the solution of Eq. (2) is a continuous
relaxation of the initial problem, x contains continuous values and a splitting point has to be
determined to partition it. To find the optimal partition, we examine l evenly spaced points in x and
select the one resulting in the minimum NCut value.

Graph Affinity. Based on our observations of the patch-level alignment of diffusion features
illustrated in Fig. 4, we assume that the normalized cut algorithm will produce sharp segments, each
corresponding to a precise semantic concept as distinct objects would manifest as weakly connected
components in a patch similarity matrix. Following this intuition, we construct an affinity matrix
W , by computing the cosine similarity, normalized between 0 and 1, between each pair of patches.
As the NCut criterion evaluates both the dissimilarity between different segments and the similarity
within each segment, we opt to emphasize inter-segments dissimilarity by raising each element to a
positive integer power α:

Wij =

(
ẑiẑj

∥ẑi∥2∥ẑj∥2

)α

(3)

Essentially, this process maintains a relatively high affinity for highly similar patches, while squashing
the weights between dissimilar patches towards zero. This mechanism plays the role of a soft
thresholding, offering a more gradual adjustment compared to setting a threshold to explicitly
binarize the affinity matrix as done in [30] and [32].

Recursive Partitioning. Classical spectral clustering [68] requires setting a pre-defined number
of clusters to partition the graph, which is a significant constraint in the context of zero-shot image
segmentation where no prior knowledge on the visual content is available. We therefore adopt a
recursive graph partitioning [55], which adapts the number of uncovered segments to the visual
content via a threshold, denoted τ , on the maximum partitioning cost. This hyperparameter stops
the recursive partitioning of a segment when its NCut value exceeds it and thereby regulates the
granularity of detected objects. We demonstrate that our soft thresholding process detailed above
enhances the robustness of the method which delivers competitive performance across a wide range
of τ values. This recursive clustering process is summarized in Supplementary A.

3.3 High-Resolution Concept Assignment

Thus far, we have constructed segmentation maps (e.g. 32×32) which are 32 times lower in resolution
than the original image (e.g. 1024× 1024). The number of segments found in each image depends
on the image and the value of the hyperparameter τ . Our next goal is to upscale these low-resolution
maps to build accurate pixel-level segmentation maps. We propose a high-resolution segmentation
process that can be decomposed into the following steps:

1. Masked Spatial Marginal Mean. First, our objective is to extract a set of representations that
embeds the semantics of each segment. As shown in [37], reducing the spatial dimension of
diffusion features with a Spatial Marginal Mean (SMM) effectively retains semantic information
and provides accurate image descriptor. In light of this, we naturally propose to collapse the spatial
dimension of each segment with a Masked SMM. This process yields a collection of semantically
rich concept-embeddings, denoted C.

2. Concept Assignment. A naive approach to obtain segmentation maps at the original image
resolution consists in performing a nearest-neighbor upsampling. Despite its straightforwardness,
this approach results in a blocky output structure as all pixels within the same feature patch are
assigned to the same concept. Alternatively, we opt to first bilinearly upsample our low-resolution
feature map ẑ to match the original image spatial size and then proceed with the pixel/concept
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assignment. Specifically, for each concept ci ∈ C, we compute its cosine similarity with the
upsampled features ẑup. This yields a similarity matrix of size (H ×W ×K) where K = |C|.
Then, the assignment process simply consists in taking the argmax across the K channels. The
obtained segmentation map S is eventually refined with a pixel-adaptive refinement module [69].

4 Experiments

Datasets. Following existing works in image segmentation [21, 53, 52, 18], we use the following
datasets for evaluation: a) Pascal VOC [70] (20 foreground classes), b) Pascal Context [71] (59
foreground classes), c) COCO-Object [72] (80 foreground classes), d) COCO-Stuff-27 merges the
80 things and 91 stuff categories in COCO-stuff into 27 mid-level categories, e) Cityscapes [73] (27
foreground classes) and f) ADE20K (150 foreground classes) [74]. An extra background class is
considered in Pascal VOC, Pascal Context, and COCO-Object. We ignore their training sets and
directly evaluate our method on the original validation sets, at the exception of COCO for which we
evaluate on the validation split curated by prior works [21, 19].

Metrics. For all datasets, we report the mean intersection over union (mIoU), the most popular
evaluation metric for semantic segmentation. Because our method does not provide a semantic label,
we use the Hungarian matching algorithm [75] to assign predicted masks to a ground truth mask. For
datasets including a background class, we perform a many-to-one matching to the background label
(Supplementary H). As in [1], we emphasize unsupervised adaptation (UA), language dependency
(LD), and auxiliary image (AX). UA means that the specific method requires unsupervised training
on the target dataset. Methods without the UA requirement are considered zero-shot. LD means that
the method requires text input, such as a descriptive sentence for the image, to facilitate segmentation.
AX means that the method requires an additional pool of reference images or synthetic images.

Implementation details. DiffCut builds on SSD-1B [35], a distilled version of Stable Diffusion
XL [34]. The model takes an empty string as input and we set the timestep for denoising to t = 50.
To ensure a fair comparison when evaluating our method against baselines, we set a unique value for
τ and α across all datasets, equal to 0.5 and 10 respectively. Following previous works, we make
use of PAMR [69] to refine our segmentation masks. Our method runs on a single NVIDIA TITAN
RTX (24GB) with input images of size 1024× 1024 and can segment an image in one second.

4.1 Results on Zero-shot Segmentation

Tab. 1 reports the mIoU score for each baseline across the 6 benchmarks. Note that the numbers
shown for COCO-Stuff and Cityscapes are taken from [1]. We complete ReCo [53] and MaskCLIP
[52] scores with the results obtained in [50]. Other numbers are taken from [18]. We also note that
DiffSeg tunes the sensible merging hyperparameter on a subset of images from the training set from
the respective datasets. For a fair comparison, we evaluate the method fixing it to 1, as recommended
in the original paper, and refine the obtained masks with PAMR. This baseline is denoted DiffSeg†.

Table 1: Unsupervised segmentation results. Best method in bold, second is underlined.
Model LD AX UA VOC Context COCO-Object COCO-Stuff-27 Cityscapes ADE20K
Extra-Training

IIC [19] ✗ ✗ ✓ 9.8 - - 6.7 6.4 -
MDC [76] ✗ ✗ ✓ - - - 9.8 7.1 -
PiCIE [21] ✗ ✗ ✓ - - - 13.8 12.3 -
PiCIE+H [21] ✗ ✗ ✓ - - - 14.4 - -
EAGLE [77] ✗ ✗ ✓ - - - 27.2 22.1 -
U2Seg [78] ✗ ✗ ✓ - - - 30.2 - -

STEGO [20] ✓ ✗ ✓ - - - 28.2 21.0 -
ACSeg [18] ✓ ✗ ✓ 53.9 - - 28.1 - -

Training-free
ReCO [53] ✓ ✓ ✗ 25.1 19.9 15.7 26.3 19.3 11.2
MaskCLIP [52] ✓ ✗ ✗ 38.8 23.6 20.6 19.6 10.0 9.8

MaskCut (k = 5) [32] ✗ ✗ ✗ 53.8 43.4 30.1 41.7 18.7 35.7
DiffSeg [1] ✗ ✗ ✗ - - - 43.6 21.2 -
DiffSeg† ✗ ✗ ✗ 49.8 48.8 23.2 44.2 16.8 37.7

DiffCut (Ours) ✗ ✗ ✗ 65.2 56.5 34.1 49.1 30.6 44.3
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With our set of default hyperparameters, DiffCut significantly outperforms all other baselines despite
not relying on language dependency, auxiliary images or unsupervised adaptation. On average, our
method achieves a gain of +7.3 mIoU over the second best baseline. Notably, DiffCut exceeds
MaskCut with an average improvement of +9.4 mIoU. Additionally, it outperforms the previous
state-of-the-art method in unsupervised segmentation, DiffSeg, by +5.5 mIoU on COCO-Stuff and
+9.4 mIoU on Cityscapes. The superiority of DiffCut over these two methods demonstrates our two
key contributions: the high quality of our visual features for semantic segmentation and the flexibility
of the recursive NCut algorithm in adjusting the number of segments according to the visual content
of each image. The effectiveness of our method is further corroborated by our qualitative results
shown in Fig. 1. In comparison to DiffSeg, DiffCut provides finely detailed segmentation maps that
more closely align with semantic concepts. Additional examples can be found in Supplementary N.

We note here that, as the granularity of annotations varies across target datasets, our fixed set of
hyperparameters can not be in the optimal regime on each of them. Therefore, relaxing the condition
on prior knowledge about the target dataset, we report in Supplementary G results of DiffCut where
τ is loosely tuned using a small subset of annotated images from the target training split.

4.2 Semantic Coherence in Vision Encoders

As good candidates for a task of unsupervised segmentation are expected to be semantically coherent,
we conduct a comparison between different families of foundation models on their internal alignment
at the patch-level. Selected models include text-to-image DMs (SSD-1B [35]), text-aligned contrastive
models (CLIP [79], SigLIP [80]) and self-supervised models (DINO [28], DINOv2 [5]). At the
exception of DINO-ViT-B/16, evaluated models are of roughly similar size, approximately 300M
parameters for DINOv2, CLIP-ViT-L/14 and SigLIP-ViT-L/16 and 400M for SSD-1B UNet encoder.

Figure 3: ROC curves revealing the se-
mantic coherence of vision encoders.

As in [81], we collect patch representations from var-
ious vision encoders and store their corresponding
target classes using the segmentation labels. Given
ẑi = E(x1)i ∈ RDv and ẑj = E(x2)j ∈ RDv , the
patch representations of images x1 and x2 at respec-
tively index i and j, we compute their cosine similar-
ity and use this score as a binary classifier to predict
if the two patches belong to the same class. Given
l(x1)i and l(x2)j , the labels associated to the patches,
if l(x1)i,j = l(x2)p,q , the target value for binary classi-
fication is 1, else 0. We present in Fig. 3 the ROC curve
and AUC score for our candidate models. We observe
that SSD-1B UNet encoder [35] demonstrates a greater
patch-level alignment than any other candidate model
with an AUC score of 0.83, even surpassing DINOv2 [5]. We further exhibit the outstanding alignment
between patch representations associated to semantically similar concepts with qualitative results in
Fig. 4. We provide additional qualitative examples patch-level alignment in Supplementary M.
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Figure 4: Qualitative results on the semantic coherence of various vision encoders. We select a
patch (red marker) associated to the dog in REF. IMAGE. Top row shows the cosine similarity heatmap
between the selected patch and all patches produced by vision encoders for REF. IMAGE. Bottom row
shows the heatmap between the selected patch in REF. IMAGE and all patches produced by vision
encoders for TARGET. IMAGE.
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A potential rationale for this observation lies in the superior semantic information retention of
a diffusion model compared to alternative backbones, attributed to its inherent capacity to set a
structural image layout, internally acquired during the training phase. These results provides insight
into the strong clustering results presented in previous section, as improved semantic coherence
suggests that patches belonging to the same object are more effectively clustered.

4.3 Ablation study

In this section, we perform ablation studies to validate the individual choices in the design of DiffCut.

DiffCut vs DiffSeg. DiffSeg proposes their own clustering algorithm based on a self-attention map
merging process. As the original implementation uses a different diffusion backbone as ours, we
validate the benefit of our method by swapping the original SDv1.4 with our stronger SSD-1B. For
a fair comparison between methods, we use the default set of hyperparameters recommended in
[1] and set the default merging threshold of DiffSeg to 0.5 for all datasets. Tab. 2 clearly validates
the superiority of using rich semantic features in a recursive graph partitioning algorithm over the
self-attention merging mechanism of DiffSeg. Qualitative results shown in Fig. 1 further display
the edge of DiffCut in uncovering semantic clusters. Shown results do not make use of the mask
refinement module, explaining the gap with Tab. 1.

Table 2: Ablation Study. The recursive partitioning of DiffCut yields superior results to
both the self-attention merging process of DiffSeg and Automated Spectral Clustering.

Model VOC Context COCO-Object COCO-Stuff-27 Cityscapes ADE20K
DiffSeg 48.2 41.2 31.7 35.4 22.3 39.9
AutoSC 61.5 53.3 29.8 46.9 25.3 38.9

DiffCut (w/o PAMR) 62.0 54.1 32.0 46.1 28.4 42.4

Recursive Normalized Cut vs Automated Spectral Clustering. In DiffCut, the hyperparameter τ
corresponds to the maximum graph partitioning cost allowed. In contrast, classical spectral clustering
requires to explicitly set the number of segments to be found in the graph. To validate the benefit of
the recursive approach over spectral clustering, we introduce a simple yet effective baseline dubbed
AutoSC. [82] proposes a heuristic that estimates the number of connected components in a graph
with the largest relative-eigen-gap between its Laplacian eigen-values. The larger the gap, the more
confident the heuristic. In our context, the index of the eigen-value that maximizes this quantity can
be interpreted as the number of clusters in an image. Thus, we define a set of exponents {1, 5, 10, 15}
and determine the value α in this set such that its element-wise exponentiation of matrix A yields the
largest Laplacian relative-eigen-gap. Then, we use the index of the eigen-value maximizing the gap
as the number of clusters in a k-way spectral clustering performed with the algorithm proposed in
[83]. As shown in Tab. 2, DiffCut consistently outperforms AutoSC on all datasets, with a gain up
to +3.5 on ADE20K, at the exception of COCO-Stuff where the latter yields slightly better results.
Noting that AutoSC is already a state-of-the-art baseline on most benchmarks, this experiment
confirms the relevance of the recursive Normalized Cut to uncover arbitrary numbers of segments.

4.4 Model Analysis

0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
τ

5

10

15

20

25

30

m
Io
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α= 1

α= 5

α= 10

α= 15

Figure 5: Sensitivity of DiffCut. As
α increases, DiffCut shows competitive
results for a broad range of τ values.

Hyperparameters Impact. In this section, we assess the
impact of hyperparameters τ and α over the segmentation
performance. We report in Fig. 5 the mIoU for various
α values, with respect to partitioning threshold values τ
ranging from 0.3 to 0.97 on Cityscapes validation set. As
α increases, we observe a dual effect. First, since a greater
α value shrinks the affinity matrix components towards
0, the partitioning cost corresponding to the NCut value
decreases, explaining the shift of the optimal threshold
between the different curves. Second, as α increases, the
range of τ values for which the method yields competitive
performance widens, contributing to the overall robustness
of the method. For example, DiffCut outperforms our
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own competitive baseline AutoSC for any τ between 0.35 and 0.67 when α = 10, whereas it only
surpasses it between 0.92 and 0.96 when α = 1. Qualitatively, we observe in Fig. 6 that as τ
increases, the method uncovers finer segments in images.

REF. IMAGE τ = 0.3 τ = 0.5 τ = 0.7

Figure 6: Effect of τ . As τ corresponds to the maximum Ncut value, a larger threshold loosens the
constraint on the partitioning algorithm and allows it to perform more recursive steps to uncover finer
objects. It can be interpreted as the level of granularity of detected objects.

Table 3: Features Contribution.
Hierarchical features in E32 pro-
vide optimal performance (Pascal
VOC validation set).

E D VOC Test
32 64 32 64 mIoU
✓ - - - 62.0
✓ ✓ - - 61.6
✓ ✓ ✓ ✓ 60.9

Diffusion Features. Our chosen diffusion backbone uses a
UNet-based architecture which consists of an encoder E , bottle-
neck B and a decoder D. The hierarchical features of the encoder,
with spatial resolution of 128 × 128, 64 × 64 and 32 × 32 re-
spectively, are injected into the decoder D via skip connections.
Considering the final self-attention modules at resolution 64× 64
and 32×32 in the encoder and decoder, we demonstrate in Tab. 3,
that the encoder’s features extracted at the lowest spatial reso-
lution retain the most semantic information and are sufficient
to reach optimal performance. In addition, combining different
hierarchical features does not lead to any improvements and adds
to the computational burden.

Table 4: Open-Vocabulary Segmentation. A
straightforward open-vocabulary extension with a
CNN-based CLIP yields competitive performance.

Model LD VOC Context COCO-Object
Extra-Training

ViL-Seg [84] ✓ 37.3 18.9 -
TCL [50] ✓ 55.0 30.4 31.6
CLIPpy [48] ✓ 52.2 - 32.0
GroupVIT [49] ✓ 52.3 22.4 24.3
ViewCo [51] ✓ 52.4 23.0 23.5
SegCLIP [54] ✓ 52.6 24.7 26.5
OVSegmentor [85] ✓ 53.8 20.4 25.1

Training-free
ReCO [53] ✓ 25.1 19.9 15.7
MaskCLIP [52] ✓ 38.8 23.6 20.6
CLIP-DIY [86] ✓ 59.9 19.7 31.0
FreeSeg-Diff [87] ✗ 53.3 - 31.0

DiffCut ✗ 63.0 24.6 36.0

Open-Vocabulary Extension. To extend Dif-
fCut to an open-vocabulary setting, we propose
in Tab. 4, a straightforward approach that assigns
a semantic label to each segmentation mask. Af-
ter mask proposals are generated, an image is
processed by a frozen convolutional CLIP visual
encoder, which produces visual representations
aligned with text in a shared embedding space
via a projection layer. The embedding of each
predicted segment is obtained by mask-pooling
CLIP visual features, allowing a classification
against category text embeddings through con-
trastive matching. Specifically, let e represent
the embedding of a segment, and let {ti}Ni=1
denote the text embeddings of category names
generated by the pretrained text encoder, the pre-
dicted class for this segment is determined as
follows: c = argmaxi∈{1,··· ,N} softmax([cos(e, t1), cos(e, t2), · · · , cos(e, tN )]). This proposed
extension reaches competitive performance, even outperforming several baselines dedicated to the
task of open-vocabulary zero-shot semantic segmentation.

5 Discussion

In this work, we tackle the challenging task of unsupervised zero-shot semantic segmentation by
introducing DiffCut, a method that significantly narrows the performance gap with fully supervised
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models. DiffCut leverages the diffusion features of a UNet encoder within a recursive graph parti-
tioning algorithm to generate sharp segmentation maps, achieving state-of-the-art results on popular
benchmarks. By reusing pre-trained models in a zero-shot manner, our approach can not only reduce
computational resources, energy consumption, and human labor but also align with sustainable AI
practices. However, because the diffusion backbone is not specifically trained for specialized domains,
such as biomedical imaging, the method may struggle with out-of-distribution images. Fine-tuning
the diffusion model on domain-specific data could mitigate this challenge. While fully supervised,
end-to-end segmentation methods currently offer better efficiency and accuracy, further advancements
could close this gap, positioning diffusion-based UNet encoders as foundation models for future
vision tasks.
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DiffCut: Catalyzing Zero-Shot Semantic Segmentation
with Diffusion Features and Recursive Normalized Cut

Supplementary Material

A Recursive Normalized Cut on Diffusion Features

We summarize in Algorithm 1 the recursive clustering process used in DiffCut.

Algorithm 1 Recursive Normalized Cut on Diffusion Features

Input: I an image, τ ∈]0, 1[ a threshold value, α ∈ N∗ an exponent value.
Step 1: Features Extraction.

• Encode the image I with the VAE of the diffusion model: z = EVAE(I)
• Add some gaussian noise to the latent image z.
• Pass the noisy latent to the diffusion UNet encoder and extract the output features from its last

self-attention block: ẑ = EUNet(z)

Step 2: Graph Construction.
• Compute the pairwise cosine-similarity between patches of ẑ to set up a similarity matrix A.
• Raise to the power α each element of matrix A to obtain the affinity matrix W (see Eq. (3)).
• Determine the matrix degree D.

Step 3: NCut Problem Solving.
• Solve (D −W )x = λDx for eigenvector with the second smallest eigenvalue.
• Use the eigenvector with the second smallest eigenvalue to bipartition the graph by finding the splitting

point such that the NCut value is minimized.
Step 4: Recursive Partitioning.

• Store the current partition and retrieve the matrices W and D associated to each sub-graph.
• Recursively subdivide the partitions (Step 3) until the NCut value is greater than τ .

Output: M a segmentation map with the spatial resolution of ẑ.

B Impact of PAMR

To reveal the effect of the pixel-adaptive refinement module (PAMR) on our method, we compare the
segmentation results on all benchmarks both with and without it enabled.

Table 5: Impact of PAMR on unsupervised segmentation.
DiffCut VOC Context COCO-Object COCO-Stuff Cityscapes ADE20K

w/o PAMR 62.0 54.1 32.0 46.1 28.4 42.4
w/ PAMR 65.2 56.5 34.1 49.1 30.6 44.3

In average, PAMR allows to gain +2.5 mIoU on our segmentation benchmarks. Even though this
refinement module helps to better outline the contour of objects, our method still reaches state-of-the-
art results on unsupervised zero-shot segmentation without it.

C Additional Comparison with MaskCut

DiffCut, is capable of providing dense segmentation maps and dynamically adapting the number of
detected segments based on the visual content of an image. In contrast, MaskCut [32] can only detect
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a fixed number of segments, making it less suitable for image segmentation. This limitation arises
from the use of an iterative graph partitioning approach, where graph nodes associated with detected
objects are masked. Each segment is treated as a single object and cannot be refined after detection,
which severely restricts its ability to identify a large number of objects. To highlight the superiority of
our recursive partitioning over MaskCut’s iterative process, we present below a comparison between
the two methods with k the number of objects to be detected varying in {3, 5, 20}.

Table 6: Comparison with MaskCut. DiffCut recursive partitioning algorithm yields
superior results than MaskCut iterative partitioning.
Model VOC Context COCO-Object COCO-Stuff-27 Cityscapes ADE20K
DiffCut 62.0 54.1 32.0 46.1 28.4 42.4
MaskCut (k = 3) 53.7 42.3 30.9 41.8 18.0 33.7
MaskCut (k = 5) 53.8 43.4 30.1 41.7 18.7 35.7
MaskCut (k = 20) 53.8 43.5 30.0 41.5 18.0 35.6

DiffCut significantly outperforms MaskCut, regardless of the chosen value of k. DiffCut’s im-
provement shows our two key contributions: the effectiveness of our visual features for semantic
segmentation and the ability of the recursive NCut algorithm to dynamically adjust the number of
segments based on the visual content of each image.

D DiffCut with Alternative Diffusion Backbones

To further display the relevance of diffusion features, we show that DiffCut achieves competitive
performance even when using smaller diffusion backbones than SSD-1B. Specifically, we test two
alternative models: SD1.4 and SSD-Vega [35] (another distilled version of SDXL). The UNet encoder
in SD1.4 has 260M parameters, comprising approximately 30% of the overall UNet, while the UNet
encoder in SSD-vega has 240M parameters, making up around 32% of the UNet.

Table 7: Performance of DiffCut with alternative diffusion backbones.
Model VOC Context COCO-Object COCO-Stuff-27 Cityscapes ADE20K
DiffCut w/ SD1.4 57.5 52.8 30.0 45.2 24.5 36.7
DiffCut w/ SSD-Vega 62.2 56.4 34.9 49.5 30.1 45.7
DiffCut w/ SSD-1B 65.2 56.5 34.1 49.1 30.6 44.3

DiffSeg 49.8 48.8 23.2 44.2 16.8 37.7

The results obtained using SD1.4 and SSD-Vega are consistent with those achieved with SSD-1B.
While the SD1.4 UNet encoder shows a slight performance drop compared to SSD-1B, DiffCut
still significantly outperforms DiffSeg. Notably, with the SSD-Vega UNet encoder, DiffCut delivers
performance comparable to SSD-1B, despite having only half the number of parameters.

E Mask Upsampling

Table 8: Mask Upsampling.

Strategy VOC Test
Concept Assignment 62.0
Nearest Upsampling 61.2

Normalized Cut algorithm does not scale well with the graph
size due to the generalized eigenvalue problem to solve, which
hinder its use on the native image resolution (e.g., 1024×1024).
Thus, the clustering is applied in the latent space and yields
segmentation maps at the latent resolution. To obtain pixel-
level segmentation at the original image resolution, we need to
upscale the low-resolution maps. In Tab. 8, we compare the nearest-neighbor upsampling approach
versus our concept assignment upsampling and show that our proposed method obtain better results
than the naive upsampling of the segmentation masks.

F Visual Encoders KMeans Comparison

To evaluate the potential of vision encoders for zero-shot segmentation, we compare their clustering
performance with a simple KMeans algorithm. For selected vision encoders, features are extracted
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from the last layer. The hyperparameter K is either determined by the ground-truth (K∗) for each
image, or fixed across the dataset. We compute the mIoU with respect to the ground truth masks using
the Hungarian matching algorithm [75]. Tab. 9 shows that the diffusion UNet encoder (SSD-1B)
significantly outperforms other vision encoders on Pascal VOC (20 classes and no background),
COCO-Stuff-27 and Cityscapes. This confirms that diffusion features are well-suited for localizing
and segmenting objects. Interestingly, unsupervised models such as DINOv2 are better than CLIP
models, suggesting that text-aligned features does not contain accurate localization features.

Model K∗ K = 3

SSD-1B 79.5 70.8
Text-aligned

CLIP-VIT-B/16 68.9 59.1
CLIP-VIT-L/14 67.1 60.7
SigLIP-B/16 62.9 55.3
SigLIP-L/16 62.2 54.8

Unsupervised
DINO 73.1 62.8
DINOv2-B/14 73.8 64.8
DINOv2-L/14 73.1 64.4

(a) VOC

Model K∗ K = 6

SSD-1B 36.4 37.8
Text-aligned

CLIP-VIT-B/16 31.1 31.8
CLIP-VIT-L/14 26.4 26.6
SigLIP-B/16 25.0 25.1
SigLIP-L/16 22.5 23.1

Unsupervised
DINO 33.8 34.0
DINOv2-B/14 31.5 32.2
DINOv2-L/14 30.9 31.5

(b) COCO-Stuff-27

Model K∗ K = 6

SSD-1B 21.4 21.0
Text-aligned

CLIP-VIT-B/16 14.9 14.7
CLIP-VIT-L/14 14.3 14.0
SigLIP-B/16 13.7 13.6
SigLIP-L/16 11.6 11.6

Unsupervised
DINO 18.4 17.4
DINOv2-B/14 19.5 18.9
DINOv2-L/14 18.2 18.1

(c) Cityscapes

Table 9: KMeans features clustering for various vision encoders.

G Hyperparameter τ tuning

We show in Sec. 4.3 that the performance of the method is highly robust with respect to the value of
the threshold τ . However, as the granularity of annotations varies across target datasets, the value
of this threshold, fixed in our experiments, can not be in the optimal regime on each benchmark.
Therefore, we relax the condition on the absence of prior knowledge about the target dataset and
report in Tab. 10 results of DiffCut where τ is loosely tuned using a small subset of annotated
images (200) from the target training split. Specifically, we estimate an adequate value for τ with a
grid-search in the set {0.35, 0.55, 0.75} for COCO-Object, COCO-Stuff and Cityscapes.

Table 10: Threshold tuning. Tuned τ is denoted with τ∗.
DiffCut COCO-Object COCO-Stuff-27 Cityscapes
τ = 0.5 32.0 46.1 28.4

τ∗ 38.7 48.6 29.8

As COCO-Object and COCO-Stuff-27 offer different level of object granularity despite corresponding
to the same images, a fixed value for τ can not perform optimally on both benchmarks. Tuning the
value of this threshold allows to infer the granularity of objects expected to be uncovered in images.
For example, the estimated τ∗ value for COCO-Stuff-27 is 0.35 whereas it is 0.75 on COCO-Object
whose annotations requires to detect much finer objects. For Cityscapes the initial fixed τ value was
in the good range to yield optimal performance.

H Hungarian Matching

Given a set of predicted masks, our goal is to find the best matching ground-truth labels. For each
predicted mask, we compute the Intersection over Union (IoU) with every ground-truth mask and
select the one with the highest IoU as its optimal ground-truth match. This results in a pairing where
each predicted mask is associated with at most one ground truth mask. In datasets that include a
background class, this label implicitly encompasses a variety of concepts related to "things" or "stuff,"
which vary depending on the dataset. Since our method generates a segment for every detected object
in an image, a one-to-one matching between a single predicted cluster and the entire background
does not accurately represent the model’s true categorization capabilities. Therefore, in such cases,
we use a many-to-one matching approach by associating the clusters that primarily overlap with the
background to its ID.
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I Image Noising

Before passing the image to the diffusion UNet, a predefined amount of gaussian noise, controlled by
a parameter called the timestep, is added to it. At timestep t = 0 the input image corresponds to
the original image without added noise while t = 1000 corresponds to an image transformed into
pure gaussian noise. In Fig. 7, we show the segmentation performance on the validation split of
Pascal VOC for timesteps values ranging from 0 to 500. We can observe that a small amount of
noise, around 50, gives the best mIoU score, indicating that the best semantic features are obtained
with a slightly noisy input image. We note that despite a significant drop in the mIoU score for
t = 500, DiffCut still reaches state-of-the-art segmentation performance on Pascal VOC benchmark,
demonstrating a high robustness of the method with respect to the noising ratio.

0 100 200 300 400 500
Timestep

0.54

0.56

0.58

0.60

0.62
m

Io
U

Figure 7: mIoU according to the noising timestep on Pascal VOC.

J Hyperparameter Sensitivity

Fig. 8 presents an additional evaluation of how the hyperparameters α and τ influence the segmen-
tation performance on Pascal VOC. Similar to the observations in Fig. 5, we notice a shift in the
optimal threshold across the various curves corresponding to different α values. Besides, DiffCut
shows increased robustness across a wide range of τ values, achieving mIoU scores exceeding 60.0
when α = 10. In contrast, for α = 1, the mIoU only exceeds 60.0 for τ between 0.91 and 0.94.
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Figure 8: Robustness of DiffCut on Pascal VOC.

K Runtime Comparison

Tab. 11 presents a runtime comparison between DiffCut, MaskCut, and DiffSeg, which are the main
baselines for graph-based image clustering and diffusion-based zero-shot segmentation, respectively.

Table 11: Runtime Comparison.
MaskCut (k = 5) DiffCut DiffSeg - SD1.4 DiffSeg - SSD-1B

images / sec 0.84 1.11 2.75 1.25
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L Visualization of the effect of τ

REF. IMAGE τ = 0.3 τ = 0.5 τ = 0.7

Figure 9: Effect of τ . As τ increases, DiffCut uncover finer-grained objects.

M Semantic Coherence in Vision Encoders

R
E

F.
IM

A
G

E
TA

R
G

E
T

IM
A

G
E

R
E

F.
IM

A
G

E
TA

R
G

E
T

IM
A

G
E

R
E

F.
IM

A
G

E
TA

R
G

E
T

IM
A

G
E

SSD-1B DINO-VIT-B/16 DINOV2-VIT-L/14 CLIP-VIT-L/14 SIGLIP-VIT-L/16

Figure 10: Qualitative results on the semantic coherence of vision encoders. We select a patch
(red marker) associated to the dog in REF. IMAGE. Top row shows the cosine similarity heatmap
between the selected patch and all patches produced by vision encoders for REF. IMAGE. Bottom row
shows the heatmap between the selected patch in REF. IMAGE and all patches produced by vision
encoders for TARGET. IMAGE.
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N Additional Visualization

Figure 11: Examples of our produced segmentation maps on COCO dataset.
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Figure 12: Examples of our produced segmentation maps on Pascal Context dataset.
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O Datasets Licenses

Pascal VOC: http://host.robots.ox.ac.uk/pascal/VOC/

Pascal Context: https://www.cs.stanford.edu/ roozbeh/pascal-context/

COCO: https://cocodataset.org/#home
License: Creative Commons Attribution 4.0 License

Cityscapes: https://www.cityscapes-dataset.com/
License: This dataset is made freely available to academic and non-academic entities for non-
commercial purposes such as academic research, teaching, scientific publications, or personal experi-
mentation.

ADE20K: https://groups.csail.mit.edu/vision/datasets/ADE20K/
License: Creative Commons BSD-3 License
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: Our experiments reflect the scope of the paper and the claims made in the
abstract and in the introduction.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: Conclusion includes some limitations of this work and potential future devel-
opment.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [NA]

Justification: The paper does not include theoretical results.

Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We provide a detailed description of the method in Sec. 3 as well as an
algorithm clearly synthesizing necessary information to reproduce the method.

Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: The datasets used in the experiments are publicly available. Code will be
released.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: We detail in section Sec. 4 the datasets splits used to evaluate the method as
well as the value of default hyper-parameters.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment Statistical Significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [NA]

Justification: No error bars are reported as standard validation sets are used to evaluate the
method.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [Yes]
Justification: We mention in Sec. 4 the type of graphic card used to run the experiments.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: We reviewed the Code of Ethics and conformed to it.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [Yes]
Justification: Our method which reuses pre-trained models in a zero-shot fashion can
save computational ressources as well as reduce energy consumption and human labor,
contributing to more sustainable AI practices.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
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• If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

• Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: We do not deem that this paper poses such risk.
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [Yes]
Justification: Authors of used assets (data) in particular, are credited in the paper. Code will
be released and original owners of assets will be properly credited.
Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
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• If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: Code will be released and documented.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: This paper does not involve crowdsourcing nor research with human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: This paper does not involve crowdsourcing nor research with human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.
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• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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