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Abstract

The brain prepares for learning even before interacting with the environment, by
refining and optimizing its structures through spontaneous neural activity that
resembles random noise. However, the mechanism of such a process has yet to
be understood, and it is unclear whether this process can benefit the algorithm
of machine learning. Here, we study this issue using a neural network with a
feedback alignment algorithm, demonstrating that pretraining neural networks with
random noise increases the learning efficiency as well as generalization abilities
without weight transport. First, we found that random noise training modifies
forward weights to match backward synaptic feedback, which is necessary for
teaching errors by feedback alignment. As a result, a network with pre-aligned
weights learns notably faster and reaches higher accuracy than a network without
random noise training, even comparable to the backpropagation algorithm. We
also found that the effective dimensionality of weights decreases in a network
pretrained with random noise. This pre-regularization allows the network to learn
simple solutions of a low rank, reducing the generalization error during subsequent
training. This also enables the network to robustly generalize a novel, out-of-
distribution dataset. Lastly, we confirmed that random noise pretraining reduces
the amount of meta-loss, enhancing the network ability to adapt to various tasks.
Overall, our results suggest that random noise training with feedback alignment
offers a straightforward yet effective method of pretraining that facilitates quick
and reliable learning without weight transport.

1 Introduction

The brain refines its network structure and synaptic connections even before birth, without exposure
to sensory stimuli [1H4]]. In the early developmental stages, the spontaneous neuronal activity that
appears in various brain regions is considered to play a critical role during the development of
neuronal circuits by pruning neural wiring and adjusting synaptic plasticity [SH8]. If this activity is
disrupted during the developmental stages, the outcome can be long-lasting neuronal deficits [9H11].
Computational studies suggest that such a refined network structure enables certain crucial functions
of the brain, such as initializing function [[12H15]] and structure [[16, [17]. These experimental and
theoretical studies commonly indicate that spontaneous, random neuronal activity plays a critical
role in the development of the biological neural network before data are encountered by the network.
However, the detailed mechanism of how these prenatal processes contribute to learning after birth,
i.e., with subsequent sensory stimuli, remains elusive.

At the synaptic level, learning can be defined as the process by which the brain adjusts the strength
of synaptic connections between neurons to optimize the network for a specific task [[18-20]. The
synaptic weights of each neuron can change to minimize the error between the expected and the
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actual output of a task, often referred to as the credit assignment problem [21-23]]. However, in
general, it is not well known how individual neurons modify these synaptic connections and thus
achieve a network goal under a condition in which numerous neurons are linked in multiple layers. In
other words, how neurons can estimate errors to modify their synaptic connections during learning
remains unknown.

In machine learning, backpropagation algorithms have successfully addressed this issue — even
in deep neural networks [24-26[]. Backpropagation can provide feedback with regard to forward
errors through the symmetric copying of forward weights via a backward process. During this
process, a structural constraint, i.e., symmetric forward and backward weights, is necessary to assign
proper error values to individual neurons [27-H29]. However, this process appears to be biologically
implausible due to the weight transport problem [23| 30-32f], in which individual neurons must
somehow be aware of the exact synaptic connections of their downstream layers to update their
weights, a state considered to be practically impossible in a biological brain.

An alternative algorithm, feedback alignment, achieves successful network training even without
weight transport by employing fixed random feedback pathways [32]. This study shows that a network
can align its weights to synaptic feedback during data training, and this simple process enables error
backpropagation. It has been shown that soft alignment between forward and backward weights,
which can be achieved during learning data, is enough to back-propagate errors. This finding may
provide a biologically plausible scenario in which the credit assignment problem can be resolved, yet
there is an issue remaining — the process requires massive data learning to develop the structural
constraint, and it significantly underperforms compared to backpropagation on challenging tasks
[33L134]. This cannot be addressed even with currently known advanced learning rules [35-40].

This situation is contradictory to the notion that the brain can learn even with very limited experience
in the initial stages of life [41-44]. Thus, the question arises as to how early brains can estimate
and assign errors for learning with limited experience. To address this issue, here we focus on the
role of spontaneous activity at the prenatal stage in the brain, showing that training random noise,
which mimics spontaneous random activity in prenatal brains, is a possible solution; random noise
training aligns the forward weights to synaptic feedback, enabling precise credit assignment and fast
learning. We also observed that random noise training can pre-regulate the weights and enable robust
generalization. Our findings suggest that random noise training may be a core mechanism of prenatal
learning in biological brains and that it may provide a simple algorithm for the preconditioning of
artificial neural networks for fast and robust learning without the weight transport process.

2 Preliminaries

Biological and artificial neural networks have different structures and functionalities, but they share
certain factors in common, such that information is processed through hierarchical layers of neurons
with a nonlinear response function. In the current study, we consider a multi-layer feedforward neural
network for pattern classification, fp : R™ — RY, parameterized by 6 = {Wl,bl}lL:_Ol. It takes
input x € R™ and outputs a vector y € R? with L layers. Through a forward pass, the network
computes a hidden layer output by propagating the input through the network layers, as follows:

041 =Wih;+b;, hyy = ¢(o141) (D

, where W is the forward weights, b is the bias vector, and ¢ is the nonlinear activation function.
In the first layer [ = 0, h; = x. We used a rectified linear unit (ReLU) activation function,
¢(z) = max(0,x). In the last layer | = L — 1, we used a softmax function, ¢, (z) = softmax(z) =

{e®i/ Z‘;zl e }&_,. Thus, the network outputs a probability distribution over d classes. After the
forward pass, the amount of error is calculated by measuring the difference between the network
output fp(x) and the target label y. We used the cross-entropy loss [45]], which is defined as follows:

N d
1
L(0) = *NZZYU log fo(x;); (@)
i=1 j=1

, where N is the number of samples, d is the number of classes, and y;; is the target label for the i-th
sample and the j-th class. The purpose of learning is to minimize the error £(6). To achieve this,
the network parameters 6 are adjusted by assigning credit to the weights that contribute to the error,
which is known as the credit assignment problem.
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2.1 Backpropagation and weight transport problem

To solve the credit assignment problem, backpropagation (BP) [24] computes the gradient of errors
with respect to the weights and uses it as a teaching signal to modulate the aforementioned parameters.
The gradient is calculated by the chain rule, with propagation from the output layer to the input layer,
as follows:
oL oL

o, = Jo; fo(x) =y, &= 90, (W/'6141) © ¢/ (01) 3)
, where ¢ is the error signal at layer [, ¢’ is the derivative of the activation function, and ©® denotes
the element-wise product. The weight update rule is given by

AW, = b4 1hi 4

, where 77 is the learning rate. The backpropagation algorithm successfully solves the credit assignment
problem, but it requires heavy computation to use the complete information of the synaptic weights of
the next layer to update the current weights. Notably, backpropagation is considered as biologically
implausible, because it is impossible, in the brain, to transmit the synaptic weights from the next
layer to the current layer. This is known as the weight transport problem [30} 31]].

2.2 Feedback alignment

To address the weight transport problem, the idea of feedback alignment (FA) [32] was proposed as a
biologically plausible alternative to backpropagation. In feedback alignment, the backward synaptic
feedback is replaced with a random, fixed weight matrix B; in the feedback path, as follows:

oL

0 9o, (Bidi41) © ¢'(0y). )

The only difference between backpropagation and feedback alignment is the replacement of the
transpose of the forward weights W; with the fixed random feedback weights B; to calculate the
error signal. The fact that the network can learn tasks from error teaching signals that are calculated
from random feedback is explained by the observation that the network modifies the forward weights
‘W, to match the transpose of the feedback weights B; roughly during training. This makes the error
teaching signal (5) similar to backpropagation (3)), thus enabling the network to learn the task.

3 Random noise pretraining with feedback alignment

Algorithm 1 Random noise pretraining

1: procedure RANDOM NOISE PRETRAINING(network fy : R™ — R%)
2: for each epoch do

3: for each batch do

4: x ~N(p,0%), y ~U0,d—1) > sampling random noise
5: L(0) = Loss(fo(x),y) > forward pass, equation (1J),
6: op = % > compute error
7: for layer [ = L-1 to 0 do

8: W, =W, — &1 hf > update weights, equation (4)
9: ;= (B1d141) © ¢ (o)) > compute error, equation ([5)

During the developmental stage, spontaneous neural activity in the brain plays a critical role in
shaping and refining neural circuits. Initially wired immature neural circuits undergo modifications of
their connections through the processes of regulated cell formation, apoptosis, and synapse refinement
through spontaneous neural activity [4H8]. These pre-sensory activities and development processes are
universal across sensory modalities, such as the visual [46}47], auditory [48}49]], and sensorimotor
systems [50,151]]. We focus here on a few characteristics of spontaneous neural activity in the brain.
Spontaneous neural activity is not correlated to external stimuli but can refine and optimize neural
circuits, before interaction with the external world can take place.

Here, we propose a type of random training that is inspired by the spontaneous and prenatal neural
activity in the brain to pretrain the neural network (Algorithm[I). In every iteration, we sampled
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random noise inputs x from a Gaussian distribution A/ (0, I) and random labels y from a discrete
uniform distribution (0, Nyeagour — 1), without any correlation. The network fy was initialized with
random weights and trained with the feedback alignment algorithm. In this study, we examined the
effects of random noise training on the subsequent learning processes in model neural networks to
understand the potential benefits of pretraining with random noise in biological brains and whether
this strategy is applicable to machine learning algorithms.

4 Results

4.1 Weight alignment to synaptic feedback during random noise training
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Figure 1: Weight alignment to randomly fixed synaptic feedback induced through random noise
training. (a) Forward and backward pathways of backpropagation and feedback alignment. (b)
Possible scenario of the feedback alignment algorithm in a biological synaptic circuit. (c) Schematic
of random training, where the input x and label y are randomly sampled and paired in each iteration.
(d) Cross-entropy loss during random training. (e) Alignment angle between forward weights and
synaptic feedbacks in the last layer. (f) Alignment angle with various random input conditions.

To simulate a neural network initially wired by random weights and fixed random synaptic feedback,
we adopted a network setting from the feedback alignment algorithm (Figure[Th) in which the weight
transport problem can be avoided through the use of fixed random synaptic feedback. Thus, unlike
backpropagation, this process is considered possible to exist in biological neural networks with local
synaptic connections (Figure [Ip). We used a two-layer feedforward neural network with ReLU
nonlinearity for classification, fp : R7* — R with 100 neurons in the hidden layer. By means of
random noise training (Algorithm[I)), we trained the neural network with random inputs sampled
from a Gaussian distribution A/(0, I), with labels also randomly sampled independently (Figure ).

We observed that the training loss decreased noticeably during random training, even in the absence
of meaningful data and even when x and y are randomly paired (Figure[Id). During the random
training process, we focused on the alignment between the forward weights and the synaptic feedback.
As described in the literature [32], the alignment of W, and By, i.e., similarity between dgp and
OFa, 1s crucial for calculating the error teaching signal precisely. To evaluate the alignment, we used
cosine similarity, which is widely used for measuring the distance between two vectors.
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Definition. Given the forward weights W; € R™*™ and backward weights B; € R™*™, we
measured alignment using cosine similarity. We define that W; and B, as aligned if the angle
Z(WT),;, (By); is significantly smaller than 90 degrees.

Notably, we found that the weights of neurons are aligned to the corresponding synaptic feedback
weights during the random training process (Figure[Tg). We also observed that the angle between
the forward weights and synaptic feedback of individual neurons in the hidden layer decreased
asymptotically during random training. In a randomly initialized network, the alignment angle
appeared to be close to 90°, demonstrating that the backward error signal is randomly distributed
(Figure ms, left, alignment angle in an untrained network vs. 90°, n = 100, one-sample t-test,
NS, P = 0.492). However, after random training, the alignment angle decreased significantly,
implying that the backward teaching signal becomes valid to back-propagate errors (Figure [Tk, right,
alignment angle in an untrained network vs. a randomly trained network, n = 100, two-sample t-test,
*P < 0.001). We confirmed that this is not simply due to input bias under a particular condition but
is reproduced robustly with various input conditions (Figure[Tf). These results suggest that neural
networks can pre-learn how to back-propagate errors through random noise training.

4.2 Pretraining random noise enables fast learning during subsequent data training
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Figure 2: Effect of random noise pretraining on subsequent data training. (a) Design of the MNIST
classification task to investigate the effect of random training. (b) Test accuracy during the training
process, where the inset demonstrates the convergence speed of each training method, calculated by
the AUC of the test accuracy. (c) Alignment angle between weights and synaptic feedback across
random training and data training. (d) Trajectory of weights (W) toward synaptic feedback (B1) in
latent space obtained by PCA for random and data training. (e) Distance between the weights (W)
and the synaptic feedback (B;). (f) Order dependence of the trajectory of the weights (W1). (g)
Distance between the weights (W) and the synaptic feedback (B;) for different orders of random
and data trainings.

Next, we compared networks with and without random pretraining in terms of subsequent data training
outcomes (Figure Zh). We trained the networks using a subset of the MNIST dataset [52]], a widely
used benchmark for image classification. We found that a randomly pretrained network learns the data
more quickly and achieves higher accuracy compared to a network that is not randomly pretrained
(Figure[2b). To quantify the speed of learning, we calculated the area under the curve (AUC) of the
test accuracy and found that the convergence of the randomly pretrained network is significantly
faster than that in the network without random pretraining (Figure 2b, inset, w/o vs. w/ random
pretraining (FA), nget = 10, t-test, *P < 0.001). Notably, the convergence speed of the randomly
pretrained network appeared comparable to that of the network trained with backpropagation (Figure
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|2b, inset, w/ random pretraining (FA) vs. BP, npee = 10, t-test, * P < 0.001). We also observed that
the weight alignment gap between untrained and randomly pretrained networks is maintained during
data training (Figure[2f). As a result, at the end of the data training step, the alignment angle of the
randomly trained network was significantly smaller than that of the untrained network (Figure 2k,
w/o vs. w/ random pretraining, n = 100, t-test, * P < 0.001). This result suggests that a combination
of random pretraining and subsequent data training can enhance the weight alignment, which leads to
more precise error teaching.

To understand the weight update dynamics by random and data training, we visualized the trajectory
of weights in latent space as obtained by a principal component analysis (PCA) [33] (Figure [2d). We
conducted PCA on the weights of the last layer (W) for the random and data training conditions.
First, we confirmed that in both random and data training, the weights become closer to synaptic
feedback (Figure |Z|3, untrained vs. data training, nye; = 10, t-test, * P < 0.001; untrained vs. random
training, nne, = 10, t-test, *P < 0.001; random vs. data training, n, = 10, t-test, *P < 0.001).
Notably, we observed that the updated trajectory of weights by random training and data training
have different directions in the principal component space and that the effects of random training
depend on the order of the random and data training (Figure [2f, g) — the enhancement of weight
alignment was more significant when data training was performed after random training (Figure [2k,
random training vs. random and data training, n, = 10, t-test, * P < 0.001) compared to when
training is done in a reversed order (Figure 2}z, data training vs. data and random training, npe = 10,
t-test, NS, P = 0.999). Particularly, when we trained the network with data first, subsequent random
training could not move the weights; thus, the weights did not become closer to synaptic feedback.
This result suggests that weight alignment by random noise pretraining cannot be replaced by data
training and that it is crucial to perform random training prior to data training.
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Figure 3: Comparison of model performance across different image datasets and network depths.
(a-e) Final accuracy after convergence. Experiments were conducted with networks of varying depths
on different tasks: (a) MNIST, (b) Fashion-MNIST, (c) CIFAR-10, (d) CIFAR-100, and (e) STL-10.

Table 1: Performance of the two-layer model for each dataset (MNIST, Fashion-MNIST, CIFAR-10,
CIFAR-100, STL-10). Each performance value (%) is presented as the mean =+ standard deviation
from three trials. Extended results with various model depths can be found in the Appendix.

MNIST F-MNIST CIFAR-10 CIFAR-100 STL-10
BP 97.82£0.03 88.87+£0.03 54.014+0.20 24.55+0.10 42.72+0.20

w/o 97.26 £0.07 87.47+£0.25 50.54+0.22 20.17£0.30 36.21+0.91
FA w/ 97.76 £0.07 88.26 £0.07 53.58+£0.12 24.45+£0.10 41.01+0.16

AACC A049+0.06 A0.79£0.31 4A3.044+0.20 A4.28+0.38 4A4.81+0.86

Next, we further investigated the model’s classification performance across various image datasets
and network depths (Figure [3] Table[T). In earlier experiments with two-layer networks and MNIST,
we showed that random noise pretraining enhances both the learning speed and accuracy of networks
to levels comparable with backpropagation. We extended these experiments to networks of varying
depths (Figure [3p) and confirmed that the benefits of random noise pretraining generalize to deeper
networks. Additionally, we evaluated performance across various image datasets, including Fashion-
MNIST [554]] (Figure 3p), CIFAR-10 [53]] (Figure 3k), CIFAR-100 [55] (Figure [3d), and STL-10
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[56] (Figure 3p). We found that random noise pretraining significantly narrows the performance
gap between feedback alignment and backpropagation across different datasets and depths. These
results suggest that pretraining with random noise can serve as a general strategy for improving the
performance of neural networks trained with feedback alignment algorithms, making it comparable
to backpropagation.

4.3 Pre-regularization by random noise training enables robust generalization
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Figure 4: Pre-regularization by random noise training enhances generalization (a) Untrained network
and pre-regularized network through random noise training. (b) Distribution of the readout probability.
(c) Singular value spectrum of the forward weights. (d) Effective rank of forward weights during
random noise training. (e) Generalization error between the training error and test error (training set
size: 1600, network depth: 3). (f) Generalization error for various training set sizes (network depth:
3). (g) Effective dimensionality of the Gram matrix, the cosine similarity of feature vectors across
neurons (training set size: 1600, network depth: 3). (h) Effective dimensionality of the Gram matrix
for various network depths (training set size: 1600).

Next, we compared the difference between an untrained network and a randomly trained network
in terms of their activation and weight (Figure[Bh). First, we found that the readout probability of
the untrained network is distributed over a wide range (Figure Eb, top, untrained vs. chance level,
n = 1000, Wilcoxon signed-rank test, * P < 0.001), whereas that of the randomly trained network
is well regularized, close to the chance level (Figure Eb, bottom, random noise trained vs. chance
level, n = 1000, Wilcoxon signed-rank test, NS, P = 0.096). We also observed that the singular
value spectrum of forward weights changes significantly by random training (Figure @) such that a
small portion of singular values become dominant in the randomly trained network. To measure the
effective dimensionality of the weights quantitatively, we used the effective rank of the weights.

Definition. Given a matrix A € R"™*" is decomposed into A = ULV by singular value decompo-
sition (SVD), the singular values are {o;};~ ;" (m:n) sorted in descending order. The effective rank
p is defined as the Shannon entropy of the normalized singular values, p = — >, 7; log &;, where

g =0/ , 0. Without loss of generality, we used the effective rank as the exponential of p [37.

We observed that the effective rank of forward weights decreased significantly during random training
(Figure ), implying that random training regularizes the weights initially and predisposes the
network to learn simple solutions of a low rank. Given the notion that low-rank solutions show
better generalization performance outcomes, we hypothesized that this pre-regularization by random
training enables robust generalization during subsequent data training by inducing low-rank solutions.
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To test the generalization ability of the network, we measured the gap between the training error and
the test error during subsequent data training. We observed that the generalization error was noticeably
lower in a randomly pretrained network compared to a network trained solely on the data (Figure fg)
and that this tendency was maintained with variations of the training set size (Figure df, w/o vs. w/
random pretraining, ny,er = 10, t-test, * P < 0.001). This result suggests that pre-regularization by
random pretraining can enable robust generalization during subsequent data training.

Next, we compared the representation of learned features in a randomly pretrained network and a
network trained without random pretraining. We used the Gram matrix, defined as the cosine similarity
of feature vectors across neurons. Notably, we found that the effective rank of the Gram matrix
was significantly lower in a randomly pretrained network compared to an untrained network after
subsequent data training (Figure g, w/o vs. w/ random pretraining, nne = 10, t-test, *P < 0.001)
and that this tendency was maintained regardless of the network depth (Figure [#h, w/o vs. w/ random
pretraining, npes = 10, t-test, *P < 0.001). This finding suggests that pre-regularization by random
training can enable networks to learn simpler solutions, leading to better generalization performance
during subsequent data training.
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Figure 5: Robust generalization of "out-of-distribution" tasks in randomly pretrained networks. (a)
Training in-distribution data (MNIST) in untrained and randomly pretrained networks. (b) Out-of-
distribution generalization tests on transformed MNIST. (c) Out-of-distribution generalization tests
on USPS dataset.

We also tested the generalization performance of the networks for "out-of-distribution" tasks by
training the network with the MNIST dataset and testing it with various out-of-distribution tasks
(Figure [Sh). First, we generated a MNIST dataset of translated, rotated, and scaled images and
then used these images as out-of-distribution tasks (Figure[5p, left). We observed that a randomly
pretrained network showed significantly higher test accuracy on out-of-distribution tasks than a
network trained without random pretraining (Figure [5b, right, w/o vs. w/ random pretraining,
npet = 10, t-test, *P < 0.001). We also observed that the randomly pretrained network showed
higher test accuracy on the USPS dataset [58], which is a widely used benchmark dataset for out-
of-distribution tasks (Figure , w/o vs. w/ random pretraining, nne, = 10, t-test, *P < 0.001).
This result suggests that pre-regularization by random pretraining enables robust out-of-distribution
generalization during subsequent data training.

4.4 Task-agnostic fast learning for various tasks by a network pretrained with random noise

Lastly, we examined whether random training is generally beneficial for various tasks. We compared
the task adaptation capacity of an untrained network and a randomly pretrained network on three
tasks: (1) MNIST classification [52]], (2) Fashion-MNIST [54], (3) Kuzushiji-MNIST [59] (Figure
[6k, left). To measure the ability of fast adaptation to various tasks quantitatively, we computed the
meta-loss, as suggested in a previous study of meta-learning.

Definition. Given the task distribution 7 € {7;}7_;, the meta-loss of network fy is defined as
L) = D 717 LT; (6;), where L7-(6;) denotes the loss of the task 7; and 6, is the adapted
parameter for 7; [60].

We observed that the meta-loss decreased gradually during the random training process (Figure [6p,
right). Considering that the training was solely performed with random inputs and labels on the three
tasks to measure the meta-loss, this result suggests that networks can learn how to adapt to various
tasks without any task-specific data. Next, we trained the untrained networks and randomly pretrained
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Figure 6: Task-agnostic fast learning for various tasks in randomly pretrained networks. (a) Three
tasks used to test the task-agnostic property of random training, showing the meta-loss during the
random training process. The meta-loss is calculated from the sum of the losses measured during
adaptation to each task. (b) Trajectory of weights in the latent space for adaptation to each task of an
untrained network and a randomly pretrained network. (c) Adaptation to each task of an untrained
network and a randomly pretrained network.

networks on each task separately. We conducted PCA on the weights of the last layer (W3) to
visualize the trajectory of weights in latent space during the adaptation to each task. We observed that
the trajectory of weights during random noise training moves closer to synaptic feedback (B5), which
makes the adaptation to each task more efficient (Figure[6p). This suggests that random training is
task-agnostic but provides efficient and fast learning in subsequent learning. Lastly, we compared the
adaptation to each task in an untrained network and a randomly pretrained network. We observed
that the randomly trained network showed remarkably fast adaptation to each task compared to the
untrained network (Figure @; w/o vs. w/ random pretraining, n, = 10, t-test, * P < 0.001). These
results highlight the task-agnostic property of random training, which enables networks to quickly
adapt to various tasks.

5 Discussion

We showed that random noise pretraining enables neural networks to learn quickly and robustly
without weight transport. This finding bridges the gap between a biologically plausible learning
mechanism and the conventional backpropagation algorithm, as the symmetry of forward and
backward weights can easily be achieved by random noise pretraining. Moreover, the results here
provide new insight into the advantage of random training as a means of preconditioning a network
for robust generalization.

Error-backpropagation without weight transport. Early work in neuroscience identified basic
learning rules, such as Hebbian learning [61] and spike-timing-dependent plasticity (STDP) [62H64].
Although these rules have been experimentally observed and are thus biologically plausible, they
are not sufficient to explain the brain’s remarkable learning ability thoroughly [65] [66]. On the
other hand, while the backpropagation algorithms used in artificial neural networks have shown
impressive learning capabilities, they are considered biologically implausible due to the weight
transport problem [23]]. Our results provide a new perspective on this issue, bridging the gap between
these training rules. We showed that symmetry among forward and backward weights, which is
necessary to back-propagate errors, can be readily developed by learning random noise, similar to
that during the brain’s prenatal stage. Our findings suggest a probable scenario for significantly
narrowing the performance gap between previously suggested biologically plausible learning rules
and backpropagation.

Recent studies explored noise as a biologically plausible mechanism to enhance learning efficiency
without the need for weight transport. For instance, the weight mirror algorithm [36] uses noisy
firing to align feedback weights with forward weights. Similarly, phaseless alignment learning [40]
leverages layer-wise noise as an additional information carrier to achieve weight alignment. While
these approaches have been reported to outperform traditional feedback alignment algorithm, merely
incorporating noise into existing feedback alignment algorithms yields no improvement in learning
performance [40]]. In contrast, our results indicate that exposure to random noise "before encountering
real data" significantly enhances vanilla feedback alignment. Unlike previous approaches, our
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strategy utilizes random noise for pre-conditioning the network, preparing it to learn more effectively.
This aligns with biological observations that neural noise predominates in the early stage of brain
development [[67]], even prior to exposure to external stimuli. It is important to note that our proposed
method is not limited to the feedback alignment algorithm; pretraining with random noise could be
beneficial for other algorithms, which we intend to explore in our follow-up studies.

Pre-regularization for robust generalization. We suggest a task- and model-agnostic pretraining
strategy that involves simply training the network with random noise. Notably, our results here
show that random noise training can enhance the learning efficiency and generalization ability of
the network, for which various tricks and techniques have been proposed to improve. We found
that pretraining on random noise reduces the effective dimensionality of the weights, facilitating
the learning of low-rank solutions for various tasks. Previous studies on generalization have shown
that the low-rank bias of neural networks plays a crucial role in their generalization ability, a finding
we have confirmed in this study [68-72]. Additionally, our results highlight that random noise
pretraining functions as a form of meta-learning, enhancing the network’s ability to adapt rapidly to
different tasks. In contrast to previous approaches that utilized data from diverse task distributions
[60], our method achieves similar effects by merely training with noise. It is important to note that the
straightforward strategy of random noise training can significantly influence the network’s learning
dynamics - effects that previous machine learning techniques have sought to achieve. This approach
may reflect a potential strategy employed by the brain to attain notable generalization capabilities.
Furthermore, it suggests a novel pretraining strategy for artificial neural networks.

Insights into developmental neuroscience. Unlike artificial neural networks, the brain is ready to
learn before encountering data. In the early developmental stage before eye-opening, spontaneous
random activity emerges in the brain, which is considered essential for the normal development
of early circuits [[1H4]. However, the functional advantage of learning from random noise before
external sensory inputs remains unclear. Our study provides a plausible scenario that the brain utilizes
spontaneous random activity to pre-align the synaptic weights for error learning and pre-regularization
of synaptic connections for robust generalization. Specifically, we showed that random training
reduces the effective dimensionality of the weights, which can be considered as a form of pruning, as
previous neuroscience studies reported that the brain’s synaptic connections are pruned substantially
during development, particularly dependent on spontaneous activity [4H8]]. Despite the fact that the
present study is based on model neural networks, the results here are consistent with a range of
experimental findings in developmental neuroscience.

6 Broader impacts and limitations

Broader impacts. Feedback alignment algorithm and its advanced modifications without weight
transport are motivated by the need to suggest a learning method that is compatible with deep
neural networks with biological plausibility. It can be useful particularly when implemented in
physical circuits, as nowadays deep learning without weight transport is utilized in neuromorphic
chip engineering. Given that backpropagation requires dynamic access to memory due to weight
transport, it is not free from the issue of energy inefficiency. Our results are not solely limited to
demonstrating the role of biological prenatal learning but can also be extended for more practical
purposes; for instance, it is a promising strategy for the preconditioning of neuromorphic chips.

Limitations. Although our study offers a new perspective on pretraining neural networks with random
noise, some limitations must be considered. The current study focuses on results using feedforward
neural networks with feedback alignment algorithms. Regarding the scalability of the method, further
investigation is needed for other architectures, such as convolutional neural networks. Notably, we
achieved meaningful results showing that pretraining with random noise can also benefit standard
backpropagation, which will be further explored in our follow-up studies, which will emphasize
random noise pretraining as a general strategy for neural network training.

7 Code availability

Python 3.11 (Python software foundation) with PyTorch 2.1 was used to perform the simulation. The
code used in this work is available at https://github.com/cogilab/Random,
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reproduce the results. See the NeurIPS code and data submission guidelines (https:
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to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
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* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
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parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: The training and testing details are provided in the supplementary material.
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* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
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material.
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dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).
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* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

« It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

* It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

o If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
8. Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: We indicated the specifications of the computing resources used in the experi-
ments. Additionally, we want to note that our simulation does not require high computational
resources.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: We have reviewed the NeurIPS Code of Ethics and ensured that our research
conforms to it in all respects.

Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: We discussed the potential societal impacts of our work in the final section of
the paper. However, since our research addresses fundamental questions in computational
neuroscience, we do not anticipate any negative societal impacts.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.
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* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: Our paper presents no such risks.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: We used publicly available datasets and properly cited the original sources.
Guidelines:

e The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

13766 https://doi.org/10.52202/079017-0440



* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
13. New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: We provide the URL to the code repository, which includes access to the code
and models along with accompanying documentation.

Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
14. Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: Our paper does not involve crowdsourcing or research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: Our paper does not involve research on human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.
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* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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