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Abstract

We develop new sub-optimality bounds for gradient descent (GD) that depend on
the conditioning of the objective along the path of optimization rather than on global,
worst-case constants. Key to our proofs is directional smoothness, a measure of
gradient variation that we use to develop upper-bounds on the objective. Minimizing
these upper-bounds requires solving implicit equations to obtain a sequence of
strongly adapted step-sizes; we show that these equations are straightforward to
solve for convex quadratics and lead to new guarantees for two classical step-sizes.
For general functions, we prove that the Polyak step-size and normalized GD
obtain fast, path-dependent rates despite using no knowledge of the directional
smoothness. Experiments on logistic regression show our convergence guarantees
are tighter than the classical theory based on L-smoothness.

1 Introduction

Gradient methods for differentiable functions are typically analyzed under the assumption that f is
L-smooth, meaning V f is L-Lipschitz continuous. This condition implies f is upper-bounded by a
quadratic and guarantees that gradient descent (GD) with step-size 17 < 2/L decreases the optimality
gap at each iteration (Bertsekas, |1997). However, experience shows that GD can still decrease the
objective when f is not L-smooth, particularly for deep neural networks (Bengio,[2012; Z. Li et al.,
2020; J. Cohen et al.,2021). Even for functions verifying smoothness, convergence rates are often
pessimistic and fail to predict optimization speed in practice (Paquette et al.,[2023).

One alternative to global smoothness is local Lipschitz continuity of the gradient (“local smoothness”).
Local smoothness assumes different Lipschitz constants hold for different neighbourhoods, which
avoids global assumptions and improves rates. However, such analyses typically rely on boundedness
of the iterates and then use local smoothness to obtain L-smoothness over a compact set (Malitsky
and Mishchenko, [2020). Boundedness is guaranteed in several ways: Junyu Zhang and Hong (2020)
break optimization into stages, Patel and Berahas (2022) use stopping-times, and Lu and S. Mei
(2023) employ a line-search. Unfortunately, these approaches modify the underlying optimization
algorithm, require local smoothness oracles (Park et al., 2021]), or rely on highly complex arguments.

In contrast, we prove simple rates for GD without global smoothness by deriving bounds of the form,
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Figure 1: Comparison of actual (solid lines) and theoretical (dashed lines) convergence rates for GD
with (i) step-sizes strongly adapted to the directional smoothness (), = 1/M (x41,xr)) and (ii) the
Polyak step-size. Both problems are logistic regressions on UCI repository datasets (Asuncion and
Newman, [2007). Our bounds using directional smoothness are tighter than those based on global L-
smoothness of f and adapt to the optimization path. For example, on mammographic our theoretical
rate for the Polyak step-size concentrates rapidly exactly when the optimizer shows fast convergence.

where the directional smoothness function M (xy11, xx) depends only on properties of f along the
chord between x, and x41. Our sub-optimality bounds provide a path-dependent perspective on GD
and are tighter than conventional analyses when the step-size sequence is adapted to the directional
smoothness, meaning ny, < 2/M (241, 2). See Figure for two real-data examples highlighting
our improvement over classical rates. We summarize all our contributions as follows.

Directional Smoothness. We introduce three constructive directional smoothness functions M (z, y).
The first, point-wise smoothness, depends only on the end-points z,y and is easily computed,
while the second, path-wise smoothness, yields a tighter bound, but depends on the chord C =
{az + (1 — &)y : € [0, 1]}. The last function, which we call the optimal point-wise smoothness,
is both easy-to-evaluate and provides the tightest possible quadratic upper bound.

Sub-optimality bounds. We leverage directional smoothness functions to prove new sub-optimality
bounds for GD on convex functions. Our bounds are localized to the GD trajectory, hold for any
step-size sequence, and are tighter than the classic analysis using L-smoothness. They are also more
general since we do not need to assume that f is globally L-smooth to show progress; all we require
is a sequence of step-sizes adapted to the directional smoothness function. Furthermore, our approach
extends naturally to acceleration, allowing us to prove optimal rates for (strongly)-convex functions.

Adaptive Step-Sizes in the Quadratic Case. In the general setting, computing step-sizes which are
adapted to the directional smoothness requires solving a challenging non-linear root-finding problem.
For quadratic problems, we show that the ideal step-size that satisfies ny = 1/M (241, xk) is the
Rayleigh quotient and is connected to the hedging algorithm (Altschuler and Parrilo, [2023)).

Exponential Search. Moving beyond quadratics, we prove that the equation n, = 1/M (xg41, Tk)
admits a solution under mild conditions, meaning ideal step-sizes can be computed using Newton’s
method. Since computing these step-sizes is typically impractical, we adapt exponential search
(Carmon and Hinder, 2022) to obtain similar path-dependent complexities up to a log-log penalty.

Polyak and Normalized GD. More importantly, we show that the Polyak step-size (Polyak, 1987) and
normalized GD achieve fast, path-dependent rates without knowledge of the directional smoothness.
Our analysis reveals that the Polyak step-size adapts to any directional smoothness to obtain the
tightest possible convergence rate. This property is not shared by constant step-size GD and may
explain the superiority of the Polyak step-size in many practical settings.

1.1 Additional Related Work

Directional smoothness is a relaxation of non-uniform smoothness (J. Mei et al., 2021), which
restricts the smoothness function M to depend only on z, the origin point. J. Mei et al. (2021}
leverage non-uniform smoothness and a non-uniform Lojasiewicz inequality to break lower-bounds
for first-order optimization. Similarly, Berahas et al. (2023)) show that a weak local smoothness oracle
can break lower bounds for gradient methods. A major advantage of our work over such oracle-based
approaches is that we construct explicit directional smoothness functions that are easy to evaluate.
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Similar to non-uniform smoothness, Grimmer (2019) and Orabona (2023) consider Holder-type
growth conditions with constants that depend on a neighbourhood of x. Since directional smoothness
is stronger than and implies these Holder error bounds, our M functions can be leveraged to make
their results fully explicit (the Holder bounds are non-constructive). Finally, while they also analyze
normalized GD, our rates are anytime and do not use online-to-batch reductions like Orabona (2023)).

Directional smoothness is also related to (L, L1 )-smoothness (Jingzhao Zhang et al.,|2020; B. Zhang
et al.,[2020), which can be interpreted as a directional smoothness function with exponential depen-
dence on the distance between x and y. The extension of (Lg, L1 )-smoothness to (r,)-smoothness
by H. Li et al. (2023)) shows how to bound sequences of such directional smoothness functions, even
for accelerated methods. These approaches are complementary to ours and showcase a setting where
directional smoothness leads to concrete convergence rates.

Our work is most closely connected to that by Malitsky and Mishchenko (2020), who use a smoothed
version of M (x,y) to set the step-size. Vladarean et al. (2021)) apply a similar smoothed step-size
scheme to primal-dual hybrid gradient methods, while Zhao and Huang (2024)) relate directional
smoothness to Barzilai-Borwein updates (Barzilai and Borwein, [1988) and Vainsencher et al. (2015)
use local smoothness over neighbourhoods of the global minimizer to set the step-size for SVRG.

Finally, we note that adaptivity to directional smoothness is different from adaptivity to the sequence
of observed gradients obtained by methods such as Adagrad (Duchi et al., 2010} Streeter and
McMabhan, 2010). Adagrad and its variants are most useful when the gradients are bounded, such as
in Lipschitz optimization, although they can also be used to obtain rates for smooth functions (Levy,
2017). We do not address adaptivity to gradients in this work.

2 Directional Smoothness

We say that a convex function f is L-smooth if for all z,y € RY,

F) < £@)+ (V5 (@)y —2) + 2y - 2l @

Minimizing this quadratic upper bound in y gives the classical GD update with step-size n, = 1/L.
However, this viewpoint leads to rates which depend on the global, worst-case growth of f. This is
both counter-intuitive and undesirable because the iterates of GD, z;11 = 2 — n:V f(xy), depend
only on local properties of f. Ideally, the analysis should also depend only on the local conditioning
along the path {x1, x2, .. .}. Towards this end, we generalize the smoothness upper-bound as follows.

Definition 2.1. We call M : R%? — R a directional smoothness function for f if for all 2,y € R?,

M(z,y
FW) < F@)+ (7)) + LDy a2 ®
If a function is L-smooth, then M (x,y) = L is a trivial choice of directional smoothness function. In
the rest of this section, we construct different M functions that provide tighter bounds on f while
still being possible to evaluate. The first is the point-wise directional smoothness,

. ly — |2 '

Point-wise smoothness is a directional estimate of L and satisfies D(z,y) < 2L. Indeed, L can be
equivalently defined as the supremum of D(x, y)/2 over the domain of f (Beck,2017). If f is convex
and differentiable, then D(z,y) is a directional smoothness function according to Definition[2.1]

“

Lemma 2.2. If f is convex and differentiable, then the point-wise directional smoothness satisfies,
D(z,y
FW) < F@) + (Tf @)y — o)+ 20Dy a2 0

See Appendix [A](we defer all proofs to the relevant appendices). In the worst-case, the point-wise
directional smoothness D is weaker than the standard upper-bound M (x,y) = L by a factor of two.
This is not an artifact of the analysis and is generally unavoidable, as the next proposition shows.

Proposition 2.3. There exists a convex, differentiable f and z,y € R® such that if t < 2, then

fy) > f@) + (Vf(x),y — )+ HVF(z) = Vi)
2|y — |2

” ly — |13 (©6)
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Figure 2: Illustration of GD with n, = 1/L. Even though this step-size exactly minimizes the
upper-bound from L-smoothness, M}, directional smoothness better predicts the progress of the
gradient step because M}, < L. Our rates improve on L-smoothness because of this tighter bound.

While the point-wise smoothness is easy to compute, this additional factor of two can make Equa-
tion (3)) looser than L-smoothness — on isotropic quadratics, for example. As an alternative, we
define the path-wise directional smoothness,
Vilx+tly—=x))-Vf(x),y—=x
Awy) = sup IR0 HI @) ©
t€[0,1] tlly—=||

and show it verifies the quadratic upper-bound and satisfies Definition 2.T|even without convexity.
Lemma 2.4. For any differentiable function f, the path-wise smoothness (1)) satisfies

FW) < F@)+ (TF @)y — ) + 20Dy ®

Path smoothness is tighter than point-wise smoothness since A(x,y) < D(x,y), but hard to compute
because it depends on the chord between x and y. That is, it depends on the properties of f on the line
{tx 4+ (1 — t)y : t € [0,1]} rather than solely on the points « and y like the point-wise smoothness.

Point-wise and path-wise smoothness are constructive, but they may not yield the tightest bounds
in all situations. The tightest directional smoothness function, which we call the optimal point-wise
smoothness, is the smallest number for which the quadratic upper bound holds,

_ ) = @) = (V@) y — )|

2
3lly — =l

H(z,y) ©))

By definition, H is the tightest possible directional smoothness function; it lower bounds any constant
C that satisfies the quadratic bound (@)). Thus, H(z,y) < M(x,y) for any smoothness function M.

The directional smoothness functions introduced in this section represent different trade-offs between
computability and tightness. The optimal point-wise smoothness H (z, y) requires access to both
the function and gradient values, whereas the point-wise directional-smoothness D(z, y) requires
only access to the gradients and convexity. In contrast, the path-wise direction smoothness A(z, y)
satisfies Lemma [2.4] with or without convexity, but may be hard to evaluate.

3 Path-Dependent Sub-Optimality Bounds

Using directional smoothness, we obtain a descent lemma which depends only on local geometry,

2
N M (g, X1
O R e [\ (10)
See Lemma If 9y, < 2/M (2, x+1), then GD is guaranteed to decrease the function value and
we call n, adapted to M (xy, xx+1). However, computing adapted step-sizes is not always straight-
forward. For instance, finding 0y, = 1/M (2, 2x+1(nk)) requires solving a non-linear equation.

The rest of this section leverages directional smoothness to derive new guarantees for GD with arbi-
trary step-sizes. We emphasize that these results are sub-optimality bounds, rather than convergence
rates; a sequence of adapted step-sizes is required to convert our propositions into a convergence
theory. As a trade-off, our bounds reflect the locality of GD, rather than treating it as a global method.
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We start with the case when f has lower curvature. Instead of using strong convexity or the PL-
condition (Karimi et al.,|[2016), we propose the directional strong convexity constant,

(V@ ty—2)) =V (w)y—a)

w(z,y)= inf (11
)= 4 My — T3
If f is convex, then u(x,y) > 0 and it verifies the standard lower-bound from strong convexity,
p(z, y)
Fy) = @) +(Vf(2)y —2) + =5y = =3 (12)
Moreover, we have p(z,y) > p when f is p—strongly convex. We prove two bounds for convex
functions using directional strong convexity. For brevity, we denote M; := M (xz;,x;11), p; :=

wi(zi, x*), 0; = f(x;) — f(x*), and A; = ||x; — 2*||3, where x* is a minimizer of f.
Proposition 3.1. If f is convex and differentiable, then GD with step-size sequence {ny.} satisfies,

iNi

O < [H At md)| 0+ | T O rndm) | TEIVF@B. a3)
i€g i€B | j>i,j€G

where \i=n;M;—2, G = {i : n; <2/M;}, and B = [k]\G.

The analysis splits iterations into good steps G, where 7, is adapted to the directional smoothness,
and bad steps 13, where the step-size is too large and GD may increase the optimality gap. When f is
L-smooth and p-strongly convex, using the step-size sequence 7, = 1/L gives

k

Fars) — fa™) < [H (1- “(QLM/L))] (f(wo) — £(=") (14)
i=0

where p; (2 — M;/L) > p. Thus, Equation gives at least as tight a rate as standard assumptions

by localizing to the convergence path using any directional smoothness M. When M; < L, the gap

in constants yields a strictly improved rate (see Figure[2). We also prove a more elegant bound.

Proposition 3.2. If f is convex and diﬁferentiable then GD with step-size sequence {ny,} satisfies,

[H - Minz o+ Z H Nﬂ?g (MVT]‘ ) ||vf(xz)||2 (15)

L+ pians =0 |5 L Hgems | L pian

Unlike Proposition [3.1] this analysis shows linear progress at each iteration and does not divide &
into good steps and bad steps. In exchange, the second term in Equation (I35) reflects how much
convergence is degraded when 7; is not adapted to the directional smoothness function M. We
conclude this section with a bound for when there is no lower curvature, meaning p; = 0.

Proposition 3.3. Let T), = Zf 0 MiTit1/ Zf o Mi- If f is convex and differentiable, then GD satisfies,
lzo — 213 kg mPnMs — DIVS ) o
2 Zz oM 2 Zz o'

Eq. (I0) is faster than standard analyses whenever M; < L; it will be a key tool in the next sections.

f(@e) — fa") <

3.1 Path-Dependent Acceleration

Now we show that directional smoothness can also be used to derive path-dependent sub-optimality
bounds for accelerated algorithms — that is, methods obtaining optimal rates for smooth, convex
optimization. In particular, we study Nesterov’s accelerated gradient descent (AGD) (Nesterov, |1983)
and prove that directional smoothness leads to tighter rates given adapted step-sizes. Throughout this
section we assume that f is p-strongly convex with y = 0 when f is merely convex.

Although our analysis uses estimating sequences (Nesterov et al., [2018)), we state AGD in the
following “momentum” formulation, where y, is the momentum and «, the momentum parameter,

Try1 = Yk — WV f(Yr)

k
ajy = (1- Oék+1)04iLn:1 + M1 Qe 1 a7
ak(l — ak) (

Thi1 — Tg) -
2
oy + Qg1

Yk+1 = Tht1 T
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If n < 1/M(xg, k1), then Equation combined with 1 — n, M (2, T141)/2 > 1/2 implies,

Fen) < £ =TIVl (18)

Our analysis leverages the fact that this descent condition for x; is the only connection between
the smoothness of f and the convergence rate of AGD. Since Equation depends only on the
step-size 7, we can replace L within the analysis of AGD with a sequence of adapted step-sizes. The
following theorem controls the effect of these step-sizes to obtain path-dependent bounds.

Theorem 3.4. Suppose f is differentiable, p—strongly convex and AGD is run with adapted step-sizes
e < 1/ M. If u > 0 and oy = /Mop, then AGD obtains the following accelerated rate:

k
fa) = F@) < [T = vim) [ £ao) = fla*) + Sllwo — 23] (19)
1=0

Let yin = mingepy) 1. If 1 > 0 and oo € (\/po, ), where c is the maximum value of awg for which
2
Q=Moo

Yo = i oan) satisfies Yo < 3/Tmin + 1, then AGD obtains the following rate:

* 4 * Yo *
flewn) = £ < s [fe0) = £+ Yl =B @0)

If n, = 1/Mj;, > 1/L, then these rates are strictly faster than those obtained under L-smoothness
and Theorem [3.4] shows that AGD provably benefits from taking the largest possible steps given the
local geometry of f. However, obtaining accelerated rates when p = 0 requires prior knowledge of
the minimum step-size; while this is straightforward for L-smooth functions, it is not clear how to
extend such result to non-strongly convex acceleration with locally Lipschitz gradients. For example,
while H. Li et al. (2023) show that the (r, [)-smoothness (a valid directional smoothness function) is
bounded over the iterate trajectory, their rate does not adapt to the optimization path.

4 Adaptive Learning Rates

Converting our sub-optimality bounds into convergence rates requires adapted step-sizes satisfying
Nk < 2/M (2k, Tr41). Given an adapted step-size, the directional descent lemma (Equation (10})
implies GD decreases f and we can obtain fast rates if the step-sizes are bounded below. However,
T4 1s itself a function of 7, meaning adapted step-sizes are not straightforward to compute.

For L-smooth f, the different directional smoothness functions M introduced in Section [2] satisfy
M (zp, xg+1) < 2L. This implies n, < % is trivially adapted. As such step-sizes don’t capture local
properties of f, we introduce the notion of strongly adapted step-sizes, which satisfy

e = 1/M (@11 (mk), Tk)- 21
Equation (I0) implies GD with a strongly adapted step-size makes guaranteed progress as,
fana) < flon) = M (@aenan)] IV @)l (22)

This progress is greater than that guaranteed by L-smoothness when M (xy, xx+1) < L and holds
even when f is not L-smooth. However, it is not clear a priori if (i) strongly adapted step-sizes exist
or if (ii) any iterative method achieves the progress in Eq. (ZI)). Surprisingly, we provide a positive
answer to both questions. Strongly adapted 7, are computable and we also prove GD with the Polyak
step-size adapts to any choice of directional smoothness, including the optimal point-wise smoothness.
Before presenting this strong result, we consider the illustrative case of quadratic minimization.

4.1 Adaptivity in Quadratics

Now we show that step-sizes adapted to both the point-wise smoothness M and the path-wise
smoothness A exist when f is quadratic. Let f(x) = x" Bx/2 — ¢ 2, where B is positive semi-
definite. Assuming {#y, } is strongly adapted to the directional smoothness, Equation implies

12 %12 12 k
lwo —a™lls _ _ llwo —a"[l5 o — 2[5 22i—0 M (@i, %iy1)
<
k - k -
2 Zi:o T]i 2 Zi:o L Q(k + ]-) k + 1

M(zi,xit1)

f@e) = f@7) <

(23
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Figure 3: Performance of GD with different step-size rules for a synthetic quadratic problem. We
run GD for 20,000 steps on 20 random quadratic problems with L = 1000 and Hessian skew. Left-
to-right, the first plot shows the optimality gap f(xx) — f(x*), the second shows the point-wise
directional smoothness D(zy, Zk+1), and the third shows step-sizes used by the different methods.

where we used n; M; = 1 as well as Jensen’s inequality. This guarantee depends solely on the average
directional smoothness along the optimization trajectory {zo,x1, ...}. When f is quadratic, we can
exactly compute these smoothness constants. In particular, the point-wise directional smoothness is,

D(zi,zi1) = 2| BV f(2:)|2/V f (i) 2-

Notably, D(x;, x;4+1) has no dependence on z;1 and the corresponding strongly adapted step-size is
given by n; = ||V f(z;)||2/(2||BV f(z;)||2) — see Lemma|C.1] Remarkably, this expression recovers
the step-size proposed by Dai and Yang (2006), who show it approximates the Cauchy step-size
and converges to the “edge-of-stability” (J. Cohen et al.,2021) at 2/L as k — oco. Combining this
simple expression with Equation (23) gives a fast, non-asymptotic convergence rate for GD and new
theoretical justification for their work.

We can also compute the path-wise directional smoothness in closed form. As Lemma|[C.2] shows,
Alwi,wig1) = V(i) BV f(xi)/V f(2) 'V f(2),

and n; = Vf(2;)"Vf(z:)/[Vf(z;) T BV f(2;)] is the well-known Cauchy step-size. Path-wise
directional smoothness thus provides another interpretation (and convergence guarantee) for the
Cauchy step-size, which is traditionally derived by minimizing f(z — nV f(x)) in 7.

4.2 Adaptivity for Convex Functions

In the last subsection, we proved that strongly adapted step-sizes for the point-wise and path-wise
directional smoothness functions have closed-form expressions when f is quadratic. Moreover,
these step-sizes recover two classical schemes from the optimization literature, giving them new
justification and fast convergence rates. Now we consider the existence of strongly adapted step-sizes
for general convex functions. Our first result gives simple conditions for Equation (ZI)) to have at
least one solution when M is the point-wise directional smoothness.

Proposition 4.1. If f is convex and continuously differentiable, then either (i) f is minimized along
the ray x(n) = x — nV f(x) or (ii) there exists ) > 0 satisfying n = 1/D(x,x — nV f(z)).

The next proposition uses a similar argument with slightly stronger conditions to show existence of
strongly adapted step-sizes for the path-wise smoothness.

Proposition 4.2. If f is convex and twice continuously differentiable, then either (i) [ is minimized
along the ray x(n) = x — nV f(x) or (ii) there exists n > 0 satisfying n = 1/A(z,x — nV f(x)).

Propositions .1 and [.2] do not assume the global smoothness; although neither proof is constructive,
it is possible to compute strongly adapted step-sizes for the point-wise directional smoothness using
root-finding methods. We show in Section 5 that if f is twice differentiable, then strongly adapted
step-sizes can be found via Newton’s method using only Hessian-vector products, V2 f(z)V f(x).

4.2.1 Exponential Search

Now we show that the exponential search algorithm developed by Carmon and Hinder (2022) can
be used to find step-sizes that adapt on average to the directional smoothness. Consider a fixed
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optimization horizon k and denote by x;(n) the sequence of iterates obtained by running GD from
using a fixed step-size 7). Define the criterion function,

_ o 1VF s ()13
im0 M(@i(n), @iea )|V £ (@i (n) I3

and suppose that we have a step-size 7 that satisfies ¥(n)/2 < n < 1(n). Using these bounds in
Proposition [3.3] yields the following convergence rate,

Y(n) (24)

k 2
F(@) — £ < | PRl g — a3, (25)
While 7 does not adapt to each directional smoothness M (x;, x;11) along the path, it adapts to a
weighted average of the directional smoothness constants, where the weights are the observed squared
gradient norms. This is always smaller than the maximum directional smoothness along the trajectory
and can be much smaller than the global smoothness. Furthermore, we have reduced our problem to
finding n € [¢»(n)/2, 1 (n)], which is similar to the problem Carmon and Hinder (2022)) solve with
exponential search. We adopt their approach as Algorithm[I]and give a convergence guarantee.

Theorem 4.3. Assume f is convex and L-smooth. Then Algorithm[I|with ng > 0 requires at most
2K (loglog(2n9/L) V 1) iterations of GD and in the last run it outputs a step-size 1 and point

Tk = 3= ZiK:_Ol x;(n) such that exactly one of the following holds:

Casel: n=mng and [f(Tg)— flz*)< M
2K
lzo — 23

Case2: n#mny and f(Tg)—f"<

2K S o IV F ()2

where M; % M (x5, ;1) and ; are the iterates generated by GD with step-size 1)’ € [n, 2n).

PO MinW(x;)n%]

Theorem [4.3|requires f to be L-smooth, but has only a log log dependence on the global smoothness
constant. Moreover, the rate scales with the weighted average of smoothness constants along a very
close trajectory {z, x5, ...}. In the next section, we give convergence bounds that depend on the
unweighted average of the directional smoothness constants along the actual optimization trajectory.

4.2.2 Polyak’s Step-Size Rule

Our theory so-far suggests using strongly adapted step-sizes, but neither root-finding nor exponential
search are practical methods for large-scale optimization. Thus, we now consider other step-size
selection rules which may leverage directional smoothness. In particular, the Polyak step-size sets,

e =7 (f(xx) = F(@) /IIV f(@)]l5, (26)

for some v > 0, which is optimal for smooth and non-smooth optimization (Hazan and Kakade,2019)
given knowledge of f(w*). Surprisingly, we show that GD with the Polyak step-size also achieves
the same guarantee as strongly adapted step-sizes without knowledge of the directional smoothness.

Theorem 4.4. Suppose that | is convex and differentiable and let M be any directional smoothness
function for f. Let Ag := ||zg — x*||3. Then GD with the Polyak step-size and y € (1, 2) satisfies

- . (7)Ao
Tr) — f(a7) <
f@y) = fla") < 25 M (i, 2440) 7!

where c(v) =v/(2 =) (y — 1) and T}, = Z;:Ol [M (2, xi11) ;] / (Zi:ol M(Iiyxi+1)71)'

; 27

Theorem [4.4 measures sub-optimality at an average iterate obtained using the directional smoothness.
However, it also holds for the best iterate, £} = arg min, ¢y f (z;), meaning no knowledge of the
directional smoothness is required to obtain the guarantee. We prove an alternative guarantee for the
Polyak step-size in Theorem[D.2} where the progress depends on the sum of step-sizes rather than
on the average directional smoothness. This shows that the step-size in Equation (26)) can itself be
viewed as a measure of local smoothness, albeit without formal justification.
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Compared with the standard guarantee for the Polyak step-size under L-smoothness, f(Z)— f(z*) <
2LA(/k (Hazan and Kakade, |[2019), our analysis in Theoremwith the choice v = 1.5 yields

SAO < 3A0 Z:;é M(mi,‘riJrl)
Zk 1M(xiaxi+1)71 ~ kK k

where the second bound follows from Jensen’s inequality and shows that the convergence depends
on the average directional smoothness along the trajectory, rather than on L. If f is L-smooth, then
M (2, x+1) < L immediately recovers the classic rate for Polyak’s method up to a 3/2 constant
factor. If f is not L-smooth, but M (zj, z+1) is bounded, then Equation generalizes the O(1/k)
rate proved concurrently by Takezawa et al. (2024)), but for any choice of directional smoothness (of
which (Lo, L1)-smoothness (Jingzhao Zhang et al.,|2020) is but one).

f(@x) — f(2") <

?

Comparison with strongly adapted step-sizes. As we saw for quadratics, strongly adapted step-sizes
for any directional smoothness function allow us to obtain the following convergence rate,

2
[wo — 2™ [l5
k—1 1
2> 0 M(zi, i) ~!
This is matches the guarantee given by Equation (17_7[) up to constant factors. As a result, we give a

positive answer to the question posed earlier in this section: GD with the Polyak step-size achieves
the same convergence for any smoothness function M as GD with step-sizes strongly adapted to M.

f@e) — fz") <

Application to the optimal directional smoothness. Theorem holds for every directional
smoothness function M. Therefore we can specialize Equation with the optimal point-wise
directional smoothness H (as defined in Equation (#)) and v = 1.5 to get the guarantee,

: . 3o — =13
min [f(z:) ~ f@")] < <y -
i€[k—1] Yoico H(ws, xip1)™

This rate requires computing the iterate with the minimum function value, but that is easy to track
during optimization. Unlike our previous results, Equation (28)) requires no access to the optimal
point-wise smoothness, yet obtains a dependence on the tightest constant possible.

(28)

4.3 Normalized Gradient Descent

Now we change directions slightly and study normalized GD, whose convergence also depends on the
directional smoothness. Normalized GD uses step-sizes which are divided by the gradient magnitude,

Nk
Tht1 = Tk — r=7— V.S (Tk)- (29)
IV f(r)l|2
Our next theorem shows that normalized GD obtains a guarantee which depends solely on the average
of the point-wise directional smoothness Dy, := D(xy, 2x+1) despite no explicit knowledge of Dj,.

Theorem 4.5. Suppose that f is convex and dlﬁerentlable Let D be the point-wise directional
smoothness defined by Equation @) and Ag := ||xg — x*||3. Then normalized GD with a sequence of
non-increasing step-sizes ny, satisfies

B+ iy 02 (f(xo) f(fc*)>+Ao+Z Z Mz zis1)

k2 2

f(@) = f(a7) < 2

,» (30)
=0

where Ty = argminge,_1) f(2). If max;ep—1) M (2;,i11) is bounded for all k (i.e. f is L-
smooth), then for n; = 1//i we have f(iy) — f(x*) € O(1/k) and for n; = 1/\/i we get the
anytime result f(z1) — f(z*) € O(log(k)/k).

Theorem 4.5 gives a rate for normalized GD which is valid for any convex f without any dependence
on global smoothness. However, does not adapt to any smoothness function like the Polyak step-size.

5 Experiments

We evaluate the practical improvement of our convergence rates over those using L-smoothness
on two logistic regression problems taken from the UCI repository (Asuncion and Newman, [2007).
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Figure 4: Comparison of GD with 7y, = 1/, step-sizes strongly adapted to the point-wise smoothness
(k. = 1/D(xk, xk+1)), and the Polyak step-size against normalized GD (Norm. GD) and the AdGD
method on three logistic regression problems. AdGD uses a smoothed version of the point-wise
directional smoothness from the previous iteration to set 7. We find that GD methods with adaptive
step-sizes consistently outperform GD with 7, = 1/L and even obtain a linear rate on horse-colic.

Figure [I| compares GD with strongly adapted step-sizes 7 = 1/M},, where M}, is the point-wise
smoothness, against GD with the Polyak step-size. We also plot the exact convergence rates for each
method, Equation (I6) and Equation (27), respectively, and compare against the classical guarantee
for both methods. Our convergence rates are an order of magnitude tighter on the ionosphere
dataset and display a remarkable ability to adapt to the path of optimization on mammographic.

Figure [3|compares the performance of GD with strongly adapted step-sizes and with the fixed step-
size m, = 1/L for a synthetic quadratic with Hessian skew (R. Pan et al., 2022)). Results are averaged
over twenty random problems. We find that strongly adapted step-sizes lead to significantly faster
convergence. Since Ay, Dy, < L, the adapted step-sizes are larger than 2/ L, especially at the start of
training; they eventually converge to 2/L, indicating these methods operate at the edge-of-stability
(J. Cohen et al.,|[2021}; J. M. Cohen et al., 2022)). This is consistent with Ahn et al. (2022)) and Y. Pan
and Y. Li (2023)), who show local smoothness is correlated with edge-of-stability behavior.

We conclude with a comparison of empirical convergence rates on three additional logistic regression
problems from the UCI repository. We compare GD with 7, = 1/L, GD with step-sizes strongly
adapted to the point-wise smoothness (1, = 1/D}), GD with the Polyak step-size (Polyak), and
normalized GD (Norm. GD) against the AdGD method (Malitsky and Mishchenko,2020). The Polyak
step-size performs best on every dataset but ozone, where GD with 7, = 1/ Dy, solves the problem to
high accuracy in just a few iterations. Thus, although Polyak step-sizes have the optimal dependence
on directional smoothness, computing strongly adapted step-sizes can still be advantageous.

6 Conclusion

We present new sub-optimality bounds for GD under novel measures of local gradient variation which
we call directional smoothness functions. Our results hold for any step-sizes, improve over standard
analyses when 7, is adapted to the choice of directional smoothness, and depend only on properties
of f local to the optimization path. For convex quadratics, we show that computing step-sizes strongly
adapted to directional smoothness functions is straightforward and recovers two well-known step-size
schemes, including the Cauchy step-size. In the general case, we prove that an algorithm based on
exponential search gives a weighted-version of the path-dependent convergence rate with no need for
adapted step-sizes. We also show that GD with the Polyak step-size and normalized GD both obtain
fast rates with no dependence on the global smoothness parameter. Crucially, the Polyak step-size
adapts to any choice of directional smoothness, including the tightest possible parameter.
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A Proofs for Section 2]

Lemma 2.2. If f is convex and differentiable, then the point-wise directional smoothness satisfies,

F0) < £(2) + (TF@)y - a) + 2Dy ) ®)

Proof. By the convexity of f we have

f@) +(Vf(x),y —z) < f(y).

Rearranging and then using Cauchy-Schwarz we get

fla ) < f ( )+ (Vf(z),z —y)

W) + (Vi) z—y) +(Vf(z) - f(y)7a?—y>

y) (VIW),z =)+ IVf(@) = VIWlllle -yl

)+ (V). ) + Mnm—ynz. =
Lemma 2.4. For any differentiable function f, the path-wise smoothness (7)) satisfies

fly

F) < @) + (VH(a)y - 2) + 20Dy g ®

Proof. Starting from the fundamental theorem of calculus,
1
£0) = 1a) = (V) y =) = [ (Vfa+tly =) - Vfa)y ) di
0

1
< [ Ayl - ol
0

A
= ATy g

which completes the proof. O

Proposition 2.3. There exists a convex, differentiable f and x,y € R such that if t < 2, then

F9) > (@) + (Vi (@)y — o) + IO VIO,

2
. (6)
20y — 2l 7l

Proof. Let Hy denote the optimal pointwise directional smoothness associated with some convex

and differentiable function f : R? — R (as defined in Equation (4)), and D denote the pointwise
directional smoothness associated with f (as defined in Equation (4))). For any ¢, the statement of (6)

is equivalent to saying Hy > tw for all -, y € R? and convex, differentiable f. Observe

that Lemma already shows that for all convex and differentiable functions f : R — R

Hy(x,y) < Dy(a.y) = ”Vﬂ';_y )l

for all 2,y € R<. In order to show that this is tight, we suppose by the way of contradiction that there
exists some 2 > ¢ > 0 such that for all convex and differentiable functions f : R — R

IVf(z) = Vil
Hf(x,y) <t- Iz —y]| GD

for all z,y € R. We shall show that no such ¢ exists by showing for each such ¢ there exists a function
/¢ such that Equation does not hold.
Consider f.(x) = va2 + €2 for e < 1. The function f is differentiable. Moreover

2
T " €

\/ﬁ’ fe(l’):mzo

fi(z) =
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Therefore f is convex. Let g(z) = |x|. Fix x = 1 and y = 0, we have
lg(z) — g(y) —sign(y) - (z — y)| < [fe(@) = fe(y) — fi(y) - (@ — )| + |g(z) — fe(@)]
+19(y) — fe)| + [(f(y) — sign(y)) - (= — y)|
= Ifu(@) = fel) = L) - @ =yl + 1= VT e
+ ’0—\/?2‘ 10— 0)-(1—0)
< [fe(z) = fe(y) — fiy) - (z — y)| + 2¢.

Now observe that
9(x) = g(y) —sign(y) - (z —y) = [1[ = [0] = 0- (1 - 0) = L.
Therefore
[fe(@) = fe(y) = fiy) - (x—y)l =1 - 2¢. (32)
By definition we have 3|z — y||* = 1, therefore
_ e(@) = fely) = fe(w) - (= = y)|
sz =yl

But by our starting assumption we have that there exists some ¢ < 2 such that Hy(x,y) <

Hy(z,y) > 2 — 4e. (33)

tw for all differentiable and convex functions f. Applying this to f = f. we get
(1) — f1(0 1
1] V1+e€?

Combining Equations (33) and (34) we have
92— de < Hy (1,0) <t
Rearranging we get
2—t<A4e
Choosing € = 25 > 0 we get a contradiction. It follows that the minimal ¢ such that H(z,y) <
t'f(”i;f(”' for all convex and differentiable f is ¢ = 2. O

lz—yl

Lemma A.1. One step of gradient descent with step-size 1y > 0 makes progress as

Fann) < o) = e (1= 2RI ) 1o (),

Proof. Starting from Equation (@), we have

M (g, 2r41)

fwrgr) < flan) + (Vf(ar), 2o — or) + [@rs1 — 2|3

2
~ fo) = el VAol + B Th) 1 2
= fon) = (TR 9 ()
O
B Proofs for Section
Lemma B.1. If f is convex, then for any x,y € R%,
FW) 2 @) + () - 2) + POy g 35)

If [ is u strongly convex, then u(x,y) > pu.
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Proof. The fundamental theorem of calculus implies
1
f@) = (VS @y =) = [ (Ve +tly =) = VS()y - a)di
0

1
> / p(z, y)tl|z — yl|3dt
0

_ plz,y) H
2
Note that we have implicitly used convexity to verify the inequality in the second line in the case where

w(z,y) = 0. Now assume that f is p strongly convex. As a standard consequence of strong-convexity,
we obtain:

(Vf@+tly—=)-Vf@)y—z) (Vix+ily—2z)-Vi@)ze+tly—x)—x)
tz —yli3 2z —yl3
lz —t(y — @) — |3
#2lly — =13

— |3

= U
O

Proposition 3.1. If f is convex and differentiable, then GD with step-size sequence {ny.} satisfies,

o < [H (L + miXips)

i€G

iAi
s+ | T Qrmnm)| SEIVF@B. a3

i€B |j>1,5€6

where A\;=n;M;—2, G = {i : n; <2/M,}, and B = [k]\G.

Proof. First note that A\; < 0 fori € G and \; > 0 for i € B. We start from Equation ,

Fonen) < fo) +n (AL 1) 9

A A
= o)+ neg | "SE IV 0] + Lacs - | P19 A 01|

* nk)‘k
< o)+ Tueo - Induga (o) = £ )]+ ies | 25419 AR
where we used that directional strong convexity gives

IV @)l3 > 20 (f (2x) = f(27)).
Subtracting f(«*) from both sides and then recursively applying the inequality gives the result. ]

Proposition 3.2. If f is convex and differentiable, then GD with step-size sequence {ny,} satisfies,
H Nlnz
1 + Hit175

Proof. Let Ay = ||z3, — 2*||% and observe

m3 _
+Z B (M )IIVf(fvl)llz (15)

e ]>21+ug+1m T+ iy

A = |lzg = 2ppr + 2ppn — 275 = Apyr + |2 — 2pga[l3 + 2 (2 — Tag1, T — 7).
Using this expansion in Ay, 1 — Ag, we obtain
Ap1 — Ap = —[lag — zpp |13 — 2 (@k — Tpg1, Thgr — @)
= =iV f(@R)ll3 = 20 (V[ (2r), Tpp1 — 27)
= IV f(@)l3 = 2m (V f (@), whgr — ax) — 2 (V f (2n), 23 — 27) -
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Now we control the inner-products with directional strong convexity and directional smoothness.

< <RIV (@) B = 2 (9 on), ongn = ) + 20 [F(0%) = S () = 5 A
2
< IV F@) 3+ 2me [f Flan) + 2T 1 10y
+ 2y | f(@") = flaw) — }

()13 4 2k [f(2*) = F@rs1)] — prmel

= 0 (M (g, Trg1)e — 1) ||
— D)V F(@r)ll3 — mettns1Drs1 — pme A,

Vf
< (M (e, Tr1 ) IV f
where the last inequality follows from pj strong convexity between x4 1 and x*. Re-arranging
this expression allows us to deduce a rate with error terms depending on the local smoothness,
= (L4 pr1) Der < (1= o) Ay + 17 (M (@, wp1)n — 1) |V f () |3
<= pwne] Ay + i (M (g, 1) = 1) |V f ()13

1-— 2 M -1
o Ay < Lol RO e =)y g
1 + o417k L+ pget 17k
H ,LLZT]’L
N I+ Hi+175
- =] | 02 (M (g, i) — 1)
_|_Z H H3M51 | M i Tip 1)1 IV £
i=0 | j=i+1 L+ pjan; L+ pitami

O
Proposition 3.3. Let7), = foo iTit1/ Ziﬂo n;. If f is convex and differentiable, then GD satisfies,

|zo — =*||3 n S o n2 (s z—l)IIVf(:vz)Hg
222 oM 221 o'

Proof. Let Ay = |71, — 2*||% and observe

f@r) — f@") < (16)

A = [lzg = 2ppr + rpn — 25 = Appr + |2 — 2pga |3 + 2 (2 — Tag1, g — 7).
Using this expansion in Ay, 1 — Ag, we obtain
Apy1 — A = —[lzr — zppal5 — 2 (wh — Tpp1, Trgr — %)
= =iV @i)ll5 = 2m (V (), Trp1 — 2%)
= =il VF(@i)l3 = 20 (V f (), 21— 21) — 200 (V f (1), 2 — 7).
Now we use convexity and directional smoothness to control the two inner-products as follows:
Ayt = Ap < =i lIVf(@n)ll3 — 20w (f (21) = f(2*)) = 2 (V(2r), Ths1 — z1)
< =l Vf (@)l = 2 (F(2r) = £(27)) + 200 (f (2r) = f(@r41))
1M (g, w1) |V ()3
= N (M (2, 2p41) = DIVF @) 13 = 2 (f (@) = f27).

Re-arranging this equation and summing over iterations implies the following sub-optimality bound:

k k 2
i oy o Do+ 3o n(miM (2, wig1) — DIV ()13
Z % (f(@it1) — f(2)) < 0 2.
=0 22i=0 i 2 Ez o'l
Convexity of f and Jensen’s inequality now imply the final result,
k
Do + Do W (M @iy wi1) = DIV (i)]5

22 —o i

= f(Tr) — f(z7) <
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B.1 Path-Dependent Acceleration: Proofs

This section proves Theorem [3.4]using estimating sequences. Throughout this section, we assume
1 > 0 1is the global strong convexity parameter, where i = 0 covers the non-strongly convex case.
We start from the estimating sequences version of Equation (I7), which is given as follows:

o = (L — ar) vk + mrapu
Vi1 = (1 — o)y + awp
B 1
e+ agp
Try1 = Yk — V. (Yr)

Yk [k YiVE + Vit1Tk]

(36)

1
Vpp1 = — [(1 — ) ek + cnpiyr — axV f (yr)] -
Ve+1

The algorithm is initialized with ¢ = vg and some g > 0. Note that yy = x¢ = v since yi is a
convex combination of zj, and vy. First we prove that this scheme is equivalent to the one given in
Equation (I7).

Lemma B.2. Equation (36) and Equation (17) lead to equivalent updates for the yy, xy, and oy,
sequences. Moreover, given initialization g > 0, the corresponding initialization for oy is,

ap = %0 ((u —70) + /(70 — 1) + 470/770) : (37

Proof. The proof follows Nesterov et al. (2018 Theorem 2.2.3). Expanding the definition of vy 1,
we obtain

1 1-— (052
V1 = [() (v + )y — Ver12k] + arpyr — aka(yk)}
VYk+1 Qi
1 1 — ag)ve 1—ay Qg
= [( il Yk +Myk} _ )xk - V£ (yx)
Vk+1 Qg Qg Vk+1
! 1
= 2k — B (k) + — (g — )
Qe Qe
TR )
=X — T — X .
k o k+1 k
Plugging this back into the expression for yj1,
— " |
k+1 = QK41 7k+1VE+1 k+2Tk+1
Yr+ Nor1 + Qs F1VE+1Vk+1 T Vh+2T kA
! (o1 +— ( )+
= — |k 1Ve+1 (@ + — (Trt1 — Tk k+2Tk+1
o1 + Qs +17k+ o + Ve+2T k+
1Yk op(l — 1) Yig1 + kORI 17k (1 — )
= -

Tp
g (Vi1 + Qg1 ap(Vht1 + Qrgipt)

agr1Ye+1 (1 — o)

= Tk+1 Tk+1 — Tk
" ar(Yes1 + ak+1M)( " )
AL k 1-— (677
= i1 + ;17 +1(_ — ) (karl o xk)
ag (’)’k+1 + ak+1/nk ( ak+1)’7k+1)
o Ozk(l — Ozk)
ket (kg1 +af) (Zher = 1)

Note that this update is consistent with Equation (17). Since v = o3 /1, we can write,

g1 = Mog1 (1 = g 1) Ve + o1 Qg1
_ Nk+1
Nk

(1 — Q1) QG + Mo 1 Qg1 145
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which is also consistent with Equation (I7). Finally, the initialization for oy is determined by o in
Equation (36) as,

ag = 1n0(1 = ag)yo + moaop.
The quadratic formula now implies,

ap = %0 ((u —70) + V(0 — 1)+ 470/770) :

This completes the proof. O

As mentioned, our proof uses the concept of estimating sequences.

Definition B.3. Two sequences \j, ¢y are estimating sequences for f if \; > 0 for all £k € N,
limg o0 A = 0, and,

Pr(z) < (1= M) f(2) + Ao (), (38)
for all z € RY.

We use the same estimating sequences as developed by Nesterov et al. (2018). Let Ay = 1, ¢p(x) =
f(x0) + 2|l — 20]|3, and define the updates,

>\k+1 = (]. — Oék))\k

5 (39
dra1(@) = (1= an)ona) + an (£(u) + (VF )2 = ) + Sllo = wal3)
where 1 > 0 is the strong convexity parameter, with . = 0 when f is merely convex. It is straight-
forward to differentiate ¢y to see that vg,1 of Equation is the minimizer. Indeed, Nesterov
et al. (2018}, Lemma 2.2.3) shows that this choice for the estimating sequences obeys the following

canonical form: 5
k+1
5l = vk |3, (40)

where ;41 and vi41 are given by Equation (36) and the minimum value is,

Prt1 () = min Ppp1(2) +

2
min g1 (2) = (1~ ) min 64(2) + . F (o) — 5o |V F ()3

41
N ap(l — o)k ( .

K 2
- —v +(V , Uk — .
(Gl el (VS ), ok~ )

Before we can prove our main theorem, we must show that these choices for Ay and ¢y, yield a valid
estimating sequence. The following proofs build on (Nesterov et al.,2018) and (Mishkin et al., 2024)).

Lemma B.4. Assume oy, € (0,1] forall k € N. If p > 0 and o = pu, then

k—1
M= 0 = Vi) (42)
=0

If u>0and v € (1, b + 3/Nmin), then,
4
- 77mm(70 - M)(k + 1)2 .

A

N (43)

Proof. Assume 9 = p > 0. Then , = p for all k and,

ap = (1 — ag)nip + agnu

= T p-
As a consequence,
k—1
Ak: = H(l - \/T’ku’)a
=0

as claimed.
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Now assume g € (u, 3L + p). Modifying the proof by Nesterov et al. (2018, Lemma 2.2.4), we
compute as follows:

Yerr — k= (1 —ap)y + (o — Dp = (1 —ar) (v — 1)
Recursing on this equality implies
k
a1 = (0 — 1) [0 = ax) = Meya(v0 — ).
=0
If a, = 1 or A, = 0, then using Ag+1 = (1 — )\ implies Ai41 = 0 and the result trivially holds.
Otherwise, recall & /yy+1 = 7, to obtain,

Akt1

1= 5 = on = ()2
k

= (et + Ak (0 — 1)

1/2
1 1 L[ s }
S _|_ _
1 TJmin 1/2
> 17/2 |:)]\ K + nmin(’YO - ,LL):| .
A LR+

Finally, this implies

2(11>><11><1+1>
1/2 1/2 1/2 — 1/2 1/2 1/2 1/2
)\k{i-l )\k{‘rl )\k/ )\k{‘rl )\k/ )\k{i-l Ak/
1 'min 1/2
Z [2\ Ey Thin (Y0 — M)} .
Ay LR+

Moreover, this bound holds uniformly for all £ € N. We have now exactly reached Eq. 2.2.11 of
Nesterov et al. (2018, Lemma 2.2.4) with L replaced by 1/7yin. Applying that Lemma with this

modification, we obtain
4

Thnin (Yo — ) (K + 1)%
which completes the proof. O

Ak

IN

Lemma B.5. [If f is strongly convex with parameter 1 > 0 and n, < 1/ for all k € N, then A\, and
Q1. are estimating sequences.
Proof. Using the quadratic formula, we find

= £ /(= 76)2 + /i
2/ﬂk

aE =
Thus,

N 1/2
(=) + (0= m)* + 49 /) "~ > 0.
is sufficient for o, > 0. This holds if p > . Otherwise, we require,
(b= v) + P/ > (= )%,
which holds if and only if 7,y > 0. On the other hand, we also need o, < 1, which is satisfied
when,

1
A4 A (v — p) + (e — ) < mi(p— ) + 4meve <= e < "

as claimed.

Recall A\g = 1 and A1 = (1 — ag) k. Since o, € ] Ax > 0 holds by induction. It remains to
show that \;, tends to zero, which holds by Lemma|B I since we have shown ay € (0,1] for all k.

Now we establish the last piece,

Pr(z) < (1= i) f() + Ao ().
But this follows immediately by Nesterov et al. (2018, Lemma 2.2.2). O
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Now we can prove the last major lemma before our convergence result.

Lemma B.6. Suppose f is strongly convex with parameter p > 0 and 1y, is a sequence of adapted
step-sizes, meaning Ny, < 1/M (xy, xk+1). Then for every k € N,

mzin ox(2) > f(zk).
Proof. We use an inductive proof again. The inductive assumption is
min g (=) > (),
It is easy to see this holds at £ = 0 since,
70
Po() = f(wo) + o llw — voll3,

implies min, ¢o(2) = f(zo). Using Equation (#I)), we obtain

2
min ¢p1(2) = (1 — ag) min éy.(2) + ar f(yr) — 2;:11 IV f (i) |12

(Gl = vl + (V£ (s 20), 00— i)

ak(l — ak)%

Ve+1
2
> (11— ag)fan) + () = 5= IV P
+ Q2O (| 4 (9 )= ).

where the inequality holds by the inductive assumption. Using convexity of f and recalling
from the definition of the update (Equation (36)),
. "k
min dey1(2) > (1= ar) (f(ue) + (VF () 2 = v) + o f (gi) = S IV F (o)

ar(l—ow)ye (py o )
Yt1 (ZHyk vl + (Vf(yr), vk yk>)

= F(ge) + (1= o) (V)2 — i) = 21V £ )|
+ Oz]g(l - Oék)’Yk
Ve+1

Using the fact that the step-sizes are adapted and invoking the directional descent lemma (i.e.
Equation (T8)) now implies

X
=T
Yk+1 Tk

+

(%Hyk —wll” + (Vf (yk), vk — yk))

min g1 (2) > fawin) + (1= o) (V) = )

ATk (M _ 2 _
B (Rl =l + (9o = ) ).

The remainder of the proof is largely unchanged from the analysis in Nesterov et al. (2018)). The

definition of yy, gives xp, — yr = z:zf (yr — vg), which we use to obtain
. ArVk
min ¢p41(2) > f(wr41) + (1 — o) (Vf(yr), yr — vi)
Z Vk+1
ORVk (M
S (e =l + (9 )~ ) )
Vi+1 \2
pag (1 — ag)ve
= f(®r41) + o llyr — vi|?
VE+1
Z f($k+1)7
since H2e(1=ak)% > () We conclude the desired result by induction. O

27k 41
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The main accelerated result now follows almost immediately.

Theorem 3.4. Suppose f is differentiable, —strongly convex and AGD is run with adapted step-sizes
g < 1/My. If p > 0 and ag = \/mop, then AGD obtains the following accelerated rate:

k
F@rn) = F@*) < [T = vim) [Fo) = fa*) + & llwo - 23] (19)
i=0
Let fyin = minge) . If 1 > 0 and g € (\/no, ), where c is the maximum value of awg for which
Yo = % satisfies Yo < 3/Nmin + 1, then AGD obtains the following rate:
Flare) — o) < L [P0 fe) 4 Do 0] @0)
nmin(’yo - ,u)(k + 1) 2

Proof. We analyze the equivalent formulation given in Equation (36). See Lemma[B.2]for a formal
proof that these two schemes produce the same xg, yg, and «y iterates. Note that our proof follows
Nesterov et al. (2018)) and Mishkin et al. (2024)) closely; while their results are very similar, we are
not aware of pre-existing works which adapt them to our specific setting.

First, observe that M (zy, xi+1) > w for all £ € N. Since the step-sizes 7y, are assumed to satisfy
e < 1/M (2, 2g+1), we also have that n, < 1/p for every k.

Thus, Lemma [B.4] and Lemma [B.5] apply. Using the definition of an estimating sequence and
Lemma|B.6] we obtain,

f(z)) < mindp(2)
< min(l = M) f(2) + Ado(2)
< (L= A f@") + Ao (z”).
Re-arranging this equation and expanding the definition ¢ (Equation (39)), we deduce the following:
flar) = f(@*) < A (do(z7) — f(z"))
= (f@o) = () + Pllao —a*[3)

We see that the rate of convergence of AGD is entirely controlled by the convergence of the sequence
. If o > 0 and 79 = p, then Lemma[B.4]implies

k—1
flaw) = @) < [T (1= vim) [ £(xo) = F@a*) + Sllao — 73]
=0

By Lemma B.2] this initialization is equivalent to choosing cvg = /nof, which is the setting claimed
in the theorem.

Alternatively, if 1 > 0 and v € (p, it + 3/7min ), then,

Flaw) = £a") £ — = [1(a0) = 50 + Ll - °1F].
where the equality,
_ ag —maop
o= no(1 —ao)’

holds by Lemma Since ag < 1 for g < 1/u, 1o is an increasing function of . Thus, an
upper-bound ¢ on «g can be deduced from that on g using the quadratic formula:

30 |, Mo 9 30min + 11\
- — +4
277min 2 ( 2

C =

Nmin) Mo
A 1/2
= 3770 (1 + 4(77min)23nmm + M> — 1] .
Tlmin 9Ino
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C Proofs for Section 4.1]

Lemma C.1. Let B be a positive semi-definite matrix and suppose that

1
flx) = 53:TB$ —c'z.
Let ;11 = x; — nV f(x;). Then for any n > 0, the pointwise directional smoothness between the
gradient descent iterates x;,x;41 is given by

_ BV (@)l

1
5 D@, wi41) = IV f(xi)]l2

Proof. We have by straightforward algebra,

! D) = 19 Cis2) = VSl

[Zit1 — il
| [Bxiy1 — ] — [Bz; — ]2

B 2it1 — zill2

_ IBlzip1 — il |2
lziv1 — zill2

_ BV (@]l
| =0V f(zi)l2

_ 1BV f(i)ll2
IVf(@i)llz

Lemma C.2. Let B be a positive semi-definite matrix and suppose that
1
flx) = imTBx —c'x

Let ;41 = x; — nV f(x;). Then for any n > 0, the path-wise directional smoothness between the
gradient descent iterates x;, T4 is given by by
Vf(x:) "BV f(2;)
Alxg, zi41) = .
(o) = GV (@)

Proof. Let Ay(a, y) = (AUt 20=0) We have

(Vf(x+tly—x) —Vf(x),y—x)
tla -yl
(Blz +tly —2))) —c—[Bx—d,y—a)
tle -yl
(t-Bly — =),y — )
tlla -yl

_(y—=2)"By—x)

lz—yl;

The path-wise directional smoothness A is therefore

At(‘r’y) =

A(z,y) = sup Ai(x,y)

te[0,1]
_ (y — )" By — )
o)z —yl3
_(y—=2)"By—x)

le =yl
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Plugging iny = © — nV f(z) = z — n[Bxz — ¢ in the above gives
A(z,x —nVf(x)) = (—n [Bz — ¢]) B(—n) [Bz — ]

In[Bz - ]ll3
_ (Bx —¢)" B(Bx —¢)
| Bz — cl3
_ (Bx —¢)" B(Bx —¢)
| Bz — cl3
_ V/() BV/()
V)TV f(z)

D Proofs for Section

Proposition 4.1. If f is convex and continuously differentiable, then either (i) f is minimized along
the ray x(n) = x — 0V f(x) or (ii) there exists n > 0 satisfying n = 1/D(x,x — nV f(z)).

Proof. LetZ = {n: Vf(zx —nVf(zx)) = Vf(x)}. Forevery n € Z, it holds that
—(Vf(z = nVf(2)), V() = ~[VI(2)]3

However, since f is convex, the directional derivative

—(Vf(@—n'Vf()), Vi),
is monotone non-decreasing in 7’. We deduce that Z must be an interval of form [0, 7]. If 77 is not

bounded, then f is linear along —V f(x) and is minimized by taking n — co. Therefore, we may
assume 7] is finite.

Let > 7. Then we have the following:
2|z —nVf(x) -2l
IVf(z =V () = Vi)l
2V S ()l

= VIO = e avie) - Vi

x—nVf(x)=a—

from which we deduce

IVf(z =0V f(x) = V@)l2 =2V ()2,
is sufficient for the implicit equation to hold. Squaring both sides and multiplying by 1/2, we obtain
the following alternative root-finding problem:

hn) = LIV S~ aV @)~ (V@ iV @), V@)~ SIVF@IB=0. @4

Because [ is C L B is a continuous function and it suffices to show that there exists an interval in
which & crosses 0. From the display above, we see

h(@) = ~|IVf(2)]3 < 0.
Continuity now implies 31’ > 7 such that h(n’) < 0. Now, suppose h(n) < 0 forall > n’. Working
backwards, we see that this can only occur when
ye 2r=nVi@-als 1
IV =nVf(x) = V@) D),z —nVf(z))
for all > n'. The directional descent lemma (Equation (10)) now implies

o=V 1)) < ) = (1= PEEZIIEN) jos o) < 1(0) - 1I0 1B

Taking limits on both sides as 17 — oo implies f(x — nV f(z)) is minimized along the ray x(n) =
x —nV f(x). Thus, we deduce that either there exists " > 1’ such that h(n”) > 0 exists, or f is
minimized along the gradient direction as claimed. O
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Proposition 4.2. If f is convex and twice continuously differentiable, then either (i) [ is minimized
along the ray x(n) = © — nV f(x) or (ii) there exists n > 0 satisfying n = 1/A(x,x — nV f(z)).

Proof. Let
T ={n:(Vflx—nVf(2),Vf()=[VFf(z)3}.
Since f is convex, the directional derivative
- <Vf(a? - T]/Vf(.%')), Vf(.’l])) )

is monotone non-decreasing in n’. We deduce that 7 must be an interval of form [0, 7]. If 77 is not
bounded, then convexity implies

J f(z —aVf(e) < lim f(z) —n(Vfz -0V i), Vi)
= —o0,

meaning f is minimized along —V f(x). Therefore, we may assume 7 is finite.
We have
" e

iy 1V £@)l3 |
te01] (Vf(z) = Vf(z —tnV[(z)), Vf(z))
Thus, for 7 > 7, the equation we must solve reduces to

.y IV £ @)13
te0.1] (Vf(z) = Vf(z —tnV f(x)), Vf(x))

Since f is C2, h is continuous (see, e.g. Hogan (1973} Theorem 7)) and it suffices to show that there
exists an interval over which A crosses 0.

z—nVf(z)=

— n=

h(n) == =0.

Using Taylor’s theorem, we can re-write this expression as

o I£)13
i<loon (V7 @), V2F (e = alt) VI @)V @)

where for some a(tn) € [0, tn]. Examining the denominator, we find that,

h(n) =

/0 V(@) V2 f(z =V f(2))V f(x)dt = (V f(z =V f(x)) = Vf(2),Vf(z)) =0,
which, since f is convex, implies

Vi) V2 f(z—aVf(z) V() =0

for every a € [0,7]. By continuity of the Hessian, for every € > 0, there exists § > 0 such that
n' € [7,7 + 6] guarantees,

V@) V2 f(z =0/ V@)V fx) <e

Substituting this into our expression for h,

N V5]

h(n') =n te[Ofl] (Vf(x),V2f(x —alty)Vf(z))Vf(x))
< ITSENE
<0,

for ¢, ¢ sufficiently small. Thus, there exists ’ > 7 for which h(n’) < 0.
Now let us show that h(n"") > 0 for some 7"’. For convenience, define

£V £ (@)I3

) = @) — Vi@ — v @), V@)
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Algorithm 1 Gradient Descent with Exponential Search

: Procedure ExponentialSearch(x, ng)
cfork=1,2,3,...do

Nout +— RootFindingBisection (:Jc, 22" 19, 770).

—

if Nout < oo then
Return 7o

end if
end for
End Procedure
Procedure RootFindingBisection(x, nio, 17ni)
Define ¢(n) = n — ¥(n) where ¢ (n) is given in (24) \\ One access to ¢ requires 7" descent
steps.
11: if gf)(’l]m) < 0 then
12:  Return ny;
13: end if
14: if ¢(m0) > O then
15:  Return co
16: end if
17: while n,; > 21, do

18: Thmid = /MoThi
19: if ¢(nmid) > 0 then

VRN RE WD

Ju—

20: Thi = Tmid
21:  else

22: Mo = Mmid
23:  endif

\\ Invariant: ¢(np;) > 0, and ¢ (1) < 0.
24: end while
25: Return 7,
26: End Procedure

which is a continuous and monotone non-increasing function. Take  — oo and let

lim g(n) = c,

n—00

where the limit exists, but may be —oo. Indeed, it must hold that ¢ < oo since,

lim g(n) < g(n') < oo

n—00

If ¢ < 0, then taking n" large enough that g(n”) < 0 suffices. Alternatively, if ¢ > 0, then there
exists 7 such that g(n) < ¢ + € for every > 7. Choosing "’ > max {7}, ¢} + € yields
h(n"y=n"—-gn")>c+e—c—e=0.

This completes the proof. O

Theorem 4.3. Assume f is convex and L-smooth. Then Algorithm[I|with ng > 0 requires at most
2K (loglog(2n9/L) V 1) iterations of GD and in the last run it outputs a step-size 1 and point

Tk = + ZiK;Ol x;(n) such that exactly one of the following holds:

|zo — 2*[I3

Casel: m=m and f(ri)~ fa") < VG

_ex]|2
Case2: n+#m and f(fK)—f*SHxOQKI -

PO Miuwwonal
S o IV )3

where M; & M (x}, ;1) and ; are the iterates generated by GD with step-size 1)’ € [n, 2n).
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Proof of Theorem This analysis follows (Carmon and Hinder, 2022). First, instantiate Equa-
tion (T6) from Proposition [3.3| with 7; = 7 for all 4 to obtain

Hm—xw2+nhZﬁMﬂ%wHMWU@MP—ZiNVﬂ%Wﬂ

F@e) = 1 < 2nk 2%

(45)

Now, observe that if we get a “Lucky strike” and ¢(nn;) = ¢(no) < 0, then specializing Equation
for n = ny we get

_ o llwo — 25
FE) — fla) < PG+ 27”@@HMWf“”2 ;Nvf%m
o m+wzu)< AVl g
< Nlzo =2
2770]€

This covers the first case of Theorem 3]

With the first case out of the way, we may assume that ¢(n;) > () This implies that np; > 1 , since

if n < 1 we have ¢(n) < 0. Now observe that when 7, = 22~ 770 , we have that qb(nlo) <0,
therefore it takes at most k = | From here on, we suppose that
d(mni) > 0 and ¢(n,) < 0. Now observe that the algorithm’s main loop always maintains the
invariant ¢(ny;) > 0 and ¢(n,) < 0, and every iteration of the loop halves 1og 7““ , therefore we
make at most [loglogny L] loop iterations. The output step- size 7)), satisfies 2 < Mo < Mp; and
#(mo) < 0. Specializing Equation (@) for n = 1o and using that ¢(n;,) < 0 we get

o — 213 o S2ig M (2i(mo), i (o) [V £ (o)
2"7lok 2k

2o — 2|5
27]10k’

f@) = f(27) < “ ¢ (mo)

(46)

By the loop invariant ¢(n,;) > 0 we have
K 2
2ico IV f(@i(mi) [l
K 2
> im0 IV (@i (i N2 M (26 (i), i1 (1)
By the loop termination condition we have 7, > ‘2, combining this with the last equation we get
K 2
> Thi > 1 Zi:o ||Vf(xi(77hi)>||2
= K 2 :
2300 IV S (@i (mi) )5 M (3 (116i), i1 (i)
Plugging this into Equation (#6) we obtain
12 K 2
o — 2[5 D2imo IV S (@i(mmi)) [l M (i (ni), i1 (i)
K
k S IV @itm)ll;

It remains to notice that ny; € [0, 2m10]- O

A(1hi) > 0 & 1ni >

f@e) = fa7) <

Theorem 4.4. Suppose that | is convex and differentiable and let M be any directional smoothness
function for f. Let Ao := ||zg — *||3. Then GD with the Polyak step-size and v € (1, 2) satisfies

(7)Ao
2 Zk ! M(l’i7$i+1)71

where c(v) = /(2 —7)(y — 1) and T}, = Zf;ol [M(zi, 1) ;] / (Zk , M($i79€i+1)_1)-

f@e) = fz") < ; 27)

For the proof of this theorem, we will need the following proposition:
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Proposition D.1. Let x € R?. Define n, = ’yfﬁg)fw for some v € (1,2) and let & = x —
1V f(x). Then,

f@) - fan) > 22 @)

v2 Mz, )
Proof. Observe
flx) = f(@%) = f(z) — f(2) + f(2) — f(z7)
> f(z) = f(@). (47)
By smoothness we have
~ =~ M(x,j?) ~ 2
f(@) < fl@) +(Vf(2),& - 2) + —— |z — «|
2M 5
= @) el VF@IE + =Y ED )2
Plugging back into Equation (#7) we get
9 -
1) = 1) 2 mal @) - T g 2
Let us now use the definition of 1, = 7% to get
IM ) iy *
Fla) — £@) 2 47 () — £) - TEHED () p(a))

Assuming that f(x) # f(z*) then we get by cancellation
154 M (2, %)
2
Using the definition of 7, again
o M(z, %) f(x) — f(z¥)
2
2 IVf (@)l

l=vy2—y

Rearranging we get

* 7_1 2 T 2
1) - 1) 2 L vl

If f(x) = f(z*) then ||Vf(x)||§ = 0, both sides are identically zero and the statement holds
trivially. O

Now we can prove our theorem on the convergence of GD with Polyak step-sizes:

Proof of Theorem We start by considering the distance to the optimum and expanding the square

s = 2*[5 = llzx = 2" 5 + 2 {@r1 — @y 2n — &%) + s — zall3
= law — 2|5 — 200 (V f (@), o — @) + 7|V f (@) l3- (48)

Let 6 = f(zx) — f(x*). By convexity we have f(x*) > f(x) + (Vf(xp), z* — x). Therefore
we can upper bound Equation (#8) as

ekt — 2|5 < ok — ™[5 — 200k + 03IV f (i)l
Ok 2
= ||lzk — 2*|[5 — 200k + Mk < ) IV f(xn)l5
IV f ()5

= ||k — 2*|5 = (2 — 7)., (49)
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where in the second line we used the definition of 7. By Proposition[D.I] we have

v—1 2 2
O > . 50
k = v M(.]?k,l‘k+1)||Vf(xk)||2 (50)

Using this in Equation (49) gives

*(12 ® 112 7_1 2 2
Tpil — T <|lxp —x —(2— k Vf(xk
ks =15 < o =213 = @ = o g s IV F @)l

-1 2 1)
= oy —a*|2 - 2 — 7))~ (VW £ ) IV f (x5

¥ M(w,whin) ()ll3

a2 22=-7)( -1
= ||z — -
” g ”2 ’YM(mk,l"kH)
Rearranging we get
22-7)( -1

Sk < |lze — 2% = |mpey — 2%
’YM(xk,l‘kJrl) H ||2 || +1 HQ
Summing up and telescoping we get
k—1
2(2 — -1 .
S 220 s gy — o2

= YM(zi, Tis1)

Let 7, = S M(iwiﬂ)_l Zf;ol M (z;,7i41) " tx;, then by the convexity of f and Jensen’s
inequality we have

< L ki M )16
S M)
< il 1
T22-79)(v-1) Zi:ol M (z;,iq1)

f@x) = f(27)

2
1 |xo — 2[5

O

Theorem D.2. If f is convex and differentiable, then GD with the Polyak step-size and ~y < 2 satisfies,
1

f@) = f@*) £ —————llzo —2"[I3, (D

_ k— k—
where T, = Zizol nixi/ (Zizol 771’)-

Proof. The proof begins in the same manner as that for Theorem .4
k1 = 2*[13 = llze — 2" |15 + 2 (@rir — ap, 2, — %) + [orsr — @l
= llz, = 2* |3 — 2m (Vf (@), 2 — 2*) + 0|V F (@)l
< |l — 2*|I5 — 28k + ni |V f () 3

k 2
= [lon — a5 — 2000k + (72> IV (i)l
IV (i)l
= [l = 2" |15 = (2 = 7)mi.
Re-arranging, summing from ¢ = 0 to £ — 1, and dividing by Zf:_ol Ni»
k-1 - 1
= — (f(xi) = f(w") £ ————— [llwo — 2|13 — llax — 2”[|3]
k k
20 iz i (2=7)Xizom
1
= f@) ~ f(2") £ —————lzo — 273,
(2=7) iz
which completes the proof. O
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Lemma D.3. Normalized GD with step-sizes 0y, satisfies

‘nvfﬁ (VF(2r), VF(@rs1)) < m2M (@, 11) — 6]V F (@) |2- (52)

Proof. By convexity we have
f(@rs1) < f(@e) + (@es1 — o0, VI (@k41))

s

Now note that

% ots )
o, (V@) Vi @) =

——— (Vf(zk), Vf(xx) — Vf(z (54)
- nkIIVf(wk)llz
Sl VI (@r) = VI@e) | = nel[VF(ze)ll2, (55)
where we used Cauchy-Schwarz. Recalling the definition of directional smoothness
aef |V f(@r) = VI(@r)ll _ VS (@r) = Vi (@)l

|2k — Tpt1]] B Nk

M(xg, Try1) =

in Equation (53) gives
7||Vf7(77;k)||2 (V (@), Vf(zhe1)) < mpM(zg, mrgr) — el |V (k) | 2.
O

Theorem 4.5. Suppose that f is convex and dlﬁerentlable Let D be the point-wise directional
smoothness defined by Equation (E[) and Ag := ||xg — x*||3. Then normalized GD with a sequence of
non-increasing step-sizes ny, satisfies

Bo+ iy o (f(xo) . f(x*)) y B0t Doy o 5o Ml o)

o5 R 2% k

where Ty = argminge,_1) f(2). If max;ep_1) M (2;,i11) is bounded for all k (i.e. f is L-
smooth), then for n; = 1//i we have f(i) — f(x*) € O(1/k) and for n; = 1/\/i we get the
anytime result f(z1) — f(z*) € O(log(k)/k).

f(@) = fa7) <

; (30)
i=0

Proof. Here we will first establish that for any non-increasing sequence of step-sizes 1, > 0 we have
that

M

1A+ Zk 017]2 f($0> * - 1 .Z'z, szrl
i < = C G — . 56
zerfllvml] ) = @) < 2 k kn? knk 1 (56)

The specialized results follow by assuming that Zf_ol M@iwin) bounded, which it is the case
of L-Lipschitz gradients. In particular the min;c,—17 f(2:) — f(2*) € O(1/T') result follows by

plugging in n; = 1/+/k and using that

1=0

1
2 _ —_ =
2= =1
=0 i=0
Alternatively we get min;ex—1) f(z;) — f(2*) € O(log(T)/T) by plugging in n; = 1/+/7 + 1 and
using that
k—1 1
Z = < log(k)
= O

f(zo) f(:v*) _ f(fﬂo) *
kg knE, k ~ )
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With this in mind, let us prove Equation (56).

By convexity,

Nk
f@rg1) < flae) - 7@l V(@) TV f (@)
< flak) = mellVF (@n)ll2 + 17 M (2k, ). (Using (52))
Re-arranging, dividing through by 7?7, and then summing over i = 0,--- ,k — 1 gives
k—1 k—1
Vf(x; flx 1 z*
STl S S (1) 1 S
i=0 i i=1 U k-1 ixo
fxo) f) | -
<SS =t Y M (g, i), (57)
Mo Me—1 i=0

where we used that ;1 < 7; = n% - n?l - < 0. Using Jensen’s inequality over the map a + 1/a,

which is convex for a positive, gives

Z K @ il (58)
va zr)ll2 Zf;ol IV f(an)lla/n — L2 —%+Zf§& M (2, 2i41)

0

Meanwhile, recall our notation A; = ||z; — z*||3. Expanding the squares and using that f(x) is
convex, we have that

N i NT (g — g* 2
Aivt =& 2y, )
@) f6)

= A s T

As before, we use 0; := f(x;) — f(z*). Re-arranging, summing both sides of the above over
i=0,...,k — 1 and using telescopic cancellation gives

k—1

Z - d; A0 + ZZ 07

LSl ST 2

Using the above along with (38) gives,

1
in §; < i
i) —zk*#Z”nw )2

i=0 [[Vf(z )H2 i=0
1A0+Z om
25 k=1 mi
ZZ 0 IV f(za)ll
) k—1
§1A0+Z7 o f(2 +ZM$Z7$1+1
2 k kn, knk 1

0 =0

E Experimental Details

In this section we provide additional details necessary to reproduce our experiments. We run our
logistic regression experiments using PyTorch (Paszke et al.,2019). For the UCI datasets, we use the
pre-processed version of the data provided by Fernandez-Delgado et al. (2014]), although we do not
use their evaluation procedure as it is known have test-set leakage. Instead, we randomly perform
an 80-20 train-test split and use the test set for validation. Unless otherwise stated, all methods are
initialized using the Kaiming initialization (He et al.,[2015)), which is standard in PyTorch.
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In order to compute the strongly adapted step-sizes, we run the SciPy (Virtanen et al., 2020) imple-
mentation of Newton method on Equation (@4). In general, we find this procedure is surprisingly
robust, although it can be slow.

Figure [I} We pick two datasets from the UCI repository to showcase different behaviors of the
upper-bounds. We compute a tight-upper bound on L as follows. Recall that for logistic regression
problems the Hessian is given by

_ A™Di !
V*f(z) = A' Diag <J(_y Az)+2+0(y- Am)) .

where A is the data matrix and o(2) =
that the diagonal matrix

H_% is the sigmoid function. A short calculation shows
p(2)

1 1
Di < -I
lag(o<—y-Ax>+2+o<y-Ax>> —1

which is tight when z = 0. As a result, L = Ay (A" A)/4. We compute this manually. We also
compute the optimal value for the logistic regression problem using the SciPy implementation of
BFGS (Liu and Nocedal, |1989). We use this value for f(x*) to compute the Polyak step-size and
when plotting sub-optimality. It turns out that the upper-bound based on L-smoothness for both GD
with the Polyak step-size (Hazan and Kakade, |2019) and standard GD (Bubeck et al.,|2015)) is

_ 2Lz =27

flan) = fla) < =

Figure 3} We run these experiments using vanilla NumPy. As mentioned in the text, we generate a
quadratic optimization problem
min leA.Z‘ —b'x,
z 2
where the eigenvalues of A were generated to follow power law distribution with parameter o = 3.
We scaled the eigenvalues to ensure L = 1000. The dimension of the problem we create is d = 300.
We repeat the experiment for 20 random trials and plot the mean and standard deviations.

Figure [d We pick three different datasets from the UCI repository to showcase the possible con-
vergence behavior of the optimization methods. We compute L and f(w*) as described above for
Figure m For normalized GD, we use the step-size schedule 7, = 70/ V'k as suggested by our
theory. To pick 79, we run a grid search on the grid generated by np.logspace(-8, 1, 20). We
implement AdGD from scratch and use a starting step-size of 770 = 10~3. We use the same procedure
to compute the strongly adapted step-sizes as described above.

F Computational Details

The experiments in Figure 3] were run on a MacBook Pro (16 inch, 2019) with a 2.6 GHz 6-Core
Intel i7 CPU and 16GB of memory. All other experiments were run on a Slurm cluster with several
different node configurations. Our experiments on the cluster were run with nodes using (i) Nvidia
A100 GPUs (80GB or 40GB memory) or Nvidia H100-80GB GPUs with Icelake CPUs, or (ii) Nvidia
V100-32GB or V100-16GB GPUs with Skylake CPUs. All jobs were allocated a single GPU and
24GB of RAM.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: All claims in the abstract and introduction are justified with rigorous proofs
and supported by experiments.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: The limitations of our theoretical results, including necessary assumptions, are
addressed in the text.

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

 The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [Yes]

Justification: Our theoretical results are accompanied by their necessary assumptions and
rigorous proofs are provided in the appendix.

Guidelines:

» The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

¢ Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: All experimental procedures and hyper-parameter settings are provided in
Appendix [E]
Guidelines:

The answer NA means that the paper does not include experiments.

If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer:

Justification: We will release the code to reproduce our experiments upon acceptance of the
paper. All non-synthetic data used in this paper is open source and freely accessible online.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: The details necessary to interpret our experimental results are provided in
Section [5] while additional details necessary to reproduce the experiments are given in

Appendix
Guidelines:

» The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [NA]
Justification: Our experiments consider only deterministic optimization methods.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

« It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

o If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
8. Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the computer
resources (type of compute workers, memory, time of execution) needed to reproduce the
experiments?

Answer: [Yes]
Justification: We detail the compute resources used in our paper in Appendix [F
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: All authors are familiar with the code of ethics and conform to its principles.
Moreover, our research is primarily theoretical and is of minor ethical concern.

Guidelines:

e The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA|

Justification: Our research is primarily theoretical and has no societal impact beyond the
impact of general advances in the fields of machine learning and optimization.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.
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* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA|
Justification: No new data or models are released as part of this paper.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

* Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: All libraries, models, and data sources are appropriately referenced.
Guidelines:

e The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.
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o If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
13. New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: No new assets are introduced.
Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
14. Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA|
Justification: We did not use any crowdsourcing for this work
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: IRB approval was not required for this paper.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.
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* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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