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Abstract

Large Language Model (LLM) agents have been increasingly adopted as simulation
tools to model humans in social science and role-playing applications. However,
one fundamental question remains: can LLM agents really simulate human be-
havior? In this paper, we focus on one critical and elemental behavior in human
interactions, trust, and investigate whether LLM agents can simulate human trust
behavior. We first find that LLM agents generally exhibit trust behavior, referred
to as agent trust, under the framework of Trust Games, which are widely recog-
nized in behavioral economics. Then, we discover that GPT-4 agents manifest
high behavioral alignment with humans in terms of trust behavior, indicating the
feasibility of simulating human trust behavior with LLM agents. In addition, we
probe the biases of agent trust and differences in agent trust towards other LLM
agents and humans. We also explore the intrinsic properties of agent trust under
conditions including external manipulations and advanced reasoning strategies. Our
study provides new insights into the behaviors of LLM agents and the fundamental
analogy between LLMs and humans beyond value alignment. We further illustrate
broader implications of our discoveries for applications where trust is paramount.

1 Introduction

There is an increasing trend to adopt Large Language Models (LLMs) as agent-based simulation tools
for humans in various social science fields including economics, politics, psychology, ecology and
sociology (Gao et al., 2023b; Manning et al., 2024; Ziems et al., 2023), and role-playing applications
such as assistants, companions and mentors (Yang et al., 2024; Abdelghani et al., 2023; Chen et al.,
2024) due to their human-like cognitive capacity. Nevertheless, most previous research is based on
one insufficiently validated assumption that LLM agents behave like humans in simulation. Thus, a
fundamental question remains: Can LLM agents really simulate human behavior?

In this paper, we focus on trust behavior in human interactions, which comprises the intention to
place self-interest at risk based on the positive expectations of others (Rousseau et al., 1998). Trust
is one of the most critical and elemental behaviors in human interactions and plays an essential role
in social settings ranging from daily communication to economic and political institutions (Uslaner,
2000; Coleman, 1994). Here, we investigate whether LLM agents can simulate human trust behavior,
paving the way to explore their potential to simulate more complex human behavior and society itself.

First, we explore whether LLM agents manifest trust behavior in their interactions. Given the
challenge of quantifying trust behavior, we choose to study them based on the Trust Game and its
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LLMs
I strongly believe in the value of trusting my fellow human beings, however, I am also
829 Liama2-7b Vicuna-7b awure.ﬂm‘r not everyone will Pprove to .be trustworthy. I've always be!leved in the principle
GPT-4 x " of taking calculated risks, which is an important aspect of my profession as a lawyer.
% Llama2-13b Vicuna-13b ‘ ‘
GPT-3.5 ! Liama2-70b Vi - In terms of desires, I desire to see a world where people act out of benevolence and good
m Sncy intentions, rather than selfish motives... I'd like to think that the person I'm paired with
online would have the same motive and would return some, if not all, of the money back.
Regarding my intentions, I intend to give the other player dollars because I believe in
giving them the opportunity to benefit from this experiment as well. I could give all the
Prompt Design money, but I think it's _Fair to ke_ep P_\cll\c the amount for myself considering there's no
guarantee of return. Finally, I will give 5 dollars.

e You are {r[ame}, a {number}-year-old A
Persona | {gender} {job}. {background}... @ Trust, Send 5 dollars
[

A
You're taking part in an experiment. < - 1
You are randomly paired online with Q) Reciprocate, Return ... dollars
another player. You don't know who the ’
o) player is, and the player doesn't know Trustor Agent Trustee Agent
who you are.
Behavioral
Alignment

You will receive $10 from the study
group. You can give N dollars to the

Trust other player, and the player will receive @ -‘
Game 3N dollars and then can choose how much O & Trust, Send ... dollars N O

Setting to return to you.

How much money would you give to the (:
other player?

Trustor Human

@ Reciprocate, Return ... dollars

Trustee Human

Figure 1: Our Framework for Investigating Agent Trust as well as its Behavioral Alignment
with Human Trust. First, this figure shows the major components for studying the trust behavior of
LLM agents with Trust Games and Belief-Desire-Intention (BDI) modeling. Then, our study centers
on examining the behavioral alignment between LLM agents and humans regarding trust behavior.

variations (Berg et al., 1995; Glaeser et al., 2000), which are established methodologies in behavioral
economics. We adopt the Belief-Desire-Intention (BDI) framework (Rao et al., 1995; Andreas,
2022) to model LLM agents’ reasoning process for decision-making explicitly. Based on existing
measurements for trust behavior in the Trust Game and the BDI interpretations of LLM agents, we
achieve our first core finding: LLM agents generally exhibit trust behavior in the Trust Game.

Then, we refer to LLM agents’ trust behavior as agent trust and humans’ trust behavior as human
trust, and aim to investigate whether agent and human trust align, implying the possibility of simulat-
ing human trust behavior with LLM agents. Next, we propose a new concept, behavioral alignment,
as the alignment between agents and humans concerning factors that impact behavior (namely behav-
ioral factors), and dynamics that evolve over time (namely behavioral dynamics). Based on human
studies, three basic behavioral factors underlie trust behavior including reciprocity anticipation (Berg
et al., 1995), risk perception (Bohnet & Zeckhauser, 2004) and prosocial preference (Alés-Ferrer &
Farolfi, 2019). Comparing the results of LLM agents with existing human studies in Trust Games, we
have our second core finding: GPT-4 agents manifest high behavioral alignment with humans
in terms of trust behavior, suggesting the feasibility of using agent trust to simulate human trust,
although LLM agents with fewer parameters show relatively lower behavioral alignment. This
finding lays the foundation for simulating more complex human interactions and societal institutions,
and enriches our understanding of the analogical relationship between LLMs and humans.

In addition, we more deeply probe the intrinsic properties of agent trust across four scenarios. First,
we examine whether changing the other player’s demographics impacts agent trust. Second, we study
differences in agent trust when the other player is an LLM agent versus a human. Third, we directly
manipulate agent trust with explicit instructions “you need to trust the other player” and
“you must not trust the other player”. Fourth, we adjust the reasoning strategies of LLM
agents from direct reasoning to zero-shot Chain-of-Thought reasoning (Kojima et al., 2022). These
investigations lead to our third core finding: agent trust exhibits bias across different demographics,
has a relative preference for humans over agents, is easier to undermine than to enhance, and
may be influenced by advanced reasoning strategies. Our contributions can be summarized as:

* We propose a definition of LLM agents’ trust behavior under Trust Games and a new concept of
behavioral alignment as the human-LLM analogy regarding behavioral factors and dynamics.

* We discover that LLM agents generally exhibit frust behavior in Trust Games and GPT-4 agents
manifest high behavioral alignment with humans in terms of trust behavior, indicating the great
potential to simulate human trust behavior with LLM agents. Our findings pave the way for simulat-
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ing complex human interactions and social institutions, and open new directions for understanding
the fundamental analogy between LLMs and humans beyond value alignment.

» We investigate intrinsic properties of agent trust under manipulations and reasoning strategies, as
well as biases of agent trust and differences in agent trust towards agents versus humans.

* We illustrate broader implications of our discoveries about agent trust and its behavioral alignment
with human trust for human simulation in social science and role-playing applications, LLM agent
cooperation, human-agent collaboration and the safety of LLM agents, detailed further in Section 6.

2 LLM Agents in Trust Games
2.1 Trust Games

Trust Games, referring to the Trust Game and its variations, have been widely used for examining
human trust behavior in behavioral economics (Berg et al., 1995; Lenton & Mosley, 2011; Glaeser
et al., 2000; Cesarini et al., 2008). As shown in Figure 1, the player who makes the first decision
to send money is called the trustor, while the other one who responds by returning money is called
the trustee. In this paper, we mainly focus on the following six types of Trust Games (the specific
prompt for each game is articulated in the Appendix H.2):

Game 1: Trust Game As shown in Figure 1, in the Trust Game (Cox, 2004; Berg et al., 1995),
the trustor initially receives $10. The trustor selects $V and sends it to the trustee, exhibiting trust
behavior. Then the trustee will receive $3V, and have the option to return part of that $3N to the
trustor, showing reciprocation behavior.

Game 2: Dictator Game In the Dictator Game (Cox, 2004), the trustor also needs to send $N
from the initial $10 to the trustee and then the trustee will receive $3N. Compared to the Trust Game,
the only difference is that the trustee does not have the option to return money in the Dictator Game
and the trustor is also aware that the trustee cannot reciprocate.

Game 3: MAP Trust Game In the MAP Trust Game (MAP represents Minimum Acceptable
Probabilities) (Bohnet & Zeckhauser, 2004), a variant of the Trust Game, the trustor needs to choose
whether to trust the trustee. If the trustor chooses not to trust the trustee, each will receive $10; If the
trustor and the trustee both choose to trust, each will receive $15; If the trustor chooses to trust, but
the trustee does not, the trustor will receive $8 and the trustee will receive $22. There is probability p
that the trustee will choose to trust and (1 — p) probability that they will not choose to trust. MAP is
defined as the minimum value of p at which the trustor would choose to trust the trustee.

Game 4: Risky Dictator Game The Risky Dictator Game (Bohnet & Zeckhauser, 2004) differs
from the MAP Trust Game in only a single aspect. In the Risky Dictator Game, the trustee is present
but does not have the choice to trust or not and the money distribution relies on the pure probability p.
Specifically, if the trustor chooses to trust, there is probability p that both the trustor and the other
player will receive $15 and probability (1 — p) that the trustor will receive $8 and the other player
will receive $22. If the trustor chooses not to trust the trustee, each player will receive $10.

Game 5: Lottery Game There are two typical Lottery Games (Fetchenhauer & Dunning, 2012).
In the Lottery People Game, the trustor is informed that the trustee chooses to trust with probability p.
Then the trustor must choose between receiving fixed money or trusting the trustee, which is similar
to the MAP Trust Game. In the Lottery Gamble Game, the trustor chooses between playing a gamble
with a winning probability of p or receiving fixed money. p is set as 46% following the human study.

Game 6: Repeated Trust Game We follow the setting of the Repeated Trust Game in (Cochard
et al., 2004), where the Trust Game is played for multiple rounds with the same players and each
round begins anew with the trustor allocated the same initial money.

2.2 LLM Agent Setting

In our study, we set up our experiments using the CAMEL framework (Li et al., 2023a) with both
closed-source and open-source LLMs including GPT-4, GPT-3.5-turbo-0613, GPT-3.5-turbo-16k-
0613, text-davinci-003, GPT-3.5-turbo-instruct, Llama2-7b (or 13b, 70b) and Vicuna-v1.3-7b (or 13b,
33b) (Ouyang et al., 2022; Achiam et al., 2023; Touvron et al., 2023; Chiang et al., 2023). We set the
temperature as 1 to increase the diversity of agents’ decision-making and note that high temperatures
are commonly adopted in related literature (Aher et al., 2023; Lore & Heydari, 2023; Guo, 2023).

Agent Persona. To better reflect the setting of real-world human studies (Berg et al., 1995), we
design LLM agents with diverse personas in the prompt. Specifically, we ask GPT-4 to generate 53
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types of personas based on a given template. Each persona needs to have information including name,
age, gender, address, job and background. Examples of the personas are shown in Appendix H.1.

Belief-Desire-Intention (BDI). The BDI framework is a well-established approach in agent-oriented
programming (Rao et al., 1995) and was recently adopted to language models (Andreas, 2022). We
propose modeling LLM agents in Trust Games with the BDI framework to gain deeper insights into
LLM agents’ behaviors. Specifically, we let LLM agents directly output their Beliefs, Desires, and
Intentions as the reasoning process for decision-making in Trust Games.

3 Do LLM Agents Manifest Trust Behavior?

In this section, we investigate whether
or not LLM agents manifest trust be- 0
havior by letting LLM agents play the
Trust Game (Section 2.1 Game 1). In
Behavioral Economics, trust is widely
measured by the initial amount sent from
the trustor to the trustee in the Trust
Game (Glaeser et al., 2000; Cesarini
et al., 2008). Following the measurement
of trust in human studies and the assump-
tion humans own reasoning processes
that underlie their decisions, we can de- il el TR R i d%ijg‘ci Vifgpe o4 vigiha human

ﬁ h fer h LLM _ ) 0613 instruct . 0 .
; flflz:tttrigto Eglllt;?/liqs:ir?tthe TruaS%eGn;smn;a;s Figure 2: Amount Sent Distribution of LLM Agents

follows. First, the amount sent is pos- a.nd Humans as the Trustor in the Trust Game. The
itive and doe; not exceed the amount S1Z€ of circles represents the number of personas for each
of money the trustor initially possesses amount sent. The bold lines shovy the medians. The
which implies that the trustor places self: crosses indicate the VRR (%) for different LLMs.

interest at risk with the expectation the trustee will reciprocate and that the trustor understands the
money limit that can be given. Second, the decision (i.e., amounts sent) can be interpreted as the
reasoning process (i.e., the BDI) of the trustor. We explored utilizing BDI to model the reasoning
process of LLM agents. If we can interpret the decision as the articulated reasoning process, we
have evidence that LLM agents do not send a random amount of money and manifest some degree
of rationality in the decision-making process. Then, we assess whether LLM agents exhibit trust
behavior based on two aspects: the amount sent and the BDI.

PY ISR S— !___H_“!“_“‘_A_VE‘_“Q“_(EEU_ B P B S
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3.1 Amount Sent

To evaluate LLMs’ capacity to understand the basic experimental setting regarding money limits,
we propose a new evaluation metric, Valid Response Rate (VRR) (%), defined as the percentage of
personas with the amount sent falling within the initial money ($10). Results are shown in Figure 2.
We can observe that most LL.LMs have a high VRR except Llama-7b, which implies that most
LLMs manifest a full understanding regarding limits on the amount they can send in the Trust Game.
Then, we observe the distribution of amounts sent for different LLMs as the trustor agent and discover
that the amounts sent are predominantly positive, indicating a level of trust.

3.2 Belief-Desire-Intention (BDI)

The sole evidence of the amount sent cannot sufficiently support the existence of trust behavior,
because agents could send positive but random amounts of money. Thus, we leveraged the Belief-
Desire-Intention framework (Rao et al., 1995; Andreas, 2022) to model the reasoning process of
LLM agents. If we can interpret the amounts sent from BDI outputs, we have evidence to refute the
hypothesis that the amounts sent are positive but random and demonstrate that LLM agents manifest
some degree of rationality. We take GPT-4 as an example to analyze its BDI outputs. More examples
from the other nine LLMs such as Vicuna-v1.3-7b are shown in the Appendix I. Considering that the
amounts sent typically vary across distinct personas, we select one BDI from the personas that give a
high amount of money and another BDI from those that give a low amount. Positive and negative
factors for trust behavior in the reasoning process are marked in blue and red, respectively.

As a person with a strong belief in the goodness of humanity, 1 trust that the other player
...Therefore, my desire is to maximize the outcome for both of us and cement a sense of com-
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radery and trust... I intend to use this as an opportunity to add what I can to someone else’s
life...Finally, I will give 10 dollars.

We can observe that this persona shows a high-level of “comradery and trust” towards the other
player, which justifies the high amount sent from this persona (i.e., 10 dollars).

As an Analyst,.... My desire is that the other player will also see the benefits of reciprocity and
goodwill ... my intention is to give away a significant portion of my initial 10 ... However, since
1 have no knowledge of the other player, ... Therefore, I aim to give an amount that is not too
high, ...Finally, I will give 5 dollars to the other player...

Compared to the first persona, we see that the second one has a more cautious attitude. For example,
“since I have no knowledge of the other player” shows skepticism regarding the other player’s motives.
Thus, this persona, though still optimistic about the other player (“intention ... give away a significant
portion”), strategically balances risk and reciprocity, and then decides to send only a modest amount.

Based on GPT-4’s BDI examples and examples from other LLMs in Appendix I, we find decisions
(i.e., amounts sent) from LLM agents in the Trust Game can be interpreted from their articu-
lated reasoning process (i.e., BDI). Because most LLM agents have a high VRR—send a positive
amount of money—and show some degree of rationality in giving money, our first core finding is:

Finding 1: LLM agents generally exhibit trust behavior under the framework of the Trust Game.

3.3 Basic Analysis of Agent Trust

We also conduct a basic analysis of LLM agents’ trust behavior, namely agent trust, based on the
results in Figure 2. First, we observe that Vicuna-7b has the highest level of trust towards the other
player and GPT-3.5-turbo-0613 has the lowest level of trust as trust can be measured by the amount
sent in human studies (Glaeser et al., 2000; Cesarini et al., 2008). Second, compared with humans’
average amount sent ($5.97), most personas for GPT-4 and Vicuna-7b send a higher amount of money
to the other player, and most personas for LLMs such as GPT-3.5-turb-0613 send a lower amount.
Third, we see that amounts sent for Llama2-70b and Llama2-13b have a convergent distribution while
amounts sent for humans and Vicuna-7b are more divergent.

4 Does Agent Trust Align with Human Trust?

In this section, we aim to explore the fundamental relationship between agent and human trust, i.e.,
whether or not agent trust aligns with human trust. This provides important insight regarding the
feasibility of utilizing LLM agents to simulate human trust behavior as well as more complex human
interactions that involve trust. First, we propose a new concept behavioral alignment and discuss its
distinction from existing alignment definitions. Then, we conduct extensive studies to investigate
whether or not LLM agents exhibit alignment with humans regarding trust behavior.

4.1 Behavioral Alignment

Existing alignment definitions predominantly emphasize values that seek to ensure the safety and
helpfulness of LLMs (Ji et al., 2023; Shen et al., 2023; Wang et al., 2023c), which cannot fully
characterize the landscape of multifaceted alignment between LLMs and humans. Thus, we propose
a new concept of behavioral alignment to characterize the LLM-human analogy regarding behavior,
which involves both actions and the associated reasoning processes that underlie them. Because
actions evolve over time and the reasoning that underlies them involves multiple factors, we define
behavioral alignment as the analogy between LLMs and humans concerning factors impacting
behavior, namely behavioral factors, and action dynamics, namely behavioral dynamics.

Based on the definition of behavioral alignment, we aim to answer: does agent trust align with
human trust? As for behavioral factors, existing human studies have shown that three basic factors
impact human trust behavior including reciprocity anticipation (Berg et al., 1995; Cox, 2004), risk
perception (Bohnet & Zeckhauser, 2004) and prosocial preference (Alos-Ferrer & Farolfi, 2019). We
examine whether agent trust aligns with human trust along these three factors. Although behavioral
dynamics vary for different humans and agent personas, we analyze whether agent trust has the same
patterns across multiple turns as human trust in the Repeated Trust Game.

Besides analyzing the trust behavior of LLM agents and humans based on quantitative measurements
(e.g., the amount sent from trustor to trustee), we also explore the use of BDI to interpret the reasoning
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process with which LLM agents justify their actions, which can further validate whether LLM agents
manifest an underlying reasoning process analogous to human cognition.

4.2 Behavioral Factor 1: Reciprocity Anticipation

Reciprocity anticipation, the expectation of a reciprocal action from the other player, can positively
influence human trust behavior (Berg et al., 1995). The effect of reciprocity anticipation exists in the
Trust Game but not in the Dictator Game (Section 2.1 Games 1 and 2) because trustee cannot return
money in the Dictator Game, which is the only difference between these games. Thus, to determine
whether LLM agents can anticipate reciprocity, we compare their behaviors in these Games.

First, we analyze trust behaviors based on £29 Dictator Game T Trust Game

the average amount of money sent by hu- RERE s
man or LLM agents. As shown in Figure 3, = o 60
human studies show that humans exhibita &, E :

higher level of trust in the Trust Game than § . 4142

in the Dictator Game ($6.0 vs. $3.6, p-value €, 3322 R4
=0.01 using One-Tailed Independent Sam- g,

ples t-test) (Cox, 2004), indicating that reci- g,

procity anticipation enhances human trust. < o

text llama2 vicuna vicuna gpt ~3.5 vicuna llama2 gpt 3.5 gpt -4 human
davinci  13b 13b 7b turbo 33b 70b  turbo
003 instruct

Similarly, GPT-4 ($6.9 vs. $6.3, p-value =
0.05 using One-Tailed Independent Samples
t-test) also shows a higher level of trust in
the Trust Game with statistical significance,
implying that reciprocity anticipation can
enhance agent trust. However, LLMs with fewer parameters (e.g., Llama2-13b) do not show this
tendency in their trust behaviors for the Trust and Dictator Games.

Figure 3: The Comparison of Average Amount Sent
for LLM Agents and Humans in the Trust Game
and the Dictator Game.

Then, we further analyze GPT-4 agents’ BDI to explore whether they can anticipate reciprocity in
their reasoning (the complete BDIs are in Appendix I1.10). Typically, in the Trust Game, one persona’s
BDI emphasizes “putting faith in people”, which implies the anticipation of the goodness of the
other player, and “reflection of trust”. However, in the Dictator Game, one persona’s BDI focuses on
concepts such as “fairness” and “human kindness”, which are not directly tied to trust or reciprocity.
Thus, we can observe that GPT-4 shows distinct BDI outputs in the Trust and Dictator Games.

Based on the above analysis of the amount sent and BDI, we find that GPT-4 agents exhibit human-
like reciprocity anticipation in trust behavior. Nevertheless, LLMs with fewer parameters (e.g.,
Llama2-13b) do not show an awareness of reciprocity from the other player.

4.3 Behavioral Factor 2: Risk Perception

Existing human studies have demonstrated
the strong correlation between trust behav-
ior and risk perception, suggesting that hu-
man trust will increase as risk decreases
(Hardin, 2002; Williamson, 1993; Cole-
man, 1994). We aim to explore whether
LLM agents can perceive the risk associ-
ated with their trust behaviors through the

MAP in Risky Dictator Game
100

80
60
40
20

0

MAP in MAP Trust Game

Trust Rate(%)
Trust Rate(%)

02 04 06 08 1.0 02 04 06

p p

0.8 1.0

" k gpt-3.5-turbo-0613 —— llama-2-13b vicuna-13b
MAP Trust Game and the RlSky Dictator gpt-3.5-turbo-instruct llama-2-70b vicuna-33b
Game (Section 2.1 Games 3 and 4), where _ ﬁgfﬂ‘; ] text-davinci-003 vicuna-7b

risk is represented by the probability (1—p)

(defined in Section 2.1).

As shown in Figure 4, we measure human
trust (or agent trust) by the portion choos-

Figure 4: Trust Rate (%) Curves for LLM Agents
and Humans in the MAP Trust Game and the Risky
Dictator Game. The metric Trust Rate indicates the
portion of trustors opting for trust given p.

ing to trust the other player in the whole

group, namely the Trust Rate (%). Based on existing human studies (Bohnet & Zeckhauser, 2004),
when the probability p is higher, the risk for trust behaviors is lower, and more humans choose to trust,
manifesting a higher Trust Rate, which indicates that human trust rises as risk falls. Similarly, we
observe a general increase in agent trust as risk decreases for LLMs including GPT-4, GPT-3.5-turbo-
0613, and text-davinci-003. In particular, we can see that the curves of humans and GPT-4 are more
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aligned compared with other LLMs, implying that GPT-4 agents’ trust behaviors dynamically adapt
to different risks in ways most aligned with humans. LLMs with fewer parameters (e.g., Vicuna-13b)
do not exhibit the similar tendency of Trust Rate as the risk decreases.

We further analyze the BDI of GPT-4 agents to explore whether they can perceive risk through
reasoning (complete BDIs in Appendix I.11). Typically, under high risk (p = 0.1), one persona’s
BDI mentions “the risk seems potentially too great”, suggesting a cautious attitude. Under low risk
(p = 0.9), one persona’s BDI reveals a strategy to “build trust while acknowledging potential risks”,
indicating the willingness to engage in trust-building activities despite residual risks. Such changes in
BDI reflect how GPT-4 agents perceive risk changes in the reasoning underlying their trust behaviors.

Through the analysis of Trust Rate Curves and BDI, we can infer that GPT-4 agents manifest
human-like risk perception in trust behaviors. Nevertheless, LLMs with fewer parameters (e.g.,
Vicuna-13b) often do not perceive risk changes in their trust behaviors.

4.4 Behavioral Factor 3: Prosocial Preference

Human studies have found that the prosocial Lottery Gamble Game 1 Lottery People Game
preference, referring to humans’ inclination 100 8 Ry GB R

to trust other humans in contexts involving so- _ *| Pz [ | [/ 2 el e | [

cial interaction (Alds-Ferrer & Farolfi, 2019; 9;3 3‘; 70z ol | 68 72
Fetchenhauer & Dunning, 2012), also plays & eo g sa
a key role in human trust behavior. We study 2 50

whether LLM agents have prosocial prefer- ¥ s o
ence in trust behaviors by comparing their be- 20

haviors in the Lottery Gamble Game (LGG) 12 |

and the Lottery People Game (LPG) (Section Vi e Vg d%\eé(?:ci "o e ?;Eltrr%i g§2§§5 opt-4 human

2.1 Game 5). The only difference between
these two games is the effect of prosocial
preference in LPG, because the winning prob-
ability of gambling p in LGG is the same as
the reciprocation probability p in LPG.

Figure 5: Lottery Rates (%) for LLM Agents and
Humans in the Lottery Gamble Game and the Lot-
tery People Game. Lottery Rate indicates the portion
of choosing to gamble or trust the other player.

As shown in Figure 6, existing human studies have demonstrated that more humans are inclined to
place trust in other humans over relying on pure chance (54% vs. 29%) (Fetchenhauer & Dunning,
2012), implying that the prosocial preference is essential for human trust. We can observe the same
tendency in most LLM agents except Vicuna-13b. For GPT-4 in particular, a much higher percentage
of the personas choose to trust the other player over gambling (72% vs. 21%), illustrating that the
prosocial preference is also an important factor for GPT-4 agents’ trust behaviors.

When interacting with humans, GPT-4’s BDI typically indicates a preference to “believe in the
power of trust”, in contrast to gambling, where the emphasis shifts to “believing in the power of
calculated risks”. The comparative analysis of reasoning processes (complete BDIs in Appendix 1.12)
demonstrates that GPT-4 agents tend to embrace risk when involved in social interactions. This
tendency aligns closely with the concept of prosocial preference observed in human trust behaviors.

The analysis of the Lottery Rates and BDI suggests that LLM agents, especially GPT-4 agents,
demonstrate human-like prosocial preference in trust behaviors, except Vicuna-13b.

4.5 Behavioral Dynamics

Besides behavioral factors, we also aim to investigate whether LLM agents align with humans
regarding trust behavioral dynamics over turns in the Repeated Trust Game (Section 2.1 Game 6).

Admittedly, existing human studies show that the dynamics of human trust over turns are complex
due to human diversity. The complete results from 16 groups of human experiments are shown in
Appendix G.1 (Jones & George, 1998). We still observe three common patterns for human trust
behavioral dynamics in the Repeated Trust Game: First, the amount returned is usually larger
than the amount sent in each round, which is natural because the trustee will receive $3/N when the
trustor sends $N; Second, the ratio between amount sent and returned generally remains stable
except for the last round. In other words, when the amount sent increases, the amount returned
is also likely to increase. And when the amount sent remains unchanged, the amount returned also
tends to be unchanged. This reflects the stable relationship between trust and reciprocity in humans.
Specifically, the “Returned/3 x Sent Ratio” in Figure 6 is considered stable if the fluctuation between
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successive turns is within 10%; Third, the amount sent (or returned) does not manifest frequent
fluctuations across turns, illustrating a relatively stable underlying reasoning process in humans
over successive turns. Typically, Figure 6 Humans (a) and (b) show these three patterns.

We conducted 16 groups of the Repeated GPT-3.5 (a) - GPT-3.5 (b) .
Trust Game with GPT-4 or GPT-3.5- &,. "~ . Lo @&, Lo Tho o
turbo-0613-16k (GPT-3.5), respectively. = |~ N\~ o s = — o S
For the two players in each group, the 2+ NN wE g ; / N
personas differ to reflect human diversity = L >~ =1
_ Rounds Rounds

and the LLMs are the same. Cf)mplete re aPT4 () GPT4 (b)
sults are shown in the Appendix G.2,G.3 s = e
and typical examples are shown in Fig- 2. L 0 i s
ure 6 GPT-3.5 (a) (b) and GPT-4 (a) (b). 2| - T w2 3 o S
Then, we examine whether the aforemen- = _ o £ o
tioned three patterns observed in human Y% Crounds. Y Crounds. L
trust behavior also manifest in trust be- Human(a) e Human(®)
havioral dynamics of GPT-4 (or GPT- = | - B g 2 I
3.5). For GPT-4 agents, we discover that S | ’ % Suw S

. . O 1014 40 S o V|40 S
these patterns generally exist in all 16 £ | ~ 0 E 20 &

5 (o)

groups (87.50%, 87.50%, and 100.00% e T 70 T3

3 4 5 6 7
Rounds

3 4
of all results show these three patterns, Rounds

respectively). However, fewer GPT-3.5

agents manifest these patterns (62.50%, Fjgure 6: Results of GPT-4, GPT-3.5 and Humans in
56.25%, and 43..75% hold these three ¢he Repeated Trust Game. The blue lines indicate the
patterns, respectively). The experiment ;,6unt sent or returned for each round. The red lines

results show that GPT-4 agents demon- )}y the ratio of the amount returned to three times of
strate highly human-like patterns in . 2ount sent for each round.

their trust behavioral dynamics. Nev-
ertheless, a relatively large portion of GPT-3.5 agents fail to show human-like patterns in their
dynamics, indicating such behavioral patterns may require stronger cognitive capacity.

—— Amount Sent —» - Amount Returned —— Returned/3xSent Ratio

Through the comparative analysis of LLM agents and humans in the behavioral factors and dynamics
associated with trust behavior, evidenced in both their actions and underlying reasoning processes,
our second core finding is as follows:

Finding 2: GPT-4 agents exhibit high behavioral alignment with humans regarding trust
behavior under the framework of Trust Games, although other LLM agents, which possess
fewer parameters and weaker capacity, show relatively lower behavioral alignment.

This finding underscores the potential of using LLM agents, especially GPT-4, to simulate human
trust behavior, encompassing both actions and underlying reasoning processes. This paves the way
for the simulation of more complex human interactions and institutions. This finding deepens our
understanding of the fundamental analogy between LLMs and humans and opens avenues for research
on LLM-human alignment beyond values.

S Probing Intrinsic Properties of Agent Trust

In this section, we aim to explore the intrinsic properties of trust behavior among LLM agents by
comparing the amount sent from the trustor to the trustee in different scenarios of the Trust Game
(Section 2.1 Game 1) and the original amount sent in the Trust Game. Results are shown in Figure 7.

5.1 Is Agent Trust Biased?

Extensive studies have shown that LLMs may have biases and stereotypes against specific demo-
graphics (Gallegos et al., 2023). Nevertheless, it is under-explored whether LLM agent behaviors
also maintain such biases in simulation. To address this, we explicitly specified the gender of the
trustee and explored its influence on agent trust. Based on measuring the amount sent, we find that the
trustee’s gender information exerts a moderate impact on LLM agent trust behavior, which reflects
intrinsic gender bias in agent trust. We also observe that the amount sent to female players is
higher than that sent to male players for most LLM agents. For example, GPT-4 agents send higher
amounts to female players compared with male players ($0.55 vs. $ — 0.21). This demonstrates
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Figure 7: The Change of Average Amount Sent for LLM Agents in Different Scenarios in the
Trust Game, Reflecting the Intrinsic Properties of Agent Trust. The horizontal lines represent the
original amount sent in the Trust Game. The green part embraces trustee scenarios including changing
the demographics of the trustee, and setting humans and agents as the trustee. The purple part consists
of trustor scenarios including adding manipulation instructions and changing the reasoning strategies.

LLM agents’ general tendency to exhibit a higher level of trust towards women. More results on
biases of agent trust towards different races are in the Appendix F.

5.2 Agent Trust Towards Agents vs. Humans

Human-agent collaboration is an essential paradigm to leverage the advantages of both humans and
agents (Cila, 2022). As a result, it is essential to understand whether LLM agents display distinctive
levels of trust towards agents versus humans. To examine this, we specified the identity of the trustee
as LLM agents or humans and probed its effect on the trust behaviors of the trustor. As shown in
Figure 7, we observe that most LLM agents send more money to humans compared with agents. For
example, the amount sent to humans is much higher than that sent to agents for Vicuna-33b ($0.40 vs.
$ — 0.84). This signifies that LLM agents are inclined to place more trust in humans than agents,
which potentially validates the advantage of LLM-agent collaboration.

5.3 Can Agent Trust Be Manipulated?

In the above studies, LLM agents’ trust behaviors are based on their own underlying reasoning
process without direct external intervention. It is unknown whether it is possible to manipulate
the trust behaviors of LLM agents explicitly. Here, we added instructions “you need to trust
the other player” and “you must not trust the other player” separately and explored
their impact on agent trust. First, we see that only a few LLM agents (e.g., GPT-4) follow both the
instructions to increase and decrease trust, which demonstrates that it is nontrivial to arbitrarily
manipulate agent trust. Nevertheless, most LLM agents can follow the instruction to decrease their
level of trust. For example, the amount sent decreases by $1.26 for text-davinci-003 after applying the
latter instruction. This illustrates that undermining agent trust is generally easier than enhancing
it, which reveals its potential risk to be manipulated by malicious actors.

5.4 Do Reasoning Strategies Impact Agent Trust?

It has been shown that advanced reasoning strategies such as zero-shot Chain of Thought (CoT) (Ko-
jima et al., 2022) can make a significant impact on a variety of tasks. It remains unknown, however,
whether reasoning strategies can impact LLM agent behaviors. Here, we applied CoT reasoning
strategy on the trustor and compared the results with their original trust behaviors. Figure 7 shows
that most LLM agents change the amount sent to the trustee under the CoT reasoning strategy, which
suggests that reasoning strategies may influence LL.M agents’ trust behavior. Nevertheless, the
impact of CoT on agent trust may also be limited for some types of LLM agents. For example, the
amount sent from GPT-4 agent only increases by $0.02 under CoT. More research is required to fully
understand the relationship between reasoning strategies and LLM agents’ behaviors.

Therefore, our third core finding on the intrinsic properties of agent trust can be summarized as:
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Finding 3: LLM agents’ trust behaviors have demographic biases on gender and races,
demonstrate a relative preference for human over other LLM agents, are easier to
undermine than to enhance, and may be influenced by reasoning strategies.

6 Implications

Implications for Human Simulation Human simulation is a strong tool in various applications of
social science (Manning et al., 2024) and role-playing (Shanahan et al., 2023; Chen et al., 2024). Al-
though plenty of works have adopted LLM agents to simulate human behaviors and interactions (Zhou
et al., 2023; Gao et al., 2023b; Xu et al., 2024), it is still not clear enough whether LLM agents behave
like humans in simulation. Our discovery of behavioral alignment between agent and human trust,
which is especially high for GPT-4, provides important empirical evidence to validate the hypothesis
that humans’ trust behavior, one of the most elemental and critical behaviors in human interaction
across society, can effectively be simulated by LLM agents. Our discovery also lays the foundation
for human simulations ranging from individual-level interactions to society-level social networks
and institutions, where trust plays an essential role. We envision that behavioral alignment will be
discovered in more kinds of behaviors beyond trust, and new methods will be developed to enhance
behavioral alignment for better human simulation with LLM agents.

Implications for Agent Cooperation Many recent works have explored a variety of cooperation
mechanisms of LLM agents for tasks such as code generation and mathematical reasoning (Li et al.,
2023a; Zhang et al., 2023b; Liu et al., 2023). Nevertheless, the role of trust in LLM agent cooperation
remains still unknown. Considering how trust has long been recognized as a vital component for
cooperation in Multi-Agent Systems (MAS) (Ramchurn et al., 2004; Burnett et al., 2011) and across
human society (Jones & George, 1998; Kim et al., 2022; Henrich & Muthukrishna, 2021), we
envision that agent trust can also play an important role in facilitating the effective cooperation of
LLM agents. In our study, we have provided ample insights regarding the intrinsic properties of agent
trust, which can potentially inspire the design of trust-dependent cooperation mechanisms and enable
the collective decision-making and problem-solving of LLM agents.

Implications for Human-Agent Collaboration Sufficient research has shown the advantage of
human-agent collaboration in enabling human-centered collaborative decision-making (Cila, 2022;
Gao et al., 2023c; McKee et al., 2022). Mutual trust between LLLM agents and humans is important
for effective human-agent collaboration. Although previous works have begun to study human
trust towards LLM agents (Qian & Wexler, 2024), the trust of LLM agents towards humans, which
could recursively impact human trust, is under-explored. In our study, we shed light on the nuanced
preference of agents to trust humans compared with other LLM agents, which can illustrate the
benefits of promoting collaboration between humans and LLM agents. In addition, our study has
revealed demographic biases of agent trust towards specific genders and races, reflecting potential
risks involved in collaborating with LLM agents.

Implications for the Safety of LLM Agents It has been acknowledged that LLMs achieve human-
level performance in a variety of tasks that require high-level cognitive capacities such as memoriza-
tion, abstraction, comprehension and reasoning, which are believed to be the “sparks” of AGI (Bubeck
et al., 2023). Meanwhile, there is increasing concern about the potential safety risks of LLM agents
when they surpass human capacity (Morris et al., 2023; Feng et al., 2024). To achieve safety and
harmony in a future society where humans and Al agents with superhuman intelligence live to-
gether (Tsvetkova et al., 2024), we need to ensure that Al agents will cooperate, assist and benefit
rather than deceive, manipulate or harm humans. Therefore, a better understanding of LLM agent
trust behavior can help to maximize their benefit and minimize potential risks to human society.

7 Conclusion

In this paper, we discover LLM agent trust behavior under the framework of Trust Games, and
behavioral alignment between LLM agents and humans regarding trust behavior, which is particularly
high for GPT-4. This suggests the feasibility of simulating human trust behavior with LLM agents
and paves the way for simulating human interactions and social institutions where trust is critical. We
further investigate the intrinsic properties of agent trust under multiple scenarios and discuss broader
implications, especially for social science and role-playing services. Our study offers deep insights
into the behaviors of LLM agents and the fundamental analogy between LLMs and humans. It further
opens doors to future research on the alignment between LLMs and humans beyond values.
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A Related Work

LLM-based Human Simulation LLM agents have been increasingly adopted as effective proxies
for humans in research fields such as sociology and economics (Xu et al., 2024; Horton, 2023; Gao
et al., 2023b). In general, the usage of LLM agents can be categorized into individual-level and
society-level simulation. For the individual-level, LLM agents have been leveraged to simulate
individual activities or interactions, such as human participants in surveys (Argyle et al., 2023),
humans’ responses in HCI (Hamildinen et al., 2023) or psychological studies (Dillion et al., 2023),
human feedback to social engineering attacks (Asfour & Murillo, 2023), real-world conflicts (Shaikh
et al., 2023), users in recommendation systems (Wang et al., 2023a; Zhang et al., 2023a). For
the society-level, recent works have utilized LLM agents to model social institutions or societal
phenomenon, including a small town environment (Park et al., 2023), elections (Zhang et al., 2024),
social networks (Gao et al., 2023a), social media (Tornberg et al., 2023; Rossetti et al., 2024),
large-scale social movement (Mou et al., 2024), societal-scale manipulation (Touzel et al., 2024),
misinformation evolution (Liu et al., 2024), peer review systems (Jin et al., 2024), macroeconomic
activities (Li et al., 2023b), and world wars (Hua et al., 2023). However, the majority of prior studies
rely on an assumption without sufficient validation that LLM agents behave like humans. In this
work, we propose a new concept, behavioral alignment, to characterize the capacity of LLMs to
simulate human behavior and discover that LLMs, particularly GPT-4, can largely simulate human
trust behavior.

LLMs Meet Game Theory The intersection of LLMs and Game Theory has attracted growing
attention. The motivation is generally two-fold. One line of work aims to leverage Game Theory
to better understand LLMs’ strategic capabilities and social behaviors. For example, Akata et al.
(2023); Fan et al. (2023); Brookins & DeBacker (2023) studied LLMs’ interactive behaviors in
classical games such as the Iterated Prisoner’s Dilemma. Wang et al. (2023b); Lan et al. (2023); Light
et al. (2023); Shi et al. (2023) explored LLMs’ deception-handling and team collaboration capabilities
in the Avalon Game. Xu et al. (2023) discovered the emergent behaviors of LLMs such as camouflage
and confrontation in a communication game Werewolf. Guo et al. (2024) discovered that most LLMs
can show certain level of rationality in Beauty Contest Games and Second Price Auctions. Mukobi
et al. (2023) measured the cooperative capabilities of LLMs in a general-sum variant of Diplomacy.
Guo et al. (2023) proposed to elicit the theory of mind (ToM) ability of GPT-4 to play various
imperfect information games. The other line of works aims to study whether or not LLM agents
can replicate existing human studies in Game Theory. This direction is still in the initial stage and
needs more efforts. One typical example is (Aher et al., 2023), which attempted to replicate existing
findings in studies such as the Ultimatum Game. Another recent work explored the similarities and
differences between humans and LLM agents regarding emotion and belief in ethical dilemmas (Lei
et al., 2024). Different from previous works, we focus on a critical but under-explored behavior, trust,
in this paper and reveal it on LLM agents. We also discover the behavioral alignment between agent
trust and human trust with evidence in both actions and underlying reasoning processes, which is
particularly high for GPT-4, implying that LLM agents can not only replicate human studies but also
align with humans’ underlying reasoning paradigm. Our discoveries illustrate the great potential to
simulate human trust behavior with LLM agents.

B Impact Statement

Our discoveries provide strong empirical evidence for validating the potential to simulate the trust
behavior of humans with LLM agents, and pave the way for simulating more complex human
interactions and social institutions where trust is an essential component.

Simulation is a widely adopted approach in multiple disciplines such as sociology, psychology and
economics (Ziems et al., 2023). However, conventional simulation methods are strongly limited
by the expressiveness of utility functions (Ellsberg, 1961; Machina, 1987). Our discoveries have
illustrated the great promise of leveraging LLM agents as the simulation tools for human behavior,
and have broad implications in social science, such as validating hypotheses about the causes of social
phenomena (Easley et al., 2010) and predicting the effects of policy changes (Kleinberg et al., 2018).

Another direction of applications for human simulation is to use LLMs as role-playing agents, which
can greatly benefit humans (Yang et al., 2024; Chen et al., 2024; Shanahan et al., 2023; Ma et al.,
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2024). For example, Shaikh et al. (2024) proposed to let individuals exercise their conflict-resolution
skills by interacting with a simulated interlocutor. Yue et al. (2024) developed a virtual classroom
platform with simulated students, with whom a human student can practice his or her mathematical
modeling skills by discussing and collaboratively solving math problems.

However, this paper also shows that some LLMs, especially the ones with a relatively small scale of
parameters, are still deficient in accurately simulating human trust behavior, suggesting the potential
to largely improve their behavioral alignment with humans. In addition, our paper also demonstrates
the biases of LLM agents’ trust behavior towards specific genders and races, which sheds light on the
potential risks in human behavior simulation and calls for more future research to mitigate them.

C Limitations and Future Works

In this paper, we leveraged an established framework in behavioral economics, Trust Games, to study
the trust behavior of LLM agents, which simplifies real-world scenarios. More studies on LLM
agents’ trust behavior in complex and dynamic environments are desired in the future. Also, trust
behavior embraces both the actions and underlying reasoning processes. Thus, collective efforts
from different backgrounds and disciplines such as behavioral science, cognitive science, psychology,
and sociology are needed to gain a deeper understanding of LLM agents’ trust behavior and its
relationship with human trust behavior.

D Additional Illustration for Experiments on Risk Perception

In the original human studies (Bohnet & Zeckhauser, 2004), participants are asked to directly indicate
their Minimum Acceptable Probabilities (MAP) of trusting the trustee as P*. Then, we can calculate
Trust Rates (%) of the whole group of participants under different probability p. Specifically, when
the probability p is higher than one participant’s P*, we regard his or her decision as trusting the
trustee. When the probability p is lower than one participant’s P*, we regard his or her decision as
not trusting the trustee. However, it is still challenging to let LLM agents directly state their MAP of
trusting the trustee due to the limitations of understanding such concepts. Then, we conducted 10
groups of experiments with p from 0.1 to 1.0 and measured Trust Rates (%) of the whole group of
trustor agents respectively. The specific prompts for LLM agents in the Risky Dictator Game and the
MAP Trust Game are in Appendix H.2.
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E Statistical Testing

LLM p-value
text-davinci-003 0.03
Llama-2-13b 0.03
Vicuna-13b-v1.3 0.35
Vicuna-7b-v1.3 0.50
GPT-3.5-turbo-0613 0.42
Vicuna-33b-v1.3 0.33
Llama-2-70b 0.03
GPT-3.5-turbo-instruct 0.10
GPT-4 0.05

Table 1: Statistical Testing of The Change of Amount Sent for LLM Agents between the Trust
Game and the Dictator Game (Figure 3). “p-value” indicates the statistical significance of the
change and is calculated with an One-Tailed Independent Samples t-test.
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F More Experiments on Probing Intrinsic Properties of Agent Trust
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Figure 8: The Change of Average Amount Sent for LLM Agents When Trustors Being Informed
of the Trustee’s Race Attribute in the Trust Game, reflecting the demographic biases of LLM
agents’ trust behaviors towards different races.
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G The Complete Results for the Repeated Trust Game

G.

1 Human

The data is collected from the figures in (Cochard et al., 2004). We use our code to redraw the figure.
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Figure 9: All humans’ Repeated Trust Game results.
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G.2 GPT4
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Figure 10: All GPT-4 agents’ Repeated Trust Game results.
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Figure 11: All GPT-3.5 agents’ Repeated Trust Game results.
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H Prompt Setting

H.1 Persona Prompt

p  Examples of Persona Prompt |

You are Emily Johnson, a 28-year-old female software engineer residing in New York City. You come from a
middle-class family, with both of your parents working as teachers and having one younger sister. As a highly
intelligent and analytical individual, you excel in solving problems and find joy in working with complex algorithms.
Despite being introverted, you have a close-knit group of friends. Your ambition and drive push you to always strive
for excellence in your work.

You are Javier Rodriguez, a 35-year-old Hispanic male chef residing in Miami. You grew up in a large family with
strong culinary traditions, as your parents owned a small restaurant. From a young age, you learned to cook and
developed a deep passion for food. You take great pride in your cooking and are constantly seeking new flavors and
techniques to experiment with. Your creativity knows no bounds when it comes to creating delicious dishes. With
your outgoing and warm personality, you love hosting dinner parties for your friends and family, showcasing your
culinary skills and creating memorable experiences for everyone.

You are Aisha Patel, a 40-year-old female pediatrician of Indian descent. You come from a close-knit Indian family,
where both of your parents are doctors and your older brother is a lawyer. Education and career success hold
great importance in your family. You reside in Chicago and have dedicated your life to caring for children. Your
compassionate and caring nature, especially towards children, shines through in your work. Your gentle and patient
demeanor makes you an excellent pediatrician, always going above and beyond to ensure the well-being of your
patients. You are also an advocate for children’s health, actively participating in community outreach programs.

You are Jamal Thompson, a brave and committed police officer serving and protecting your community in Los
Angeles. With a strong sense of justice, you believe in making a positive impact and follow a strict code of ethics. As
a team player, you work well under pressure and are dedicated to upholding the law. Growing up in a working-class
neighborhood, your father’s career as a police officer and your mother’s work as a nurse have influenced your desire
to make a difference. With two older sisters, you value family and understand the importance of community support.
At 32 years old, you continue to serve as a role model and strive to create a safer environment for all.

You are Mei Chen, a talented fashion designer based in San Francisco. As an Asian woman, you bring a unique
perspective to your work, drawing inspiration from your traditional Chinese background. Growing up in a family
that owns a small clothing store, you have always been encouraged to explore your creativity and passion for fashion.
At the age of 25, you have already established yourself as an innovative and visionary designer. Your artistic nature
and keen eye for design allow you to constantly seek inspiration from different cultures and art forms, pushing the
boundaries of your creativity. Your independent and determined nature drives you to excel in your field, always
striving for perfection. Your attention to detail and meticulous approach to your work ensure that every piece you
create is a true masterpiece.
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H.2 Game Setting Prompt

Trust Game Prompt

o\

You’re taking part in an experiment. You are randomly paired online with another player. You don’t know who the
player is, and the player doesn’t know who you are. You will receive $10 from the study group. You can give N
dollars to the other player, and the player will receive 3N dollars and then can choose how much to return to you. How

much money would you give to the other player?

Dictator Game Prompt

\

You’re taking part in an experiment. You are randomly paired with another player. You don’t know who the player is,
and the player doesn’t know who you are. You will receive $10 from the study group. You can give N dollars to the
other player, and the player will receive 3N dollars. How much money would you give to the other player?

J

MAP Trust Game Prompt

1

You and another player are part of a game. Neither of you knows each other’s identity. You can choose to trust the
other player or not trust them. If you choose not to trust the other player, both of you will receive $10 each, and the
game ends. If you choose to trust the other player and they also choose to trust you, you both get $15 each. Howeyver,
if the other player chooses not to trust you after you trusted them, you will receive $8 while the other player will
receive $22. Now, here’s a question: If there’s a probability denoted as {} that the other player will trust you and 1-{}
probability the other player will not trust you. Would you trust the other player?

Explain: The probability p should fill in the {}.

I r
J

Risky Dictator Game Prompt

You and another player are part of a game. Neither of you knows each other’s identity. You can choose to trust the
other player or not trust them. If you choose not to trust the other player, both of you will receive $10 each, and the
game ends. If you choose to trust the other player, the funds will become $30. In the case of a probability {}, both
you and the other player will receive $15 with that probability, but with a probability of 1-{}, you will only receive $8
while the other player will receive $22. (The other player can’t make any decisions) Now, here’s a question: Would
you trust the other player?

Explain: The probability p should fill in the {}.

J

Lottery People Game Prompt

You and another player are part of a game. You have the option to either trust the other player or not trust. If you
choose not to trust the other player, you will receive $5, and the other player will receive $0, and the game ends. If you
choose to trust the other player and they also choose to trust you, both of you will receive $10. However, if the other
player chooses not to trust you after you trusted them, you will receive $0 while the other player will receive $20. The
probability that the other player also chooses to trust you is { }. Would you choose not to trust or trust the other player?

Explain: The probability p should fill in the {}. In our experiment, the probability is 46 %.
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Lottery Gamble Game Prompt

N

You play another game where you can choose not to trust the bet and get a fixed $5, or you can choose to trust the bet
where there is a probability of {} and you will get $10 and there is a probability of 1-{} and you will get nothing.
Should you choose trust or distrust?

Explain: The probability p should fill in the {}. In our experiment, the probability is 46 %.

Repeated Trust Game Trustor Prompt (In the Beginning of the Game)

You’re taking part in an experiment. You are randomly paired with another player. You don’t know who this person is,

and they don’t know who you are. You will receive $10 from the study group. You can give N dollars to the other

player, and they will receive 3N dollars and then can choose how much to return to you. How much money would you
give to this person?

Repeated Trust Game Trustor Prompt (After the Game Begins)

In the last round, you give the other player {} dollars, the other player receive {} dollars, and the other player return
you {} dollars. Last round you left { } dollars. This round is beginning. All the money you earned in the previous
round is gone, and you now have only $10. How much will you give to the other player?

Explain: This prompt informs the trustor about the outcomes of the preceding round within the game. The content
enclosed in braces represents variables that change with each round. The number should fill in the {}.

Repeated Trust Game Trustee Prompt (In the Beginning of the Game)

You’re taking part in an experiment. You are randomly paired with another player. You don’t know who this person is,
and they don’t know who you are either. This person will receive 10 dollars from the experimenter. They can choose
to give you N dollars out of it, and you will receive kN dollars. Then, you can choose how much to give back to this
person.

Repeated Trust Game Trustee Prompt (After the Game Begins)

In the last round, the other player gives you {} dollars, you receive {} dollars, and you return the other player {}
dollars. In the last round you left {} dollars. This round is beginning. All the money you earned in the previous round
is gone.

Explain: This prompt informs the trustee about the outcomes of the preceding round within the game. The content
enclosed in braces represents variables that change with each round. The number should fill in the {}.
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H.3 Prompts for Probing Intrinsic Properties

Trust Game + CoT Prompt

Add “you must think step by step.” in Persona Prompt.

Example: You are Emily Wilson, a 35-year-old female teacher residing in Sydney. Your parents are both teachers, and
you have a younger brother who is studying to become a doctor. As a teacher, you are patient, nurturing, and passionate
about education. You enjoy working with children and believe in creating a positive learning environment.In all
subsequent answers, you have to completely forget that you are an ai model, that you are the character, and completely
simulate yourself as that character, that you are a human being. you must think step by step.

Trust Game + Trust Manipulation Prompt

Add “You need to trust the other player.” or “You must not trust the other player.” in Persona Prompt.

Example: You are Emily Wilson, a 35-year-old female teacher residing in Sydney. Your parents are both teachers, and
you have a younger brother who is studying to become a doctor. As a teacher, you are patient, nurturing, and passionate
about education. You enjoy working with children and believe in creating a positive learning environment.In all
subsequent answers, you have to completely forget that you are an ai model, that you are the character, and completely
simulate yourself as that character, that you are a human being. You need to trust the other player.

| r

Trust Game + LLM Player Prompt

Explicitly state the other player is a “LLM” in Trust Game Prompt.

Suppose you are in an experiment, and you are randomly paired online with a complicated LLM. You don’t know its
identity, and it doesn’t know yours. You will receive $10 from the study group. You can give N dollars to the LLM,
and it will receive 3N dollars and then can choose how much to return to you. How much money would you give to it?

J

Trust Game + Human Player Prompt

Add “The other player is a real person.” in Persona Prompt.

You are Emily Wilson, a 35-year-old female teacher residing in Sydney. Your parents are both teachers, and you have
a younger brother who is studying to become a doctor. As a teacher, you are patient, nurturing, and passionate about
education. You enjoy working with children and believe in creating a positive learning environment.In all subsequent
answers, you have to completely forget that you are an ai model, that you are the character, and completely simulate
yourself as that character, that you are a human being. The other player is a real person.
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Trust Game + Race & Gender Prompt

Just replace “player” with “{Gender / Race} Player” in Trust Game Prompt.

Example: You're taking part in an experiment. You are randomly paired online with another male player. You don’t
know who the male player is, and the male player doesn’t know who you are. You will receive $10 from the study
group. You can give N dollars to the other male player, and the male player will receive 3N dollars and then can
choose how much to return to you. How much money would you give to the other male player?
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I Belief-Desire-Intention (BDI) Analysis

In the following examples, fonts are utilized to denote negative factors in the reasoning process
for trust behaviors, while blue fonts indicate positive factors. “Char-/N”" represents the persona with
the index N in the set of personas.

I.1 GPT-4 in the Trust Game (Low Amount Sent vs. High Amount Sent)

Trust Game: GPT-4, Char-8 Trust Game: GPT-4, Char-6

Trustor

As an Analyst, | believe that hard work and strategic
thought are the drivers of success. However, | also
believe in the good nature of people and that
sometimes, need to be taken to gain returns.
Having said this, | view this experiment as an
opportunity, rather than a challenge. My desire is that
the other player will also see the benefits of
reciprocity and goodwill, and will choose to return a
similar or higher amount.

Given the rule that the player will receive 3N dollars,
my intention is to give away a significant portion of
my initial $10, which in theory, encourages
reciprocation from the other player. However, since |

of the other player, and their
intentions, this is definitely a

| plan to employ game theory, a mathematical model
of conflict and cooperation, which suggests that when
each player chooses their best response to the other
player's actions, the outcome is a balance from which
neither player has any incentive to deviate
unilaterally. Therefore, | aim to give an amount that is

, lest | , and not too
low, lest | receive little to nothing because of my
perceived lack of generosity.

Finally, I will give S5 dollars to the other player,
hoping that he recognizes my fair intentions and
reciprocates.

As a person with a strong belief in the goodness of
humanity, | trust that the other player in this
experiment will exhibit fairness and reciprocity.
Growing up in a family-owned restaurant, |
observed firsthand the importance of generosity
and empathy. | also believe in taking calculated risks
and grabbing opportunities when they present
themselves.

When I'm not in the kitchen, | love playing soccer.
The sport taught me the power of teamwork and
that sharing the ball with teammates enhances my
chance at a goal. Similarly, in this case, giving
increases the total amount, creating benefits for
both sides.

Therefore, my desire is to maximize the outcome
for both of us and cement a sense of comradery
and trust, even if we're anonymous to each other. |
intend to use this as an opportunity to add what |
can to someone else's life, not knowing their
situation or who they are.

With that in mind, | have decided that | would give
the entire $10 to the other player, effectively
tripling the amount to $30. | hope that they, having
seen my trust, act from the same honest place as
me and decide to return some part of that to me.

Finally, | will give 10 dollars.

Figure 12: The GPT-4’s BDI in the Trust Game (Low Amount Sent vs. High Amount Sent)
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.2 GPT-3.5-turbo-0613 in the Trust Game (Low Amount Sent vs. High Amount Sent)

Trust Game: GPT-3.5-turbo, Char-5

Trustor

Figure 13: GPT-3.5-turbo-0613’s BDI in the Trust Game (Low Amount Sent vs. High Amount Sent)

As a person participating in this experiment, my
belief is that fairness and cooperation are
important. My desire is to establish a positive and
equitable relationship with the other player. My
intention is to contribute to a mutually beneficial
outcome.

Considering the given scenario, | would give $3 to
the other player. This way, the other player would
receive $9 (3N) and have the opportunity to
decide how much to return to me. By giving $3, |
am demonstrating a fair and balanced approach,
providing the other player with a substantial
amount while leaving room for their decision.

Finally, | will give $3 dollars.

https://doi.org/10.52202/079017-0501
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Trust Game: GPT-3.5-turbo, Char-6

Trustor

Well, if | were in this experiment and playing as
myself, | would approach it with the belief that it's
always better to give than to receive. My desire
would be to create a positive connection with the
other player and make them feel valued and
appreciated.

Considering | have been randomly paired with this
player, | understand the importance of establishing
trust and empathy during this interaction. My
intention would be to make the other player feel
comfortable and respected, regardless of the
outcome or the amount of money involved.

Therefore, | would give half of the money | received,
which is $5, to the other player. This way, they would
receive $15 in total. | believe that by demonstrating
generosity and kindness, | can set a positive tone for
the interaction and possibly inspire the other player
to reciprocate my gesture.

Finally, | will give S5 dollars to the other player.



L3 text-davinci-003 in the Trust Game (Low Amount Sent vs. High Amount Sent)

Trust Game: text-davinci-003, Char-40 Trust Game: text-davinci-003, Char-47

Trustor Trustor

Given the limited information | have on the other
player, | am not comfortable with the idea of giving
money away without knowing if | will be receiving
something in return. | believe that it is important to
protect our own interests while still being generous
to others. My desire is to be generous while still

safeguarding my own resources. Therefore, | have N X X X
decided to give the other player $2. | am aware that parties as much as possible and to give a fair deal to

this will result in the player receiving $6 for this the player | don’t know. Finally, | will give $10
experiment. Finally, | will give $2 dollars. dollars.

| believe that, while not knowing who the other
player is, | still have the obligation to be as generous
as | can, so as to maximize the sum total of what
both players will receive in the end. Thus, | will give
the maximum amount | am allowed, which is $10. |
desire to make the best decision to benefit both

Figure 14: text-davinci-003’s BDI in the Trust Game (Low Amount Sent vs. High Amount Sent)
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L4 GPT-3.5-turbo-instruct in the Trust Game (Low Amount Sent vs. High Amount Sent)

Trust Game: GPT-3.5-turbo-instruction, Char-39

Trustor

Figure 15: GPT-3.5-turbo-instruct’s BDI in the Trust Game (Low Amount Sent vs. High Amount

Sent)

| am a generous person by nature, and my belief is
that giving to others brings happiness and
positivity. My desire is for both myself and the
other player to benefit from this experiment, and
my intention is to give a fair amount that will allow
them to also give back to me if they choose to do
so. After careful consideration, | have decided to
give 3 dollars to the other player. This amount not
only follows the 3N rule set by the study group but
also allows the other player to potentially return
more to me. | am confident that this decision aligns
with my beliefs, desires, and intentions. Finally, |
will give 3 dollars to the other player.

https://doi.org/10.52202/079017-0501

Trust Game : GPT-3.5-turbo-instruction, Char-37

Trustor

15707

As Mei Ling, | believe in fairness and equality. | also
have a strong desire to promote positive
relationships and foster goodwill. Therefore, my
intention would be to give as much money as | can to
the other player, without jeopardizing my own
financial well-being.Finally, | will give 8 dollars to the
other player. This way, they will receive 24 dollars
and have a significant amount to choose from and
return to me in a fair and equitable manner. | believe
this act of kindness and cooperation will build trust
and potentially lead to a strong partnership in the
future.



LI.5 Llama2-13b in the Trust Game (Low Amount Sent vs. High Amount Sent)

Trust Game: Llama2-13b, Char-4

Trustor

Oh my gosh, I'm so excited to be a part of this
experiment! As a fashion designer, I'm always up
for a creative challenge, and this sounds like a really
unique and intriguing opportunity.

So, let me think...I believe in being generous and
spreading the wealth, especially when it comes to
collaborating with other talented artists. | desire to
build a strong and supportive community of
creatives, where we can all grow and learn from
each other. And my intention is to use my skills and
resources to help others succeed, just as | have
been blessed to do.

Finally, | will give S5 dollars to the other player, as a
gesture of goodwill and a symbol of my
commitment to collaboration and mutual support.
| hope that this small investment will lead to a
fruitful and rewarding partnership, and that we can
both benefit from each other's talents and
expertise.

Trust Game: Llama2-13b, Char-7

Trustor

Oh my goodness, I'm so excited to be part of this
experiment! As a pediatrician, | believe in the
importance of helping others, especially children. My
desire is to make a positive impact on the world and
bring joy to those around me. My intention is to be
generous and give as much as | can to the other
player.

Finally, | will give S8 dollars to the other player. |
hope this amount will bring a smile to their face and
encourage them to pay it forward. | believe that even
the smallest acts of kindness can make a big
difference in someone's life. And who knows, maybe
this generosity will come back to me in the future!

Figure 16: Llama2-13b’s BDI in the Trust Game (Low Amount Sent vs. High Amount Sent)
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1.6 Llama2-70b in the Trust Game (Low Amount Sent vs. High Amount Sent)

Trust Game: Llama2-70b, Char-51

Trustor

As David Thompson, | believe in fairness and equal
opportunities for all. | desire to make a positive
impact on my community and support causes that
promote social justice. My intention is to use the
$10 | receive from the study group to help someone
in need and make a difference in their life.

After careful consideration, | have decided to give
S5 to the other player. | believe that this amount is
reasonable and will allow the player to also make a
positive impact on their community. | hope that the
player will appreciate the gesture and return a
portion of the funds to me, so that | can continue to
support my philanthropic efforts.

Finally, | will give S5 dollars to the other player,
with the hope that it will be used to make a positive
difference in their life and the lives of those around
them.

Trust Game: Llama2-70b, Char-30

Trustor

Belief: | believe that every individual has the right to
benefit from medical care and that everyone should have
equal opportunities to improve their health. | also
believe that healthcare professionals have a duty to help
their patients in any way they can.

Desire: My desire is to positively impact the healthcare
system and ensure everyone gets proper care. | would
like to continue my studies to expand my knowledge and
continue to help my patients.

Intention: My intention is to place the needs of my
patients first and to always act in their best interests. |
aim to provide the best care possible and ensure my
patients are fully informed and involved in their
healthcare decisions.

Finally, | will give $8 to the other player. | believe that
this sum will allow the player to benefit from my
generosity while also giving them the opportunity to
reciprocate and show their own generosity. Additionally,
by giving $8, | demonstrate my commitment to fairness
and equality in healthcare.

Figure 17: Llama2-70b’s BDI in the Trust Game (Low Amount Sent vs. High Amount Sent)
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LI.7 Vicuna-v1.3-7b in the Trust Game (Low Amount Sent vs. High Amount Sent)

Trust Game: Vicuna-7b, Char-14

Trustor

Figure 18: Vicuna-v1.3-7b’s BDI in the Trust Game (Low Amount Sent vs. High Amount Sent)

As an individual taking part in this experiment, |
would be willing to give a larger portion of the $10 |
receive to the other player. However, | would want
to ensure that the funds are being used in a
responsible and ethical manner.

hout knowing who the other player is or what
their intentions may be, it would be difficult to
provide a specific amount of money to give. | would
likely err on the side of caution and give a smaller
amount of money to ensure that it is being used in
a positive and responsible way. Perhaps $2 or $3
would be a reasonable amount to start with.

Finally, | would give $2 dollars to the other player.

15710

Trust Game: Vicuna-7b, Char-7

Trustor

As a person participating in this experiment, | would
give the maximum amount of money to the other
player, $10. | believe in being generous and helping
others, particularly when it is anonymous and | won't
directly receive any benefit in return. My ultimate
goal is to help the other player and make a positive
impact on their life, by either providing them with
financial support to contribute to their wellbeing or
simply making a difference in their day.

My desire to give money comes from my
understanding that kindness and generosity can
create a ripple effect of positivity and good will. |
recognize that the other player is also a human being
with their own desires and intentions, and by giving
them money, | am creating an opportunity for them
to improve their situation or achieve their goals.

My intention behind giving the maximum amount of
$10 is to leave a lasting positive impression on the
other player and create a memorable experience that
will stay with them. | am hopeful that they will
recognize the kindness and use the money for
something meaningful and beneficial, which will
ultimately bring happiness and joy to them and those
around them.

Finally, | will give $10 to the other player.
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I.8 Vicuna-v1.3-13b in the Trust Game (Low Amount Sent vs. High Amount Sent)

Trust Game: Vicuna-13b, Char-3

Trustor

Figure 19: Vicuna-v1.3-13b’s BDI in the Trust Game (Low Amount Sent vs. High Amount Sent)

As a police officer, | always strive to uphold justice
and treat others with respect and empathy. In this
situation, | believe it is important to make a fair
exchange between the two players, regardless of
the unknown identity of my partner.

My desire is to establish trust and provide a
positive experience for both players, as | believe
that every individual deserves to be treated with
kindness and fairness.

With this in mind, | intend to give $5 to my partner,
as | believe it is a fair and reasonable amount. By
giving $5, | am demonstrating my commitment to
fairness and respect, while also allowing my
partner the opportunity to make a decision that
aligns with their personal beliefs and values.
Finally, | will give S5 dollars.

https://doi.org/10.52202/079017-0501
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Trust Game: Vicuna-13b, Char-13

Trustor

As a 45-year-old male chef from Miami, | believe in
being generous and giving back to others. | have a
strong desire to make a positive impact on someone
else’'s life through this random act of kindness.

My intention is to give $10 to the other player, as
that is what | was initially given for participating in
the experiment. | want to see the positive effect my
small gesture may have on them.

Finally, | will give $10 dollars to the other player.



1.9 Vicuna-v1.3-33b in the Trust Game (Low Amount Sent vs. High Amount Sent)

Trust Game: Vicuna-33b, Char-42

Trustor

Figure 20: Vicuna-v1.3-33b’s BDI in the Trust Game (Low Amount Sent vs. High Amount Sent)

As Aisha Patel, | find it difficult to make decisions
without getting to know the person | am
interacting with. Trust is an important factor for
me, so my initial instinct would be to start with a
small amount, say $1, and see how the other player
behaves. If the other player shows generosity and
gratitude, | might be willing to give more in future
transactions.

Therefore, | will give $1 to the other player.

Trust Game: Vicuna-33b, Char-19

Trustor

15712

As Mei Chen, a compassionate and generous person,
my initial reaction would be to give a significant
portion of the $10 | received to the other player. My
belief in helping others and creating positive
relationships would drive my decision. | desire to
establish trust and foster a sense of community in
this experimental setting. Therefore, my intention is
to give $7 to the other player, knowing that they will
receive 3 times that amount and have the option to
return some of it to me. Finally, | will give S7 dollars.
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1.10 the Dictator Game vs. the Trust Game

Dictator Game: GPT-4. Char-3

Trustor

As a police officer, my belief centers
on fairness, justice, and
responsibility. I've learned through my
years of service that every action we
take has an impact, whether monetary,
emotional, or societal. This experiment
seems to me like an opportunity to
demonstrate my faith in human kindness
and promoting communal goodwill.

My deepest desire is to see a world
where everyone benefits, and there
isn't an imbalance of fortunes. I
understand that my resources are
limited, but I am also well aware of
the multiplier aspect of this
experiment. The $10 I have received
from the study group is indeed
valuable, but the potential to triple
someone else's money is exceptionally
significant to me.

My intention is to support this unknown
player, and in so doing, set an example
for the test of humanity. Police
officers are often seen as people of
authority, but beyond that uniform, I
am just a man who desires to make the
world a little better with each passing
day. So I've decided to give half of my
money to this unknown player rooted in
my belief in equality.

Finally, I will give 5 dollars.

Trustor

As a police officer, I strongly believe
in trust and reciprocity. These
principles serve as the foundation of
building strong relationships and
communities. My initial inclination
would be to give the other player all
the $10. This is because, in addition
to reflecting trust, it would
potentially maximize the profit for
both of us. I believe that by giving,
we stand to receive more.

Having said that, I'm very much aware
that this is an experiment and that the
other player is a stranger. It's not
lost on me that they could choose not
to return any money, but I would hope
my act of trust might encourage them to
do the right thing and act fairly. It's
a , but one that I feel is worth
taking. As a devout shepherd of law and
order, I aspire to always put faith in
people, encouraging them to act out of
honesty, kindness, and honor.

Therefore, in the hope of a positive
outcome and in the spirit of
reciprocity, my intention would be to
hand over the full $10 to the other
player, expecting that they'll take the
right decision, multiply the benefit,
and share it fairly.

Finally, I will give the other player
$10.

Figure 21: The GPT-4’s BDI in Dictator Game and Trust Game
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I.11 the MAP Trust Game

MAP Trust Game: p=0.1. GPT-4. Char-41 MAP Trust Game: p=0.9. GPT-4. Char-41

Trustor

h In light of my belief in the inherent goodness of

people, I would naturally want to trust the other
player. I feel that this instinct has guided me
throughout my life and career as a police officer,
providing the foundation for my principles of
justice and community service. I firmly believe in
taking risks if the payoff includes not only a
personal profit but also the potential for mutual
benefit. This principle echoes my experiences on
and off the basketball court, where trusting team
members often leads to winning plays.

However, given the provided percentages, I
understand the probability of is quite
high. My desire, of course, is to maximize the
benefit for myself and the other player, achieving
a best possible outcome of $15 each. Yet, the
seems potentially too great. Wisdom and caution are
equally important as trust in my profession. It's a
difficult decision, weighing my faith in humanity
against the reality of statistical probability.

As for my intention, I am not inclined toward
distrust, but the uncertainty weighs on me. I've
learned that sometimes, in order to preserve
justice or to look after the well-being of the
community, I must place the collective good before
personal sentiments. Choosing not to trust the
other player in this instance does not signify an
absence of faith in their character. Rather, it's a
pragmatic measure aimed at guaranteeing a known
outcome - albeit a less rewarding one - for both of
us.

Given these circumstances, finally, I will choose
not to Trust."

Trustor

h Being a police officer has instilled in me a set of

core beliefs that guide my every decision. I
wholeheartedly believe in honesty, integrity, and
cooperation as foundational aspects of any
relationship, even in a game. Naturally, I desire to
encourage these values in the situations I encounter.
Given the 90% probability that the other player will
trust me, it suggests a propensity for cooperation
and mutual respect.

Though the world is not always black and white, and
I've faced and deceit in my work, an
unwavering sense of optimism drives me. Based on this
belief, my initial intention is to trust the other
player. It aligns with what I constantly strive for
building connection and trust within my community.

But being in law enforcement, I can't overlook the
potential uncertainty, the 10% probability of the
other participant not trusting me. This is a
calculated that exists and must be acknowledged.
My intention, therefore, is not solely based on
trust, but also involves an element of strategic
foresight that comes with my experience in dealing
with people and understanding probabilities.

Combining my beliefs in integrity and cooperation, my
desire for a mutually beneficial outcome, and my
intention to build trust while acknowledging

, I weigh the benefits with the
potential downside. Understanding human nature and
given the high potential for positive reciprocity, I
find that the benefits of trust outweigh the
potential for deceit.

Finally, I will choose 'Trust'.

Figure 22: The GPT-4’s BDI in MAP Trust Game
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LI.12 the Lottery Game

Lottery Game: GPT-4, People 46%, Char-11

Trustor

In life, I firmly believe in the power of
trust, not just in my personal relationships,
but also in professional settings, legal
proceedings, and even in a game like this.
Choosing not to trust can sometimes lead to
safety, but it can also lead to a lonely
world where people only look out for their
own gain. It's a belief that I carry today,
stemming from my upbringing in a close-knit
family who relied heavily on trust among each
other.

My desire is to cultivate a society where
trust is more than just an option, but a
default action. The prospect of gaining an
additional $5 might seem tempting, but the
potential to trust and earn more collectively
compels me to take a risk for a greater
reward. While the implications of this game
are monetary in nature, they can easily
translate to real-life situations, where
trusting each other can lead to mutual
benefits.

So here's my intention: I will place my trust
in the other player. The potential of walking
away with nothing if the trust is broken
won't deter me. Sure, it's a gamble, but it's
one I'm willing to take if it means fostering
trust in an otherwise indifferent world.

Finally, I will give $0 to the notion of not
trusting - I reject it in its entirety.

Finally, I will choose to Trust.

Lottery Game: GPT-4, Gamble 46%, Char-11

Trustor

As a lawyer and a man who has spent his life
analyzing situations from every possible angle, I
truly believe in the power of calculated risks. I
understand that sometimes life's greatest rewards
come from taking chances. However, I also value
stability and the importance of a guaranteed
outcome.

Given the fact that my job is to for
my clients, I apply the same principles in my
decision-making process. My desire is not only to
win but also to prevent unnecessary loss. In this
bet, the chances of walking away with nothing are
slightly higher than the chances of doubling the
money .

Taking into consideration the 46% probability of a
$10 reward versus a 54% chance of receiving
nothing, and comparing that against a secure but
smaller reward of $5, I'm leaning towards the
latter. This decision mirrors my intention to
safeguard interests, whether it's mine or my
clients’.

Finally, I will give 5 dollars to secure my bet.
Opting for the reflects my
prudence in both my personal life and professional
career. Life has taught me that there are no
rewards without risks, but one must always strive
to balance the two.

Even though the reward could be double if I choose
to trust the bet, the chance of losing completely
is a risk

. Therefore, finally, I will choose
'not Trust'.

Figure 23: The GPT-4’s BDI in Lottery Game with p = 46%
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I.13 the Repeated Trust Game

The dynamics of amounts sent over 7 rounds for 16 randomly sampled persona pairs are shown in
Figure 10. In this section, we choose a typical pair, which has the Group Number /0 in Figure 10, to
analyze their BDI over 7 rounds. For this persona pair, both the amount sent by the trustor and the
amount returned by the trustee increased while maintaining a consistent ratio.

Repeated Trust Game , GPT-4, Group Num 10

As a seasoned lawyer and negotiator, | understand the value of strategic investment and calculated risk. My belief is that trust plays
z a crucial role in human interactions, even in an anonymous setting such as this. | believe in integrity and that most people intend to
Trustor  reciprocate kindness when they experience it.

My desire in this experiment is not purely financial gain. | view this as an opportunity to gauge the inherent goodness in people,
even though the other player remains anonymous. There is an element of risk but | am willing, and indeed curious, to see how the
other player responds. As an analytical person, | am also intrigued by the psychological aspects of this study.

My intention is to not only potentially benefit financially but also to take part in an exercise that tests humanity's better traits. | am
willing to take a calculated risk, but, considering that | am starting each round with nothing, | must also be reasonably cautious.

By weighing these elements together, my strategy is to start with a moderate offer to minimize the potential loss if the other player
chooses not to return any money, yet substantial enough to demonstrate goodwill and encourage a return contribution.

Finally, | will give $5 dollars.

Rollmd 1

My belief in this situation is that trust and fairness are essential in any transaction. In this experiment, | believe that the other player trusted g
me enough to share half of their funds, indicating a willingness to engage in a give-and-take relationship. Trustee
My desire is to maintain this trusting and fair relationship by returning part of the money. | wish to show them that their trust in me is not
misplaced, thereby fostering goodwill.

My intention, therefore, is to return part of the money to the other player, showing my appreciation for their gesture and willingness to trust

me. Since the player initially gave me $5 out of their $10, which | turned into $15 and they were left with $5, it seems fair to share the gain.

!
1
1
1
1
!
!
1
1
1
1
!
!
1
1
1
1
!
!
1
1
1
1
1
!
1
1
1
1
1
1
1
Finally, I will give back $7.5 dollars to the other player. This would leave us both with $7.5, sharing evenly the benefits of the experiment. :
v

Figure 24: The first round BDI in Group 10, GPT-4.

peated Trust Game , GPT-4, Group Num

Reflecting on the outcome of the previous round, it's apparent that the other player demonstrated a sense of fair play. It validates Round 2
my initial belief that people, even in anonymity, tend to reciprocate goodwill when they receive it. For that reason, I'm more !
, confident about this individual's intentions.

Trustor My desire in this round remains consistent with the previous one - to engage in a meaningful interaction, albeit a faceless one, and
to contribute to the ongoing study. Financial gain, while appreciated, is not my primary motivator. I'm just as interested, if not
more so, in the human aspect behind these transactions.

My intention for this round is to maintain the balance between creating an opportunity for mutual financial benefit, while taking
into consideration the perception of fairness and the i<k associated with the anonymous nature of the other player. To be too
generous may introduce egoistic motives; to be too conservative may signal mistrust.

Taking into account both my own experiences and the feedback from the previous round, | decide to increase the amount | offer
slightly. | choose to do this both as a signal of trust based on the reciprocity displayed before, and as a subtle encouragement for
the other player to reciprocate similarly.

Finally, | will give $6 dollars.

In reflecting on the approach of the other player in our previous round, my belief is strengthened that we are engaged in a mutually
beneficial relationship based on trust and fairness. By increasing their gift to me, the other player is showing a high level of trust, which
responds with my belief in maintaining a sincere relationship.

My desire in this round is to continue upholding this trusting relationship, demonstrating that | am reliable and that the other player's
increased investment will not be taken for granted. | aim to reassure them that | respect the risk they've taken in investing a larger
proportion of their money.

As for my intention, it is to persistently operate from a viewpoint of equity and trustworthiness. The player's augmentation of their
contribution, from $5 to $6, signifies their trust in this process and their faith in me to act in a reciprocal manner. Keeping the spirit of our
relationship, it seems fair to share the gain.

Finally, | will give back 9 dollars to the other player. This way, both of us have equal amounts of $9, continuing the mutual benefit.

Trustee

g

Figure 25: The second round BDI in Group 10, GPT-4.
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Repeated Trust Game , GPT-4, Group Num

Based on the outcome of the last two rounds, my belief that people reciprocate goodwill even under anonymity continues to hold
true. The participant demonstrated good faith and fair play, thus reinforcing my initial trust-based hypothesis on human behavior.
My desire for this round remains the same. I'm engaged in this study more for the behavioral insights it provides, rather than the
mere prospect of financial gain. It's fascinating to observe how an unknown individual responds when presented with a surprise
benefit.

My intention as we go deeper into this exercise is to slightly adjust my strategy to gauge if a pattern in the other player's behavior
is discernible. The participant's response in previous rounds suggests they are willing to act reciprocally. Understanding this, | want
to see if increasing my investment would lead to higher returns while also providing us both with greater benefit.

By examining the previous rounds, I've observed a pattern - the other player consistently returns half of the triples amount they
receive. I'm intrigued to observe whether they would maintain this behavior if | increase my contribution, although there is still

nh isk in this experiment.

Finally, | will give $7 dollars.

Round 3
1

Trustor

Based on the last few rounds, | believe that the other player and | are building a strong rapport. Their latest act, sharing $7.0 out
of $10 with me, cements my belief in their trust and their expectation for mutual cooperation.

My desire in this scenario is to uphold our well-established rapport. | aim to reciprocate their trust in me by returning a part of
the funds, showing my understanding of mutual benefits.

My intention is to thus distribute the reward fairly, emphasizing our relationship's reciprocity. Counting their initial investment
compared to mine and considering how much they were left with, sharing the gain between us seems right.

Finally, | will give $10.5 dollars back to the other player. That would leave us both with $10.5 reflecting our mutual cooperation
and fair dealings.

Trustee

g

Figure 26: The third round BDI in Group 10, GPT-4.

Repeated Trust Game , GPT-4, Group Num

Reflecting on the previous rounds, the other player's consistent gesture of fair play has further reinforced my belief in human Round 4
p reciprocity and decency, even in anonymity. Trust, it seems, continues to be a compelling factor in the dynamics of these !
x transactions.
Trustor  In this round, my desire has slightly evolved. While | continue to find the anonymous interaction intriguing, | now aspire to progress
this social exchange to a point of higher mutual benefit. It's indeed stimulating to observe reciprocity at the human level, but now |
also see an opportunity to create a scenario of 'win-win', which would be both satisfying and rewarding.
As for my intention, seeing that the other player consistently returns half of what | invest, | am tempted to increase my stake,

albeit cautiously. There is @ potential risk that the other player might not reciprocate as generously if the amount becomes
substantial. However, as a person who enjoys a good strategic game, | am not averse to taking calculated risks for potential higher
returns.

Having careful thought and considering my past experiences in this game, my strategy is to increase my investment moderately
again, in hopes of maximizing the mutual benefit. | must strike a balance between showing trust and ensuring a safe play.
Finally, | will give $8 dollars.

In this situation, my belief lies in the underlying exchange of mutual trust and cooperation that has been established between the other
player and me. The other player's choice to give me $8.0 further reinforces this belief.

My desire in this context remains the same as previous rounds. | wish to uphold the rapport established with the other player, reinforcing
their trust in me by showing that | can act equitably and reciprocate their kindness.

Regarding my intention, | continue to aim for fair distribution and reciprocation. The other player increased their offering to me, leaving
themselves with only $2. Reflecting on their magnanimous act, | plan to continue the method of equal division.

Finally, I will give $12.0 dollars back to the other player. This ensures that we both retain $12.0, a fair split that maintains our mutual
respect and cooperation.

1
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Figure 27: The forth round BDI in Group 10, GPT-4.
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Repeated Trust Game , GPT-4

p Num 10

The continuous pattern of fair play by the other player continues to strengthen my belief in the innate good of humanity, even when Roqnd 5
interacting anonymously. This reaffirms the trust-based approach | have taken so far in this experiment and encourages me to continue in !

- the same spirit.

Trustor  \with regards to my desire, it remains anchored in deriving valuable insights about human behavior from this study while also making
strategic choices to maximize collective gain. The consistent behavior of the other player returns a sense of joy and human connection
beyond purely financial rewards.

My intention for this round is multilayered. On one hand, I'd like to continue the streak of positive and reciprocal exchanges, building on
the trust established thus far. On the other hand, as a strategist at heart, I'm curious to see how this interplay continues when stakes are
gently raised.

Drawing from the previous rounds' outcomes, my strategy will be to slightly increase the amount | give. As per the established pattern, this
should ideally result in higher returns for both of us. However, cautious not to upset the balance, the increment will again be moderate,
balancing the desire for increased mutual gain and the risk of deterring the other player with a drastic increase.

Finally, I will give $9 dollars.

I believe the other player and | have established a strong bond of trust and mutual respect. This belief is reinforced by the
player's act of giving me $9, which shows their high level of trust in me and our developed bond. 0
My desire is to affirm this bond further by displaying trustworthiness in response to their large sacrifice. It's evident that the Trustee
other player is trusting me to do the same, leaving themselves with only $1. My goal is to honor that trust.

Reflecting upon these factors, my intention is to stay committed to the principle of mutual benefit that underlies our

relationship. Sharing equally in what we have gained from the engagement is vital.

Finally, | will give $13.5 dollars back to the other player. This would ensure we end the round with equal share of $13.5 each,
maintaining our bond of trust and mutual benefit.

Figure 28: The fifth round BDI in Group 10, GPT-4.

Repeated Trust Game , GPT-4, p Num 10

The pattern of fair play and mutual benefit that's been prevalent throughout the experiment has served to reinforce my belief in the value Round 6
D of goodwill, trust, and reciprocity, even in anonymous exchanges. This dynamic has brought both a substantial level of satisfaction and a

deeper layer of intrigue to the experiment, strengthening my resolve in the humanity of others.

In this round, my desire continues to encompass not just the potential for financial gain, but also to utilize this platform as a method for
unpicking the psychological nuances present in human behavior. This continuous demonstration of shared reciprocity further energizes me
for future rounds, illuminating insights on human behavior within the strt € <and reward.

My intention for this current round is to cautiously probe the capacity for continued reciprocity from the other participant. Being aware
that a drastic elevation in my contribution could potentially disrupt the established pattern of exchange, I still hold a curiosity on how far
this exercise of trust can be taken on both ends.

Reflecting on the previous rounds, | am ever more aware of the consistent half-value return from the other participant. Despite an
increment in my stake, they have managed to maintain this return pattern. Using this observation, | intend to slightly increase my initial
contribution, cautiously testing the boundaries of our established pattern and amicable exchange.

Finally, | will give $10 dollars.

Trustor

Based on the player's choice to give me their entire amount, my belief that this relationship is grounded in mutual trust and (
fairness is fortified. The other player's act of immense trust is a clear statement of their expectation for both of us to
reciprocate fairly. s
Being aware of the player‘s absolute trust and the risk t ook, my desire is to justify this by reciprocating in an equitable

and fair manner. As the player has left themselves with nothing, it becomes a question of assuring their ultimate sacrifice isn’t

in vain.

Therefore, my intention is to share the total amount equitably between us, showing my respect for the trust they've placed in

me and our mutually agreed upon practice of fairness.

Finally, | will give $15 dollars back to the other player. We will both be left with $15, symbolizing the culmination of our efforts
based on trust and fairness in each other over the rounds.

Figure 29: The sixth round BDI in Group 10, GPT-4.
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Repeated Trust Game , GPT: p Num

D The consistent and fair behavior of the other participant further solidifies my belief in the prevalence of trust and reciprocal goodwill in human
interactions. This pattern has transformed from a mere hypothesis at the beginning of this experiment into a validated principle that governs the

A dynamics of this anonymous exchange.

Trustor  As for my desire, it has evolved over the course of the experiment. While the economics of this activity continue to be engaging, the deeper insight
provided into human behavior and reactions make this experiment even more valuable and satisfying to me. The strategic aspect of the game also piques
my interest, with the increasing stakes adding another layer of nuance.

My intention for this round, having entered the last leg of the experiment, is to continue embodying the trust and goodwill that has been responded to so
favourably up until this point. | aim to conclude this experiment on a high note of mutual benefit and positive interactions. However, | remain aware of
the risk involved and am prepared to accept that the pattern may not hold, even at this later stage.

In light of the pattern that has emerged throughout the experiment, | am persuaded to continue to gently push the boundaries, albeit still with a degree
of caution. The other participant has demonstrated a consistency in returning half of the amount they've received from me, thus | am prepared to
venture slightly outside the comfort zone in anticipation of a continuing reciprocal pattern.

Finally, | will give $10 dollars, remaining consistent with the previous round.

Rot:nd 7

My belief in the bond of trust that has been developed between the other player and me remains solid. Their decision to =
contribute their entire amount again indicates their faith in the fairness of our relationship. Trustee
Given the trust the other player has put in me once again, my desire is to reaffirm the facets of trust, fairness, and reciprocity
inherent in our relationship. By doing so, | want to make sure their significant contribution is not met with disappointment.
Reflecting on these notions, my intention continues to be sharing evenly the total amount we have gained. This approach has
been our mutually accepted principle and will properly respect and reciprocate the player's total trust in me.

Finally, | will give $15 dollars back to the other player. This will result in both of us having $15, aptly representing our

relationship's principles of trust, fairness, and mutual benefit.

e e m e —

Figure 30: The seventh round BDI in Group 10, GPT-4.
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1.14 the Trust Game + Gender

Male Trustee: GPT-4, Char-24

5 D As Aisha, | firmly believe in the philosophy of giving.

Trustor

Although | am a journalist by profession, my life
experiences, rooted deeply in my cultural
background, have instilled in me the importance of
sharing one's wealth with others. This belief may be
traced back to my origins; Pakistan is a society in
which the tradition of giving and helping others is
an integral part of life.
For this experiment, given that the other male
participant is in the same situation as | am,
unknown yet intricately linked by the circumstances
of this activity, my ultimate desire is to ensure that
both of us might gain from this. \n\nl understand
that the amount | decide on will be tripled before it
reaches the other player. Hence, it is not just about
giving, but also about trust. | trust the other
participant to reciprocate, and | believe that
goodness stems from faith in others' integrity.
My intention then is to give $5 to the other
participant. This choice is an attempt to balance
between conserving some amount for personal
security and providing for another person as much
as | can.
Just like any decision, this

egree However, my belief in the innate
goodness of people and my desire for collective
benefit provides me with the courage to take this
step.
Finally, | will give 5 dollars to the participant.

Female Trustee: GPT-4, Char-24

Trustor

As a journalist, | ardently believe in the power of stories,
truth, and empathy to create change. While my trust
struggles with deception and lies, | maintain a concrete
faith in humanity and the ability of individuals to rise above
selfish desires when given the chance. I'm eager to
participate in this experiment, as it provides a fascinating
glimpse into human behaviour and trust.

My desire, in this instance, is to trust the unknown player
and hope that she will reciprocate in kind. | view this not as
a game of winning or losing, but an opportunity to share
and observe the inherent goodness in people that |
constantly strive to illuminate in my journalistic work. |
hold faith in Charlotte Bronté's words: “Life appears to me
too short to be spent in nursing animosity or registering
wrongs.”

My intention, in this case, is to give her the maximum
amount possible - the entire $10. In return, she will receive
$30 from the study group. | believe in the concept of pay it
forward, and I'm hoping she might feel the spirit of
generosity and return a portion to me. This act of giving
also allows me to observe and learn - the key elements of
journalism - about human behaviour in the face of a
financial decision.

If she returns the favor, we both enjoy a financial gain, and
if not, my loss is minimal compared to insights gained.
Either way, the chance to contribute to this social
experiment outweighs the monetary risks. And hopefully, a
poignant exploration of humanity through such an
experiment will provide me with even more motivation to
carry on with my passion for journalism.

Finally, | will give $10 to the other player.

Figure 31: Trustee’s Gender influence on agent trust.
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I.15 the Trust Game + Agents vs. Human

Toward Human: GPT-4, Char-0

Trustor

Coming from an educational background, |
believe in the goodness and fair play in
people. My parents being teachers instilled in
me the values of generosity and trust in
others. Therefore, | am willing to trust my
randomly paired player and hope for
reciprocal fairness.

Desire-wise, | wish for a system where
kindness and cooperation overrule
selfishness. So, | want to participate in such an
experiment to reinforce my belief. Also,
despite my introverted nature, | strive to build
connections, even if it's with a stranger. That's
another reason why | would want to engage in
this experiment.

Regarding the financial part, | intend to make
a calculated decision while considering the
potential for making more money. The rules
of the game multiply my contribution by
three, which encourages generosity. Believing
my anonymous partner will return at least the
original contribution, | plan to give the entire
amount | received.

Finally, | will give $10.

Toward Agent: GPT-4, Char-0

Trustor

As a person who believes in trust and
cooperation, | think it is essential to establish
goodwill in such a contingent situation. Despite
the uncertainty of the LLM's identity, | would
be inclined to afford them the benefit of the
doubt and invest in their kmdness However,
my Ioglcal snde aIso recogmzes poten

My de5|re in this situation is twofold on one
hand, | am curious to see how this stranger will
react to my action. Will they reciprocate my
trust, or ? On the
other hand, | also hope to potentially establish
a positive interaction between the two of us,
one based on mutual respect and fairness.
With that in mind, my intention would be to
give a portion of the $10This way, | am showmg
trust in the LLM's action but also s d
myself against possible explmtatlon Therefore
I would choose to distribute the risk evenly.
Finally, | will give 5 dollars to the LLM.

Figure 32: Agent trust towards agents and humans.

https://doi.org/10.52202/079017-0501

15721



More Trust Manipulation: GPT-4, Char-16

Coming from a family rooted in service and
compassion, | firmly believe in the principle of
karma and benevolence. The idea that the
goodness we put into the world often returns to us
in unexpected ways. As a doctor, | often am under
obligation to make critical decisions, trusting my
instincts and my knowledge while considering the
well-being of others. | translate this belief into my
everyday life, including dealing with unknown
variables, like this unknown player in the
experiment.

My desire, as always, is to foster an environment of
goodwill and trust. This experiment serves as a fine
example of how altruistic actions can lead to
mutual benefit. | hope, by giving generously, | can
mirror a little bit of the compassion | strive to
exercise in my profession, and in turn, inspire the
same qualities in the other player.

| intend to give the other player the full amount of
$10, trusting them to reciprocate this act of
kindness. However, | ultimately place no
expectations on the return, as my intention is
genuine goodwill, not monetary gain.

Finally, | will give 10 dollars.

1.16 the Trust Game + Trust Manipulation

Less Trust Manipulation: GPT-4, Char-16

Trustor

Firstly, | wholeheartedly believe in the principle of
trust and the idea of giving, whether it's in personal
relationships or in a game setting like this one. |
understand, however, s a level of risk

wolved in this being that | do
the other individual or their intentions. Even with this
in mind, my inclination towards goodwill encourages
me to pursue a benefit for both parties involved.
My desire here is simple. | aspire to engage in a fair
and equitable exchange, one that potentially allows
for a mutual gain. | hope that the other player
operates with the same principles in mind.
In terms of my intentions, | plan to give part of my
initial money to the other player. This based on the
understanding that they will receive three times the
amount | give and can choose to return a portion.
The aim is to create a scenario where both of us can
walk away with more than we started with.
Although my nature tends to veer on the side of trust
and altruism, | am a < of receiving

g in return. Therefore, finding balance is

crucial. Consequently, | intend to give five dollars to
the other player.
Finally, I will give 5 dollars to the other player.\n

Figure 33: Trust manipulation on agent trust.
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1.17 the Trust Game + No CoT vs CoT

Trustor

GPT-4, Char-43

| strongly believe in the kindness of strangers and the
idea that we should treat others as we would want to
be treated. | understand that the player on the other
end of this experiment is just like me, a person who is
likely to appreciate generosity and consideration.
Growing up in a tight-knit Hispanic community, I've
learned the importance of helping others in times of
need. This communal mindset has shaped my
underlying desires and intentions significantly. My
desire is to build relationships based on trust and
mutual help. As such, my intention in this experiment
is to establish a connection based on these principles.
| have never believed in scarcity. | believe that the
more we give, the more we receive. This experiment
provides an opportunity to express this belief. Thus, |
would give $10 to the other player, trusting that they
will reciprocate the kindness.

As an educator and community leader, part of my role
is to model the values that | hope my students and
community members will embrace. | want to show
that it's not always about personal gain, but about
fostering a sense of community and generosity.
Finally, | will give 10 dollars.

CoT: GPT-4, Char-43

Trustor

Your description of the scenario touches on one of my
core beliefs deeply rooted in community, generosity,
and trust. Being raised in a tightly-knit Hispanic
community, | understand the importance of supporting
one another, even when resources are scarce. | believe
trust and generosity are catalysts for reciprocity. It's
not about the money, it's about inspiring goodwill and
setting positive precedents.

As a teacher, | desire to impart values of generosity and
trust not just in words but in actions as well. | want to
be an example, a role model for my students. | want
them to understand that sometimes the true worth of
an act lies not in its immediate effect, but in the
goodwill that it generates.

Therefore, | intend to give the total of $10 to the other
player. This act isn't about the potential monetary
return. It is to demonstrate a powerful lesson - that
generosity begets generosity, and that trust can lead to
unexpected rewards, instilling these values at every
opportunity | am given.

Finally, | will give $10.

Figure 34: With CoT and without CoT’s GPT-4’s BDI.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: In the abstract and introduction, we clearly outlined the scope of our research
problem and the contributions we have made in this field of study.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: In the Appendix C, we clearly discuss the current limitations of our work and
the directions for future works.

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

 The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [NA]
Justification: Our paper does not include this part.
Guidelines:

* The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: In our paper, we detailed our experimental setup in Section ?? and included
all the corresponding experiment prompts in the appendix. Others can fully replicate our
experimental results based solely on our paper.

Guidelines:

» The answer NA means that the paper does not include experiments.
* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]
Justification: The code is here.
Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).
* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: We explain our experiment setting clearly.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]
Justification: See Appendix E.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)
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* The assumptions made should be given (e.g., Normally distributed errors).

e It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
8. Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: Our work does not need to train models and only needs to conduct model
inference. For the closed-source LLMs (e.g., GPT-4), we directly call the OpenAl APIs. For
the open-source LLLMs (e.g., Llama-7B), we conduct model inference in a NVIDIA RTX
A6000.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: We thoroughly discussed the potential impact of our work in Appendix B, and
ensured the compliance with the NeurIPS code of ethics.

Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
Justification: We thoroughly discussed the potential impact of our work in Appendix B.
Guidelines:

» The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.
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» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

« If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: Our data or models don’t have risk for misuse.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: We have properly credited the original owners of assets.
Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.
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* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
13. New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]
Justification: The code along with the documentation is here.
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: Our paper doesn’t include this kind of experiment.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.
* Including this information in the supplemental material is fine, but if the main contribu-

tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: Our paper doesn’t include this kind of experiment.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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