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Abstract

In this paper, we present the first explicit and non-asymptotic global convergence
rates of the BFGS method when implemented with an inexact line search scheme
satisfying the Armijo-Wolfe conditions. We show that BFGS achieves a global
linear convergence rate of (1— %)t for p-strongly convex functions with L-Lipschitz
gradients, where kK = % represents the condition number. Additionally, if the
objective function’s Hessian is Lipschitz, BFGS with the Armijo-Wolfe line search
achieves a linear convergence rate that depends solely on the line search parameters,
independent of the condition number. We also establish a global superlinear
convergence rate of O((1)"). These global bounds are all valid for any starting
point xy and any symmetric positive definite initial Hessian approximation matrix
By, though the choice of By impacts the number of iterations needed to achieve
these rates. By synthesizing these results, we outline the first global complexity
characterization of BFGS with the Armijo-Wolfe line search. Additionally, we
clearly define a mechanism for selecting the step size to satisfy the Armijo-Wolfe
conditions and characterize its overall complexity.

1 Introduction

In this paper, we focus on solving the following unconstrained convex minimization problem

min f(z), M
where f : R? — R is strongly convex and twice differentiable. Quasi-Newton methods are among the
most popular algorithms for solving this class of problems due to their simplicity and fast convergence.
Like gradient descent-type methods, they require only gradient information for implementation, while
they aim to mimic the behavior of Newton’s method by using gradient information to approximate
the curvature of the objective function. There are several variations of quasi-Newton methods,
primarily distinguished by their update rules for the Hessian approximation matrices. The most
well-known among these include the Davidon-Fletcher-Powell (DFP) method [1, 2], the Broyden-
Fletcher-Goldfarb-Shanno (BFGS) method [3—-6], the Symmetric Rank-One (SR1) method [7, 8], and
the Broyden method [9]. Apart from these classical methods, other variants have also been proposed
in the literature, including randomized quasi-Newton methods [10-14], greedy quasi-Newton methods
[13-16], and those based on online learning techniques [17, 18]. In this paper, we mainly focus on the
global analysis of the BFGS method, arguably the most successful quasi-Newton method in practice.

The classic analyses of BFGS, including [19-28], primarily focused on demonstrating local asymp-
totic superlinear convergence without addressing an explicit global convergence rate when BFGS is
deployed with a line-search scheme. While attempts have been made to establish global convergence
for quasi-Newton methods using line search or trust-region techniques in previous studies [8, 29-33],
these efforts provided only asymptotic convergence guarantees without explicit global convergence
rates, thus not fully characterizing the global convergence rate of classical quasi-Newton methods.
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In recent years, there have been efforts to characterize the explicit convergence rate of BEGS within a
local neighborhood of the solution, establishing a superlinear convergence rate of the form (%)t;

see, for example, [34—-37]. However, these results focus solely on local convergence analysis of
BFGS under conditions where the stepsize is consistently set to one, the iterate remains close to the
optimal solution, and the initial Hessian approximation matrix meets certain necessary conditions.
Consequently, these analyses do not extend to providing a global convergence guarantee. For more
details on this subject, we refer the reader to the discussion section in [38].

To the best of our knowledge, only few papers are closely related to our work and establish a global
non-asymptotic guarantee for BFGS. In [39], it was shown that BFGS with exact line search achieves

~1
a global linear rate of (1 — 2’—‘(1 + %) Y1+ Tr(BO)) 1)t, where y is the strong convexity
parameter, L is the Lipschltz constant of the gradient, By is the initial Hessian approximation matrix,

3
and Tr(-) denotes the trace of a matrix. After ¢ = O(d) iterations, this rate approaches (1 — QL"S )t
which is significantly slower than the convergence rate of gradient descent. Additionally, a recent

draft in [40] studied the global convergence of BFGS under an inexact line search. While this work

establishes a local superlinear rate, it only shows a global linear rate of the form (1 — L—Q) Hence,
both these results fail to prove any global advantage for BFGS over gradient descent. In [38], the
authors improved upon [39] by showing a better global linear convergence rate and a faster superlinear
rate for BFGS with exact line search. Specifically, for an L-Lipschitz and p-strongly convex function,

BFGS initialized with By = LI achieves a global linear rate of (1 — szz) for t > 1, while BFGS
with By = pl achieves the same rate after d log  iterations. With the additional assumption that the
objective’s Hessian is Lipschitz, an improved linear rate of (1 — £ ) is achieved after O (k) iterations
when By = LI and after O(dlog k + k) when By = p/, matching the rate of gradient descent. A
superlinear rate of (1/v%)" was also shown when the number of iterations exceeds specific thresholds.

Contributions. In this paper, we analyze the BFGS method combined with the Armijo-Wolfe line
search, the most commonly used line search criteria in practical BFGS applications; see, e.g., [41].
For minimizing an L-smooth and p-strongly convex function, we present a global convergence rate of
(1-£ )t. To the best of our knowledge, this is the first result demonstrating a global linear convergence
rate for BFGS that matches the rate of gradient descent under these assumptions. Furthermore, we
show that if the objective function’s Hessian is Lipschitz continuous, BFGS with the Armijo-Wolfe
line search converges at a linear rate determined solely by the line search parameters and not the
problem’s condition number, x = L/, when the number of iterations is sufficiently large. Finally,
we prove a global non-asymptotic superlinear convergence rate of (7(d.x.Co)/¢)t, where h(d, ., Cp)
depends on the condition number «, the dimension d, and the weighted distance between the initial
point x( and the optimal solution .., denoted by C. We summarize our results in Table 1. By
combining these convergence results, we establish the total iteration complexity of BFGS with the
Armijo-Wolfe line search. We also specify the line search complexity by investigating a bisection
algorithm for choosing the step size that satisfies the Armijo-Wolfe conditions. Our result is one
of the first non-asymptotic analysis characterizing the global convergence complexity of the BFGS
quasi-Newton method with an inexact line search.

Notation. We denote the ¢3-norm by || - ||, the set of d x d symmetric positive definite matrices by
Si 4>and use A < B tomean B — A is symmetric positive semi-definite. The trace and determinant
of a matrix A are represented as Tr(A) and Det(A), respectively.

2 Preliminaries

In this section, we present the assumptions, notations, and intermediate results useful for the global
convergence analysis. First, we state the following assumptions on the objective function f.

Assumption 2.1. The function f is twice differentiable and strongly convex with parameter 1 > (.
Assumption 2.2. The gradient of f is Lipschitz continuous with parameter L > 0.

These assumptions are common in the convergence analysis of quasi-Newton methods. Under these,
we show a global linear convergence rate of O((1 — #)*). To achieve a faster linear convergence rate
that is independent of the problem condition number, and a global superlinear rate, we require an
additional assumption that the objective function Hessian is Lipschitz continuous, as stated next.

Assumption 2.3. The Hessian of f is Lipschitz continuous with parameter M > 0, i.e., for x,y € R?,
we have || V2 f(x) = V2 f(y)|| < Mllz — y]|.
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[ Initial Matrix | Convergence Phase | Convergence Rate | Starting moment |

By Linear phase I (1- %)t U (By)
By Linear phase II (1 - %)t U(By) + Co¥(By) + Cok
~ — t — _
By Superlinear phase (\I'(BO)JFCO;I’(BOHCM) U(By) + Co¥(By) + Cor
LI Linear phase I (1 — %)t 1
LI Linear phase I (1- %)t dr + Cok
LI Superlinear phase (M)t dr + Cok
; 7
ul Linear phase I (1 — %)t dlog K
wl Linear phase II (1- %) (1+ Cp)dlogk + Cok
7
ul Superlinear phase (M) (1+ Cy)dlog k + Cok

Table 1: Summary of our results for (i) an arbitrary positive definite By, (ii) By = LI, and (iii) By =
puI. Here, W(A) := Tr(A) — d — logDet(A), By = 1 By and By = V2f(z.)” 2 ByV2f(z.)"%.
The last column shows the number of iterations required to achieve the corresponding linear or
superlinear convergence phase. For brevity, the absolute constants are dropped.

Note that the above regularity condition on the Hessian assumption is also common for establishing
the superlinear convergence rate of quasi-Newton methods [19-28].
BFGS Update. Next, we state the general update rule of BFGS. If we denote z; as the iterate at
time ¢, the vector g; = V f(x;) as the objective function gradient at x;, and B; as the Hessian
approximation matrix at step ¢, then the update is given by

Typ1 = @t + edy, dy = —B; g, (2)
where 7, > 0 is the step size and d; is the descent direction. By defining the variable difference

8¢ := w41 — oy and the gradient difference y; := V f(x411) — V f(x¢), we can present the Hessian
approximation matrix update for BFGS as follows:

BtStStTBt i ytytT

Bip1 = B; - 3)

s] Bys; s;r Y
To avoid the costly operation of inverting the matrix By, one can define the inverse Hessian approxi-
mation matrix as H; := B, ! and apply the Sherman-Morrison-Woodbury formula to obtain

T T T
= (1 o (1200 ) @
Yi St St Yt Yi St
It is well-known that for a strongly convex objective function, the Hessian approximation matrices
B, remain symmetric and positive definite if the initial matrix By is symmetric positive definite [41].
Therefore, all matrices B; and H,; are symmetric positive definite throughout this paper.

As mentioned earlier, establishing a global convergence guarantee for BFGS requires pairing it with
a line search scheme to select the stepsize 7;. This paper focuses on implementing BFGS with the
Armijo-Wolfe line search, detailed in the following subsection.

Armijo-Wolfe Line Search. We consider a stepsize 7, > 0 that satisfies the Armijo-Wolfe conditions

flay +mede) < flay) + antvf(zt)Tdu (5)
V(s + ned) de > BV f ()" dy, (6)

where « and 3 are the line search parameters, satisfying 0 < o < f < land 0 < o < % The
condition in (5) is the Armijo condition, ensuring that the step size n; provides a sufficient decrease
in the objective function f. The condition in (6) is the curvature condition, which guarantees that

the slope V f (x¢ + 1 dt)Tdt at 1p; is not strongly negative, indicating that further movement along d;
would significantly decrease the function value. These conditions provide upper and lower bounds on
the admissible step size 7;. In some references, the Armijo-Wolfe line search conditions are known
as the weak Wolfe conditions [42, 43]. The procedure for finding 7, that satisfies these conditions is
described in Section 7. Next lemma presents key properties of the Armijo-Wolfe conditions.
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Lemma 2.1. Consider the BFGS method with Armijo-Wolfe inexact line search, where the step size
satisfies the conditions in (5) and (6). Then, for any initial point xo and any symmetric positive
definite initial Hessian approximation matrix By, the following results hold for all t > 0:

"
Lo = Jlo) o B o g ad fe) € f@). )
—9 St —G¢ St

Remark 2.1. While in this paper we only focus on the Armijo-Wolfe line search, our results are also
valid for some other line search schemes that require stricter conditions. For instance, in the strong
Wolfe line search, given 0 < a < < land 0 < a < %, the required conditions for the step size are

Fxe +mdy) < fxe) + aneV f(a0) ' dy, IV f (e +medy) " di| < BV f(20) ' dy,
Indeed, if n; satisfies the strong Wolfe conditions, it also satisfies the Armijo-Wolfe conditions.

Another commonly employed line search scheme is Armijo—Goldstein, which imposes the conditions

—enyVf(24) " dy < fl) — flae +medy) < —coneV f(a0) ' dy,

with 0 < ¢1 < ¢o < 1. The lower bound on f(x;) — f(xy + n:d;) in the Armijo—Goldstein line
search indicates that 1; satisfies the sufficient decrease condition in (5) required for the Armijo-Wolfe
conditions, with o = ¢1. Moreover, given the convexity of f, the upper bound on f(xy) — f (¢ +nedy)
in the Armijo-Goldstein line search suggests —n;V f(x; + nedy) Tdy < f(xs) — e + medy) <
—con:V f (act)Tdt. Thus, 1y also meets the curvature condition in (6) required in the Armijo-Wolfe
conditions with 8 = co. Hence, all our results derived under the Armijo-Wolfe line search are also
valid for both the strong Wolfe line search and the Armijo—Goldstein line search.

3 Convergence Analysis

In this section, we present our theoretical framework for analyzing the global linear convergence
rates of BFGS with the Armijo-Wolfe line search scheme. To start, we introduce some necessary
definitions and notations. We define the average Hessian matrices .J; and G; as

1 1
Ji = / V2 f (e + (w41 — 4))dr, Gy = / V2 f(@e + 7(2e — 2))dr. ®
0 0

Further, for measuring the suboptimality of the iterates we define the sequence C; as
M
Cri= —5V2(f(w) = f(z.)),  VE=0, ©)
'LL 2

where M is the Lipschitz constant of the Hessian defined in Assumption 2.3 and p is the strong con-

vexity parameter introduced in Assumption 2.1.To analyze the dynamics of the Hessian approximation
. +OO .

matrices {B; };_5;, we use the function ¥(A)

P(A) :=Tr(A) —d—logDet(A), (10)
well-defined for any A € Si . It was introduced in [32] to capture the discrepancy between A and
the identity matrix I. Note that ¥(A) > 0 forany A € S%, and U(A) = 0 if and only if A = I.

Before we start convergence analysis, given any weight matrix P € Si 1, we define the weighted
versions of the vectors gy, St, ¥;, d; and the matrix By, J; as
~ _1 ~ 1 N 1 4 1
g =P g, St = P2y, =P 2y, dy = P2d;. (11)
B, =P :BP 2,  J,=P 2P 2. (12)
Note that these weighted matrices and vectors preserve many properties of their unweighted coun-
terparts. For instance, two of these main properties are §,' 3; = g, s; and 9, 8; = v, s;. Similarly,
the update for the weighted version of Hessian approximation matrices closely mirrors the update of
their unweighted counterparts, as noted in the following expression:
- 5 BissI B 9/
Biy1 =B — ——— T
5, B3y St Yt

v > 0. (13)

Finally, we define a crucial quantity, 6,, which measures the angle between the weighted descent
direction and the negative of the weighted gradient direction, satisfying
AT A
A —0; St
COS(et) = - (14)
[1Ge 11

https://doi.org/10.52202/079017-0536 16813



3.1 Intermediate Results

In this section, we present our framework for analyzing the convergence of BFGS with an inexact line
search. We first characterize the relationship between the function value decrease at each iteration

and key quantities, including the angle 6, defined in (14).

Proposition 3.1. Let {x,},>0 be the iterates generated by BFGS. Recall the definitions of weighted
vectors in (11). Then, for any weight matrix P and for all t > 1, we have

m < (1 . (t_:pqnmiIW)))* (15)

where Dy, G;, My and 1y are defined as

t = = s t i — s my ‘= 5, ny = - (16)
~3{ 3 flae) = f(w) [[5¢]/? —3/ 3¢

This result shows the convergence rate of BFGS with Armijo-Wolfe line search depends on four

by = f(@e) = f(e41) G = |G 1> N TR 0; 8

products: [T'Zg i [1'2g di [Ty 7> and TT'2} cos*(0:) | Ty establish an explicit rate, we need

g
lower bounds on these products. Lemma 2.1 shows that the lower bounds for H:;é p; and Hf;é n;
depend on the inexact line search parameters « and 5. We will further prove that if the unit step size
1y = 1 satisfies the Armijo Wolfe conditions, better lower bounds can be obtained for these products.

The lower bounds for HZ o i and Ht ! %(9) were established in previous work [38] as presented

in Appendix D. Specifically, the bounds for Hi:O g; depend on the choice of the weight matrix,
which varies in different sections of the paper, requiring separate bounds for each case. However,

the bound for Ht ! %(9) does not require separate treatment. This is explicitly established in

Proposition D.1, a classmal result, as discussed in [41, Section 6.4]. We build all our linear and
superlinear results by establishing different bounds on the terms in (15).

4 Global Linear Convergence Rates

Building on the tools introduced in Section 3, we establish explicit global linear convergence rates for
BFGS with the Armijo-Wolfe line search, requiring only the strong convexity and gradient Lipschitz
conditions from Assumptions 2.1 and 2.2. Our proof leverages the fundamental inequality in (15)
from Proposition 3.1 and lower bounds on the terms that appear in the contraction factor. Here, we
set the weight matrix P to P = LI and hence define the initial weighted matrix By as By = fBO.

The following theorem presents our first global linear convergence rate of BFGS for any B, € S¢ N
Theorem 4.1. Suppose Assumptions 2.1 and 2.2 hold. Let {x;};>0 be the iterates generated by

BFGS, where the step size satisfies the Armijo-Wolfe conditions in (5) and (6). For any initial point
xo € R? and any initial Hessian approximation matrix By € Si 1, we have

) t
f@o) = () K
Remark 4.1. In [38], the authors analyzed BFGS with exact line search and established a global

. _ ¥(Bq) 1 t . . . . .
linear rate of (1 — e~ "¢ m) . In comparison, our result in (17) achieves a faster linear

rate by eliminating the \/k factor in the denominator. This improvement arises from using the

Armijo-Wolfe conditions. Specifically, under these conditions, we show W > «as shown
t

in Lemma 2.1, where o € (0,1/2) is a line search parameter. In contrast, using exact line search, the

authors in [38] proved that fzo) gf(““) > f+1’ thus leading to the extra \/k factor in their rate.

+ St

From Theorem 4.1, we observe that the linear convergence rate is determined by the quantity ¥ (By)
Thus, to simplify our bounds, we consider two different initializations: By = LI and By = ul.

Corollary 4.2. Suppose Assumptions 2.1 and 2.2 hold, {z;}>¢ are generated by BFGS with step
size satisfying the Armijo-Wolfe conditions in (5) and (6), and xoy € R® is an arbitrary initial point.
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e [f the initial Hessian approximation matrix is set as Bo = LI, then for any t > 1

— f(a. 2a(1 - 8)\"
e S (200" )
fzo) = flzx) K
* [fthe initial Hessian approximation matrix is set as By = pI, then for any t > 1 we have
% <(1- e~ w)t Moreover, fort > dlog k, we have
t
o) fe) (209" )
f(@o) = f() 3r

Corollary 4.2 shows that when initialized with By = LI, BFGS achieves a linear rate of O((1 — 1)*)
from the first iteration, matching the rate of gradient descent. It also indicates that initializing with
By = pI achieves a similar rate but after dlog « iterations. While this suggests a preference for
initializing with By = LI, subsequent analysis reveals that with enough iterations, BFGS with either
initialization can attain a faster linear rate independent of «. In some cases, starting with By = pl
may lead to fewer total iterations to achieve this faster rate. We will explore this trade-off later.

5 Condition Number Independent Linear Convergence Rates

In this section, we improve the previous results and establish a non-asymptotic, condition number-
free global linear convergence rate for BFGS with the Armijo-Wolfe line search. This requires the
additional assumption that the Hessian is Lipschitz continuous. Our analysis builds on the previous
methodology but uses P = V2 f(z,) instead of P = LI to prove the condition number-independent
global linear rate. Thus, the weighted initial matrix By is V2f ()2 ByV2f(x,) " 2. Next, we
present a general global convergence bound for any initial Hessian approximation By € Si T
Proposition 5.1. Suppose Assumptions 2.1, 2.2 and 2.3 hold. Let {x;};>o be the iterates generated
by BFGS with the step size satisfying the Armijo-Wolfe conditions in (5) and (6). Recall the definition
of Cy in (9) and V(-) in (10). For any initial point xo € R and any initial Hessian approximation
matrix By € S‘_f_ 4, the following result holds:

f@) = flze) <_ _ W)t
f(xo)—f(ﬂa‘*)S 1—=2a(l = pe . Vt> 1.

Proposition 5.1 demonstrates that the convergence rate of BEGS with the Armijo-Wolfe line search is
influenced by ¥(B;) and the sum Zﬁ;é C;. The first term W (By) is a constant that depends on our
choice of the initial Hessian approximation matrix By. The second term Zz;é C; can also be upper
bounded using the non-asymptotic global linear convergence rate provided in Theorem 4.1.
Theorem 5.2. Suppose Assumptions 2.1, 2.2 and 2.3 hold, and let {x,} >0 be the iterates generated
by BFGS with the Armijo-Wolfe line search in (5) and (6). Then, for any initial point xo € R% and
any initial Hessian approximation By € Sff_Jr, ift > \I'(BO) +3CoU(By) + ﬁcon, we have

¢
f(@o) = f(24) 3
This result shows that when the number of iterations meets ¢ > W(By) + 3CoW(By) + ﬁC’o K,

BFGS with Armijo-Wolfe conditions achieves a condition number-independent linear rate. The choice
of By is critical as it influences the required iterations through By = V2f ()2 ByV2f(x,)~ 2 and
By = 1 By. Different choices of By affect WU(By) + 3C, ¥ (B,y) and thus the number of iterations
needed for condition-free linear convergence. While optimizing By to minimize ¥ (By) + 3Co ¥ (By)
is possible, we focus on two practical initialization schemes: By = LI and By = pul.

Corollary 5.3. Suppose that Assumptions 2.1, 2.2 and 2.3 hold. Let {x}+>0 be the iterates generated
by the BFGS method, where the step size satisfies the Armijo-Wolfe conditions in (5) and (6), and
xo € R? as an arbitrary initial point. Then, given the result in Theorem 5.2, we have

* Ifwe set By = LI, the rate in (20) holds for t > dr + ﬁ&m,

o Ifwe set By = pl, the rate in (20) holds for t > (1 + 3Cy)dlog k + (}(%_B)Cofi.

Based on Corollary 5.3, if Cy < &, or equivalently f(z¢) — f(z«) < %, then BFGS with By = ul
requires less iterations to achieve the condition number-independent linear convergence rate.
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6 Global Superlinear Convergence Rates

In this section, we present our global superlinear result. Consider the definition By =
V2f(x,)"2ByV2f(x,)"2 as well as the definition of p; which is given by

oy = —g/ di

t - =~

[de]?

To motivate, let us briefly discuss why we are only able to show a linear convergence rate instead

of a superlinear rate in Theorem 5.2. By inspecting the proof, we observe that the bottleneck is due

to the lower bounds on p; and 7;: we used p; > « and n; > 1 — § from Lemma 2.1, which leads

to the constant factor «(1 — ) in the final linear rate in Theorem 5.2. Thus, to show a superlinear

convergence rate, we need to establish tighter lower bounds for p; and ;. In the following lemma,
we show that if the step size n; = 1, we are able to establish such tighter lower bounds.

AT ~
Lemma 6.1. Recall p; = % and fy = 25 defined in (16). If the unit step size n; = 1

. dy=V2f(2)3d,, V>0 Q1)

t St ge St
satisfies the Armijo-Wolfe conditions (5) and (6), then we have
. 1+ C . 1
pr>1-— - 2> (22)
t 204 ! (1+Cy)ps

In contrast to the constant lower bounds in Lemma 2.1, the lower bounds in (22) depend on C} and p;.
Later, we show C; — 0 and p; — 1. Hence, the lower bounds in (22) approach 1 as the number of
iterations increases, enabling us to prove a superlinear rate. That said, the lower bounds in Lemma 6.1
hold only when 7; = 1. To complete the picture, we need to quantify when and how often the unit
step size is selected during BFGS execution. This is addressed in the next lemmas.

Lemma 6.2. Suppose Assumptions 2.1, 2.2, and 2.3 hold and define the constants

1 1 7 1 1
01:=min{ —,v/2(1 —a) -1, —— —1;, dg:=max{-, ———1} 03 1= ——
vimmin { £ VAT = @) -1 e 1, b = (] )
which satisfy 0 < §; < d2 < 1 < 83. If Cy < 61 and § < py < O3, then 0, = 1 satisfies the
Armijo-Wolfe conditions (5) and (6).

Lemma 6.2 shows that when C; < 47 and p; falls within the interval [d2, d3], the step size n; = 1
is admissible and meets the Armijo-Wolfe conditions. Note that by the linear convergence result
in Theorem 4.1, the first condition on C; will be satisfied when ¢ is sufficiently large. Additionally,
using Proposition G.2 in the Appendix, we can show that the second condition on p, is violated only
for a finite number of iterations. These observations are formally presented in the following lemma.

, (23)

Lemma 6.3. Suppose Assumptions 2.1, 2.2, and 2.3 hold and the iterates {x,}¢>o are generated
by the BFGS method with step size satisfying the Armijo-Wolfe conditions in (5) and (6). Recall C;
defined in (9), V() defined in (10), {5;};_, defined in (23) and By = %Bo. We have Cy < §; when

— 3K C(]
t >ty := U(By), ———log — ;. 24
= b0 max{ ( 0)7 Oé(l — ﬁ) 0g P } (24)
Moreover, if we define w(x) = x — log(1 + x), the size of the set I = {t : p; ¢ [02, 03]} is at most
~ — 600,% 1
< — = .
] _54<‘I’(Bo)+200\IJ(BO)+ a(l—ﬂ))’ where 6,4 (a0 w6 D] (25)

Lemma 6.3 implies that conditions C; < d; and p; € [da, 03] will be satisfied for all but a finite
number of iterations. Thus, if the line search always starts by testing the unit step size (as shown
in Section 7), we will choose 7, = 1, and accordingly, the tighter lower bound in Lemma 6.1 will
apply for all but a finite number of iterations. By applying these lower bounds along with (15) from
Proposition 3.1, we can prove a global superlinear convergence rate, as presented next.

Remark 6.1. Lemmas 6.2 and 6.3 are inspired by the analysis in [40]. Specifically, Lemma 5.10 of
[40] characterized the conditions on C; and p; under which 1) = 1 satisfies the Armijo condition (5),
and further bounded the number of iterations where these conditions are violated. However, our
Lemma 6.2 addresses both the Armijo condition in (5) and the curvature condition in (6), and the
arguments appear simpler. Additionally, our proof for the superlinear convergence rate differs from
[40]. Their approach analyzed the Dennis-Moré ratio and measured “local” superlinear convergence
using the distance ||V f ()% (x; — x..)|. In contrast, our “global” result is based on the unified
framework in Proposition 3.1 and uses the function value gap as a measure of convergence.
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Theorem 6.4. Suppose Assumptions 2.1, 2.2, and 2.3 hold and the iterates {x, },>o are generated
by BFGS with step size satisfying the Armijo-Wolfe conditions in (5) and (6). Recall the definition

of Cy in (9), W(-) in (10), By := L By, By := V2f(2.)"2 BoV>f(.) "%, and 81, 62,33, 64 in (23)
and (25). Then, for any xoy € R and any By € Sff_ 4, the following global superlinear result holds:

Flan) ~ flr) _ (5&(30) + (0 + 8Co) ¥ (Bo) + (r5y 108 5 + i >C°)H>t 6)
f(xo) — flax) — t 7

where {0;}8_ defined below are constants that only depend on line search parameters o and 3,

max{2 + g,453} 1 209 — 61 —log b

= _— =1 5 =
%, 109, d¢ :=log 205(17ﬂ)’ o7 40406+ 05, 0g:=1+257+ 207 —1—0,

05 :=

The above result shows a global superlinear convergence rate of the form O((%)t), where C’ depends
on the condition number &, the initial weighted distance Cy, and the initial Hessian approximation
matrix By. To simplify the expression, we report the above bound for By = LI and By = ul.

Corollary 6.5. Suppose Assumptions 2.1, 2.2, and 2.3 hold and the iterates {x; }>( are generated by

the BFGS method with step size satisfying the Armijo-Wolfe conditions in (5) and (6), and x¢ € R?
as an arbitrary initial point. Then, given the result in Theorem 6.4, the following results hold:

* Ifwe set By = LI, then we have

fle) = fl@.) _ (Frde+ (Gitgy los 5t + a2 Co)m

fwo) = fla.) — t '

* Ifwe set By = pl, then we have .

fla) = f) _ (o + 87 +8sCo)dlogr + (i log 57 + a5 Colw (28)
fwo) = fa) t '

This result shows that BFGS with By = LI achieves a global superlinear rate of O(( d”+C°”) ), while

BFGS with the initialization By = pI converges at a global superlinear rate of O((M) ).

Hence, the superlinear result for By = pI outperforms the rate for By = LI when Cj log k < k.

27)

Remark 6.2. We chose By = LI and By = ul as two specific cases since they lead to explicit upper
bounds in terms of the dimension d and the condition number k in various theorems, simplifying

Y
the interpretation of our results. In practice, however, we often set By = cl, where ¢ = ﬁ, with

s =mxo —x1,y = Vf(xa) — Vf(x1), and x1, x4 as two randomly selected vectors. This choice
ensures ¢ € [u, L], and in the following numerical experiments, the performance of By = cI is
similar to that of By = pl. The complexity of BFGS with this initialization is reported in Appendix H.

7 Complexity Analysis

Discussions on the iteration complexity. Using the three established convergence results in The-
orems 4.1, 5.2 and 6.4, we can characterize the total number of iterations required for the BFGS
method with the Armijo-Wolfe line search to find a solution with function suboptimality less than e.
However, as discussed above, the choice of the initial Hessian approximation By heavily influences
the number of iterations required to observe these rates. To simplify our discussion, we focus on two
specific initializations: By = LI and By = pl.

The case of By = LI: The overall iteration complexity of BFGS with By = LI is given by

1 log L
O | min| & log ,(d+ Co)k + log — ke
€’ log ( \/ + dnJrCon log = )

The case of By = pI: The overall iteration complexity of BFGS with By = ! is given by

1
€

log

1
O | min lein+I€10g ,Co(dlogk + K )+log6
IOg( +\/ +Co(dlogn+n) log ¢ )
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We remark that the comparison between these two complexity bounds depends on the relative values
of k, d, Cp, and €, and neither is uniformly better than the other. It is worth noting that for BFGS
with By = LI, we achieve a complexity that is consistently superior to the O (xlog 1) complexity
of gradient descent. Moreover, in scenarios where Cy = O(1) and d < k, BFGS with By = ul
could result in an iteration complexity of O (H + log %) , which is much more favorable than that of
gradient descent. The proof of these complexity bounds can be found in Appendix I.

Discussions on the line search complexity. We present the log bisection algorithm to choose
the step size 7; at iteration ¢ satisfying the Armijo-Wolfe conditions (5) and (6) in Algorithm 1
in Appendix J. We define 7,,,;,, and 1,4, as the lower and upper bounds of the “slicing window”
containing the trial step size 7, respectively. We start with the initial trial step size ; = 1 and
keep enlarging or decreasing it depending on whether the Armijo condition (5) or the curvature
condition (6) is satisfied. Then, we dynamically update 7,55, Nmaz and shrink the size of this “slicing
window” (Nmin, Mmaz ). We pick the trial step size 7 as the geometric mean of 7),,;, and 7qz, i-€.,
logn = (108 Nmaz + 108 Nmax) /2, Which is the reason why we call this algorithm “log bisection”.
Note that in each loop of Algorithm 1, we query the function value and gradient at most once to check
the Armijo-Wolfe conditions at Lines 2 and 9. The next theorem characterizes the average number of
function value and gradient evaluations per iteration in Algorithm 1 after ¢ iterations, denoted by A;,
which is equivalent to the average number of loops per iterations.

Theorem 7.1. Suppose Assumptions 2.1, 2.2 and 2.3 hold. Let {x.};>¢ be generated by BFGS

with step size satisfying the Armijo-Wolfe conditions in (5) and (6) and is chosen by Algorithm 1.
If we define o .= (V(By) + ﬁ/{)oo, then for any initial point o € R? and initial Hessian

approximation By € S‘_i._ 1, the average number of the function value and gradient evaluations per
iteration in Algorithm [ after t iterations satisfies

1-8 2(1-p5)o

t

Ay < 2+1og, (1+m+ﬁ

The above result shows that when we run BFGS for NN iterations, the total number of function and
gradient evaluations is O (N + Nlog(1 + %) + N log(1 + \P(B+)+U)) Thus, the total line search
complexity can always be bounded by O(N log(¥(By) + 0)) = O(N max{log d, log k,log Co}).
Furthermore, notice that when NN is sufficiently large such that we reach the superlinear convergence

stage, i.e., N = Q(U(By) + o), the total line search complexity becomes O(N), which means the
average number of function and gradient evaluations per iteration is a constant O(1). We report the
line search complexity results of different By = LI and By = I in Appendix K.4.

60(Bo) + 120)

)+21og2 (1og2 16(1—04)+1og2(1+%)+ ;

8 Numerical Experiments

We conduct numerical experiments on a cubic objective function defined as

d—1
_« T T T A2
f(z) = D] <Z1 9(v; ¢ — v ) — Boy l’) + 5”17” ) (29)
and g : R — R is defined as
11,3
_ 3wl lw| < A,
9(w) {Aw2 ~ A%+ 1A% [u] > A, (30)

where «, 8, A\, A € R are hyper-parameters and {v;}?_, are standard orthogonal unit vectors in RA.
We focus on this objective function because it is used in [26] to establish a tight lower bound for
second-order methods. We compare the convergence paths of BFGS with an inexact line search step
size 7); that satisfies the Armijo-Wolfe conditions (5) and (6) for various initialization matrices By:
specifically, Bo = LI, By = ul, By = I, and By = cI where c is defined in Remark 6.2. It is easily
verified that ¢ € [u, L]. We also compare the performance of BFGS methods to the gradient descent
(GD) method with backtracking line search, using « = 0.1 in condition (5) and 8 = 0.9 in condition
(6). Step size 1, is chosen at each iteration via log bisection in Algorithm 1. Empirical results are

compared across various dimensions d and condition numbers x, with the x-axis representing the

. . . . i Fle)—f(zy)
number of iterations ¢ and the y-axis showing the ratio m
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Figure 1: Convergence curves of BEGS with inexact line search of different By and gradeint descent
with backtracking line search.

First, we observe that BFGS with By = LI initially converges faster than BFGS with By = pl
in most plots, aligning with our theoretical findings that the linear convergence rate of BFGS with
By = LI surpasses that of By = ul in Corollary 4.2. In Corollary 4.2, we show that BFGS
with By = LI could achieve the linear rate of (1 — 1/x) from the first iteration while BFGS with
By = plI needs to run dlog  to reach the same linear rate. Second, the transition to superlinear
convergence for BFGS with By = p[ typically occurs around ¢ = d, as predicted by our theoretical
analysis. Although BFGS with By = LI initially converges faster, its transition to superlinear
convergence consistently occurs later than for By = . Notably, for a fixed dimension d = 600, the
transition to superlinear convergence for By = LI occurs increasingly later as the problem condition
number rises, an effect not observed for By = /. This phenomenon indicates that the superlinear
rate for By = LI is more sensitive to the condition number x, which corroborates our results in
Corollary 6.5. In Corollary 6.5, we present that BEGS with By = LI needs dk steps to reach the
superlinear convergence stage while this is improved to d log x for BFGS with By = . Moreover,
the performance of BFGS with By = I and By = ¢! is similar to BFGS with By = uI. Notice that
the initializations of By = I and By = cI are two commonly-used practical choices of the initial
Hessian approximation matrix By.

9 Conclusions, Limitations, and Future Directions

In this paper, we analyzed the global non-asymptotic convergence rates of BFGS with Armijo-
Wolfe line search. We showed for an objective function that is u-strongly convex with an L-
Lipschitz gradient, BFGS achieves a global convergence rate of (1 — 1/x), where k = L/p.
Additionally, assuming the Hessian is M -Lipschitz, we showed BFGS achieves a linear convergence
rate determined solely by the line search parameters, independent of the condition number. Under
similar assumptions, we also established a global superlinear convergence rate. Given these bounds,
we determined the overall iteration complexity of BFGS with the Armijo-Wolfe line search and
specified this complexity for initial Hessian approximations By = LI and By = pul.

One limitation of this paper is that the analysis only applies to strongly convex functions. Developing
an analysis for the general convex setting is still unsolved. Another drawback is that we focus solely
on the BFGS method. Extending our theoretical results to the entire convex Broyden’s class of
quasi-Newton methods, including both BFGS and DFP, is a natural next step.
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Appendix

A Some Results on the Connections between Different Hessian Matrices

Lemma A.1. Suppose Assumptions 2.1, 2.2, and 2.3 hold, and recall the definitions of the matrices
Ji and Gy in (8), and the quantity Cy in (9). Then, the following statements hold:

(a) Suppose that f(xi41) < f(x¢) for any t > 0, we have that
1
14+

V2f(z,) = J; = (14 C)V2f(xs). (31)

(b) Suppose that f(x1y1) < f(at) foranyt > 0and 7 € [0, 1], we have that
1

T V2 f(z.) 2 V2f(ap + 7z — 20)) = (1 + C)V2f(zs). (32)
+ C
(c) For anyt > 0, we have that
1
1+C§ﬂﬂm)ﬁV%moﬁ(r+aﬂﬂﬂm) (33)

(d) Foranyt > 0, we have that
1

1+@V%@»j@ﬁu+@W%w» (34)

(e) Foranyt > 0and 7 € |0, 1], we have that
1
1+C
(f) Foranyt > 0and 7,7 € [0, 1], suppose that f(x1y1) < f(xt). Then, we have that
1

3G, V2 f (e +75¢) < V2f(2p +75¢) =< (14 20)V2f (2 4+ 75¢).  (36)

Proof. (a) Recall the definition of J; in (8). Using the triangle inequality, we have that

\|V2f(x*) - Jt” = H/O (V2f(x*) — V2f(:vt + T($t+1 — xt))) dr

1
< / IV () — V2 f (@0 + T(@ess — 22))|dr.
0

Moreover, it follows from Assumption 2.3 that || V2 f(z.) — V2 f (2, + 7(2441 — 2¢))|| <
M||(1 = 7)(xx — xt) + T(xs — x441)|| for any 7 € [0, 1]. Thus, we can further apply the
triangle inequality to obtain

1
IV2 f () = Jell < /0 M1 =7)(@s — 21) + 7(20 — @40 dT

1 1
§M||xt—x*|\/ (1—T)dT+M||xt+1—x*H/ rdr
0 0

M
= 7(”% = Tu|l + lweer — )
Since f is strongly convex, by Assumption 2.1 and f(z:41) < f(2¢), we have &y —
z.|? < f(x¢) — f(z.), which implies that ||z; — 2. || < \/2(f(2¢) — f(z«))/p. Similarly,
since f(x411) < f(w¢), it also holds that [|zy41 — .|| < /2(F(me41) — fzs)) /1 <
V2(f(z;) — f(2.))/u. Hence, we obtain that

IV2f () — 7| < yﬁﬂ(ﬂxt) @) 37
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Moreover, notice that by Assumption 2.1, we also have J; > pl and \V& f(zs) = pul. Hence,
(37) implies that

V2 f(2.) — Jy < [V2f(2.) — T = jgﬁ(f(mt) ~F@) i = i,

Je = V2 () 2| Je = V2f (2T = 2.43\/20“(3%) — f(@))V? f(@.) = CeV f(x).

where we used the definition of C} in (9). By rearranging the terms, we obtain (31).
(b) Similar to the arguments in (a), for any 7 € [0, 1], we have that

||V2f(xt + 7 (g1 — x¢)) — V2f(x*)||
< M1 = 7) (s — 24) + F(@eg1 — @) |

< M((1=#)lae = 2l + Flaes - .

<M (=2 200 - 1) + 7 2 ) - 1G02))

< M\/imm ~ f(a)

Moreover, notice that by Assumption 2.1, we also have V2 f(z; + 7(z441 — 2¢)) = pl and
V2 f (z4) = pl. The rest follows similarly as in the proof of (a) and we prove (32).

(c) Similar to the arguments in (a), we have that

V2 (@) = V2 F(a)]| < Ml — 2] < yﬁ\/%f(:vt) ~ 7).

Moreover, notice that by Assumption 2.1 we also have V2 f(z;) = pl and V2 f(z,) = pl.
The rest follows similarly as in the proof of (a) and we prove (33).

(d) Recall the definition of G in (8). Similar to the arguments in (a), we have that

IV2f(z.) - Gil| = / (V2F(22) — V2 (@ + 7(wa — 22))) dr

1
< [ 1931 = 925G+ 7o, = 20)dr
0

1 1
<o [ 1= e = alar = Ml — .| [ (0= ryir

M M
= —||lxr — 24| £ —=V/2 — £))-
5 e — 2l < \/ﬁ\/ (f(ze) = flzs))
Moreover, notice that by Assumption 2.1 we also have Gy = uI and V2 f(z,) = pul. The
rest follows similarly as in the proof of (a) and we prove (34).

(e) Recall the definition of g; in (8). Similar to the arguments in (a), for any 7 € [0, 1], we have
that

||V2f(mt +7(xe — ) — GtH

_ H / (V2 P+ (e — ) V2 47— 22))) dr

1
< /0 V2 f (2 + 7@ — 24)) — V2f (20 + T(s — 20)) || dr

1
< | M = el = . < GV — . < \A/fjwz(f(xt) 7).

Moreover, notice that by Assumption 2.1, we also have V2 fzy + 7(xs — x¢)) = pul and
G = pl. The rest follows similarly as in the proof of (a) and we prove (35).
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(f) Similar to the arguments in (a), for any 7, 7 € [0, 1], we have that
Hsz(xt + %St) - sz(xt + %St)H
S M7 = 7[lsell < Mllsel| < M([lzerr — @il + [Joe — 2]

<M (320 - 1)+ 20 - 1)

< 2M\/ %(f(m ~ (@)

Moreover, notice that by Assumption 2.1, we also have V2f(z; + 7s;) = ul and
V2f(xy +7s;) = ul. The rest follows similarly as in the proof of (a) and we prove
(36).

O

B Proof of Lemma 2.1

Recall that g; = V f(x;). Given the condition in (5) and the fact that s; = n;d;, we have

f(@eg) < flae) + ag/ s

Moreover, since By is symmetric positive definite, we have —g," s; = 19, B; 1g: > 0 (unless g; = 0
and we are at the optimal solution). This further leads to the first claim, which is

fxe) = fxe41)

>«
*gtTSt

Similarly, the above argument implies that ag,' s; < 0 and as a result f(x;11) < f(x;) and the last
claim also follows.

To prove the second claim, we leverage the condition in (6). Specifically, if we subtract g,/ d; from
both sides of that condition, we obtain that

(ge+1—g¢) Tde > (B —1)g/ dy

Next, using the fact that s; = n:d;, by multiplying both sides by 7, and use the simplification
Yt = Gr+1 — g+ We obtain that

Yl st > (B—1)g st = —g, s:(1 = B).

Again using the argument that —g, s; is positive (if we are not at the optimal solution), we can divide
both sides of the above inequality by —g,' s;, leading to the second claim.

C Proof of Proposition 3.1

First, we note that g, 8; = g, s; and ¢,/ 3; = y,' s;. Using the definition of p; in (16), we have that
. Ot St 4
fxe) — f(zes1) :PtWHQtH2~ (38)

Hence, using the definition of ét in (14) and the definition of M, n; in (16), it follows that

A 9 | 2 | 4 :ﬁtCOSQ(ét)

19l gellP 1861 =i 3¢ NgelPl8el® 9 3¢ =g ¢ i

Furthermore, we have ||g;||> = G;(f(x¢) — f(2)) from the definition of ¢; in (16). Thus, the equality
in (38) can be rewritten as

F@) = Flarn) = priein O () — (2.).

t
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By rearranging the term in the above equality, we obtain
(:052 (0;)

Fee) = F@a) = (1= edin )(flae) = £(@2)). (39)

To prove the inequality in (15) note that for any ¢ > 1, we have

f(;vt f 1’1 1 T.) . o cosz(éi)

i=0 v

where the last equality is due to (39). Note that all the terms of the form 1 — p;g;n M

non-negative, for any ¢ > 0. Thus, by applying the inequality of arithmetic and geometric means
twice, we obtain

t—1 t—1 24 t
.. cos( ... cos?(6;)

| I 1 — p.6:, o> Vi) E :

z’=0< SR ) i i < I i >i

i=0
1
cos? é cos2(0;) \ '
1—-- sz(hnz Y pzqznz ry

t

(3

This completes the proof.

D Results from [38]

In this section, we summarize some results that we use from [38] to establish a lower bound on
Ht 1 cos2(0;)

=0 7, and ¢;.
Proposition D.1 ([38, Proposition 2]). Let { B; };>o be the Hessian approximation matrices generated
by the BFGS update in (3). For a given weight matrix P € Si 1, recall the weighted vectors defined

in (11) and the weighted matrix in (12). Then, we have

. . M 9
U(Biy1) < U(B,) + 'iyﬂ C1r10e % s,
Y S my
where My is defined in (16) and cos(ét) is defined in (14). As a corollary, we have,
Sy, Cos?(0) oy N (g gl
log ——— > —U(B, : Vi > 1. 40
;og e 2 (0)+;< T) > (40)

If we take exponentiation on both sides of the above inequality (40) in Proposition D.1, we can obtain
a lower bound for the product []/_} CObm(e 1) with the sum S “;’Ll and W (B,). This classical

inequality describing the relationship between the ratio M

a critical role in the following convergence analysis.

and the potential function ¥(.) plays

In the following two lemmas, we provide bounds on the quantities §; and ||gj||%/3, 9 respectively by

directly citing results from Lemma 4 and Lemma 5 in [38] again. Notice that both ¢; and ||; |2/, ¥
depend on different choices of the weight matrix P.

Lemma D.2 ([38, Lemma 4]). Recall the definition ¢, = % in (16). Suppose Assump-

tions 2.1, 2.2, and 2.3 hold. Then we have the following results:
(a) If we choose P = LI, then §; > 2/k.

(b) If we choose P = N? f(z.), then ¢ > 2/(1 + Cy)>.
Lemma D.3 ([38, Lemma 5]). Let {x;};>0 be the iterates generated by the BEGS algorithm with
inexact line search satisfying (5) and (6). Suppose Assumptions 2.1, 2.2, and 2.3 hold. Then we have
the following results:

(a) If we choose P = LI, then 19: y‘ <1

(b) If we choose P = V2 f(x.), then ”T “ <1+4C,.

5] =
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E Proofs in Section 4

E.1 Proof of Theorem 4.1

Recall that we choose P = LI throughout the proof. Note that given this weight matrix, it can

¢ Ll

be easily verified tha i < 1 for any ¢t > 0 by using Lemma D.3 (a). Hence, we use (40) in

Proposition D.1 to obtaln

<, cos’(d;) . 19:11% -
;mg o z—\If<Bo)+; L= ) 2 B,

which further implies that

Moreover, for the choice P = LI, it can be shown that ¢, = % > 2 by using Lemma D.2

(a). From Lemma 2.1, we know p; > « and n; > 1 — 3, which lead to

ﬁ ﬁi:;iéi cos(6;) > le H i H s H COS:L(@ (204(1/{— 5))t o—¥(Bo)
=0 4 i

=0 =0 =0 =0

Thus, it follows from Proposition 3.1 that

t

f(xt)_f( ﬁzanz 204 % _6_@2(1(1—6) ¢
ek (H i, °”>> <(: =)

=0

This completes the proof.

E.2 Proof of Corollary 4.2

Notice that in the first case where By = LI, we have ¥(B;) = 0 and thus it achieves the best
linear convergence results according to Theorem 4.1. On the other hand, for By = uf, we have
U(By) = U(£I) = d(L — 1+ logk) < dlogk. We complete the proof by combining these
conditions with the inequality (17) in Theorem 4.1. Notice that e ™% > e~ > % forz <1.

F Proofs in Section 5

F.1 Proof of Proposition 5.1

Recall that we choose the weight matrix as P = V2 f(z,) throughout the proof. Similar to the proof
of Theorem 4.1, we start from the key inequality in (15), but we apply different bounds on the ¢; and
=5 (9 ). Specifically, by using Lemma D.3 (b), we have L Hy‘” < 1+ C; for any t > 0. Hence, we
use (40) in Proposition D.1 to obtain

S (o €05 (00) sy S (o lal? 5N
D> log S = (B + ) (1 i > > = W(Bo) = 3 _Cis
=0 =0 g =0
which further implies that
t—1 2(9) ~ .
cos™(0i) o e~ V(Bo)=32i5, Ci | 41
, mg
=0
Moreover, since G, > T C oo for any ¢ > 0 by using Lemma D.2 (b), we get
t—1 .
i 2t —2C; t —2 Et C 42
H %= H) 1+ O H ¢ *42)
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where we use the inequality 1 + = < e” for any z € R. From Lemma 2.1, we know p, > « and
ny > 1 — B3, which lead to

ﬁﬁiﬁi >a'(1- )" (43)

Combining (41), (42), (43) and (15) from Proposition 3.1, we prove that

t

1
t & t—1 t
A v(B)+3TiL o
1= pidift; cos?( 91)> < (1 —2a(l - 5)@0to) .
1

=0

Flay) - f( (

This completes the proof.

F.2 Proof of Theorem 5.2

When we have ¢ > \IJ(BO) +3 Zf;é C;, Proposition 5.1 implies the condition that % <

t ¢

(1 — M) < (1 — w> , which leads to the linear rate in (20). Hence, it is sufficient

to establish an upper bound on Zf;é C;. Recall that C; = 24 /2(f(x;) — f(z.)) defined in (9).
j 3

We decompose the sum into two parts: EW(BOH ! C; and ZE:W (Bo) C;. For the first part, note
that since f(x;11) < f(x;) by Lemma 2.1, we also have C;11 < C; fori > 0. Hence, we have

s (Bo)l=1 0 < Oy [W(Bo)] < Co(W(Bo) + 1). Moreover, by Theorem 4.1, when ¢ > ¥(B,)
we have

Hence, this further implies that

'
Y a=a i’;(x* < Cy <1—20‘(1_5))

. 3K
i=[¥(Bo)] i= T‘I’(Boﬂ i=[W(Bo)]

“’0;(1‘1_) o (s 1)

where we used the fact that 3°° (1 — p)? = e s 17’;+17p < % — 1 for any p € (0,1).
Hence, by combining both inequalities, we have

t

|
—

= 300/%

Bo)l1—-1 t
Ci ; it > Ci<CoU(By) + 205 (44)

Il
o

9

I
2
o]

Hence, this proves that (20) is satisfied when ¢ > ¥ (Bg) + 3C ¥ (By) + a?fo’;).

F.3 Proof of Corollary 5.3

1

For By = LI, we have By = 1By = I and By = V2f(z.) 2 BoV>f(.)"% = LV2f(x,) "
Thus, it holds that ¥(By) = ¥(I) = 0. Moreover, by Assumptions 2.1 and 2.2, we have %I
V2f(2.)"" < LI, which implies that T < By < «I. Thus, we further have

V]

U(By) < Tr(kl) — d —logDet(I) = dk — d < dk.

Combining these two results, the threshold for transition time can be bounded by \II(BO)
3Co¥(Bo) + - Com < dm + 1 P g Cok. Hence, by Theorem 5.2, the linear rate in (20)

is achieved When t 2 dr + a(l Coli
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1

For By = ul, we have By = By = 1T and By = V2f(2.) 2 BoV2f(x.)"% = uV2f(z,) "
Thus, it holds that ¥(By) = (1) = ¢ — d + dlog k < dlog . Moreover, by Assumptions 2.1
and 2.2, we have é[ = BO = I. This implies that

~ ~ ~ 1
U (By) = Tr(By) — d —logDet(By) < Tr(I) — d — log Det(—1I) = dlog k.
K
Combining these two results, the threshold for the transition tume can be bounded by \II(BO)

3Co¥(By) + a(l C’On < (14 3Cy)dlogk + (1 5 Cok. Hence, by Theorem 5.2, the linear rate

in (20) is satisfied when t>(1+3Ch)dlogk + (1 ) Cok

G Intermediate Results and Proofs in Section 6

G.1 Intermediate Results

To present our result we first introduce the following function

w(z) =z —log(z+1), (45)
which is defined for x > —1. Further In the next result, we present some basic properties of the
function w(x) defined in (45).
Lemma G.1. Recall the definition of function w(x) in (45), we have that

(a) w(x) is increasing function for x > 0 and decreasing function for —1 < x < 0. Moreover,
w(x) > 0 forall x > —1.

2

(b) When x > 0, we have that w(x) > STE L

2

(¢) When —1 < z < 0, we have that w(zx) > s

Proof. Notice that w'(z) = 17, we know that when z > 0, w’(z) > 0 and when —1 < z < 0,
w'(z) < 0, w'(z) < 0. Therefore, w(x) is increasing function for + > 0 and w(x) is decreasing

function for —1 < < 0. Hence, w(z) > w(0) = 0 forall z > —1.

w(x) > Z(fij»:r) is equivalent to wy(z) := 2(1 + z)w(z) — 22 > 0. Since wj(z) = 2z —
2log (14 x) = 2w(z) > 0 for all x > —1, we know that w; () is increasing function for x > —1
and hence, wl( ) > wy(0) =0 forx > 0.

w(z) > 2+ is equivalent to wy (z) := (2+z)w(x) —2* > 0. Since wy(x) = 7 —log (1 + ) <0
forall z > —1, we know that wo () is decreasing function for z > —1 and hence, wa(z) > w2(0) =0
for x < 0. O
Proposition G.2. Let { B, },>¢ be the Hessian approximation matrices generated by the BFGS update
in (3). Suppose Assumptions 2.1, 2.2, and 2.3 hold and f(x41+1) < f(xy) for any t > 0. Recall the
definition of U(.) in (10) and Cy in (9), we have that

t—1 t—1
wlpi =1) SW(Bo) +2) Ciy W21, (46)
1=0 =0

Proof. First, taking the trace and determinant on both sides of the equation (13) for any weight matrix
Pe Si - and using results from Lemma 6.2 of [34], we show that
. R 3 a. 112 A 112 . T4
Tr(B,1) = Tr(B,) — ”AthtU 1907 pet(Bys) = Det(B,) "
St BtSt St Yt BtSt

Taking the logarithm on both sides of the second equation, we obtain that

/\TA
St Yt

T

log
5y B3,

= logDet (B4 1) — log Det(B).
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Thus, we obtain that
U(Byy1) — W(B,) = Tr(Byy1) — Tr(By) + log Det(B;) — log Det(By 1)
191>~ [ Be3e)> $09c _ l9dl* 1Bl 3/ U B

= = —log == — - — log — log
8/ O 5y Btst 3y Btst 3 G 3] B3, 342

St BtSt

which leads to

| B15e]|> 3/ Bys, A ||yt||2 1511
idd N 1= U(B,) — U(Biy) + ~ 14 log 12T
§:Bt§t (e St Ut StTyt

Notice that B8, = —n,4s. 8; Bi8s = —n2g; dy and ||3,]|2 = 12||d, |2, we have that

||§t||2 _gtTCZt A > ||ytH2 ||§tH2
—— —log —=—= —1=V(B) - U(Biy1) + —1+log———.
—g; di llde|? P e 8 Ut

Note that given the fact that —g (ft =g, B ~1d; > 0, by using the Cauchy—Schwarz inequality we

dad® -4/ de

obtain Hence we can write

ol d, = e
—Td —Td . 2 212
9edt 10 Z9 9y G(B) — (Buy) + ”ytH —1+1log ”?U.
l[de ]| e 12 8/ 1t 8¢ O

Now, by selecting the weight matrix as P = V2 f(x.), many expressions get simplified and we have
_ AT 3 _ T ral -l -1 -1
Hfiin? - ugfu? = pi, pr —logpr =1 = w(p; — 1),and B; = B; = V?f(x.) 2 BV f(z.) 2.

Hence, we have

2 ~
~ ~ S
wipr —1) < U(By) — U(Byyy) + ”?'A' —1+1log ”;'J . (47)
t Yt St Yt

Notice that HnyI < 1+ C; for any t > 0 by using Lemma D.3 (b) with P = V2f(x,) and

||ét|\

= log ;7 Héf” < log(1 + C;) < C, for any t > 0 by using (31) from Lemma A.1.
Leveraglng these condltlons with the inequality (47), we obtain that
W(pt - 1) S ‘I](Bt) - \I/(Bt+1) + 20,5

Summing both sides of the above inequality from ¢ = 0 to ¢ — 1, we prove the conclusion

log =

t

|
—

t—1 t—1
w(ps—1) < U(By) = W(By) +2) Ci < U(By) +2) Ci,
=0 1=0

I
o

where the last inequality holds since W(B;) > 0. O

Lemma G.3. Suppose Assumptions 2.1, 2.2, and 2.3 hold and Cy < % and py > % at iteration t,
then we have

flze +di) < f(a). (48)
Proof. Since assumption 2.3 hold, using Lemma 1.2.4 in [44], we have that
7) ~ F@) = V@) (=) — 3l =) VS @)y - )| < Iy —al’, Yoy eRL
Setting z = x; and y = x; + d;, we have that
flag+di) = fxe) < g/ di + dTVQf(xt)dt + *||dt||3 (49)

Notice that using (33) from Lemma A.1 and the definition of p; in (21), we have that

dy? 1+C
I ErH — g/ d; + t
—9¢ di Pt

d V2 f(x)d, < (14 C)d] V2 f(x,)dy = —g/] dy(1 + C)) (50)
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Applying Assumption 2.1 with the definition d; = V2f (ac*)%dt, we obtain that
g/ di 1
|| di|| = % ”dtH'

gt ; dy ||dt||

ps (2

1 -
lde ] < = llde ) =
‘[LQ

Since —g; d; < ||g¢|||d:| by Cauchy-Schwarz inequality where §, = V2 f (x*)fégt, we obtain

”dt” 1dy||? 3
del| = el = < — |Gl
dell = 11gell 7= 1G] < gl o, ptll ¢l
which leads to
—g/d —g/d
I |® < —= ||dt|| <28 h gl (51)
2 nz o P

By applying Taylor’s theorem with Lagrange remamder, there exists 7; € [0, 1] such that

Flae) = fla) + V@) (@ —2.) + %(xt —2,) V2 (2 + T (@0 — 20)) (24 — 24
(52)

= f(e) + gl — ) V2 F @+ A, — ) - ),

where we used the fact that V f (2. ) = 0 in the last equality. Moreover, by the fundamental theorem
of calculus, we have

Vfi(zy) — Vf(zs) = /0 V2 (x4 T(xe — 24)) (21 — 1) dT = Gy — 2%,

where we use the definition of G in (8). Since V f(z.) = 0 and we denote g; = V f(z), this further
implies that

w2y — e = Gy (V@) = V(@) = Gy g (53)
Combining (52) and (53) leads to
1 ~ _
f(@e) = f(zi) = §QJG;IV2f(9Ut + Fo(@e — 24)) Gy g (54)
Based on (35) in Lemma A.1, we have V2 f(x; + 7 (7. — x¢)) = 1+C G, which implies that
GV f (2 4 7w — 20))G7t = : +CtG 1

Moreover, it follows from (34) in Lemma A.1 that G; =< (1 + C;)V2 f(x.), which implies that
G - vQ —1 .
= e (V)

Combining the above two conditions, we obtain that

1

Gt_lv2f(.rt+7~'t($* —l‘t))G_ m

(V2f(za)
and hence

1
90 GV f( + (e — 20))Gy g > ——50/) (V2 f(2.) g = E 511G (55)

(1+0) 1+Cy)2

Combining (54) and (55) leads to

1gkll < (1 + Co)v/2(f(2e) — f(2.))- (56)
Combining (51) and (56) leads to

Td Td
[EARRS igthH il < it 'fp (1+ COV2(f (1) — f(22)). (57)
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Leveraging (49), (50) and (57) with the definition of C} in (9), we have that

1 M

S i) = S(a0) < o] do+ G0V fa)de + Nl

1+C M1 1
ot F,T%E(l +C)V2(f (1) — f(x.))) (58)

1+ C I Ct(l Jrct)
2p¢ 6p7

= —g;rdt(—l +

= —g di(—1+

).

Notice that —g, d; = —g;' B; 'g: > 0 and when C; < % and p; > %, we can verify that
1+ Cy i Ciy(14 Cy)
2py 6p7
Therefore, (58) implies the conclusion that

flae+dy) — fzy) <0.

<1

G.2 Proof of Lemma 6.1

Since 1, = 1 satisfies Armijo-Wolfe conditions, we know that 7); is chosen to be one at iteration ¢ and
Zi41 = x4 + dy. We have f(x441) < f(x¢) from Lemma 2.1. Using Taylor’s expansion, we have
that f(ze41) = f(@¢) + g di + 3d¢ V2 f (@ + F(z441 — 4))ds, where 7 € [0, 1]. Hence, we have

that
N f(xe) = f(ze41) - _gtTdt - %dtTV2f(5Ut + T (241 — 1))y
o —gld —g{ dy
_q_ ldtTVQf(mt + 7T(Tep1 — 2p))dy -1 1+ Cy d] V2 f(x.)dy 1 1+ C,
2 —g; di N 2 —g; di 201

where we apply the (32) from Lemma A.1 since f(z;y1) < f(z:) and recall the definition of p; in
(21). Similarly, using (31) from Lemma A.1 since f(zy1) < f(x:), we have that
’fL _ ytht _ S;r(]tSt o d;Jtdt > 1 d:va(I*)dt o 1
t = = = > = )
—g9i st —gfse  —gldi T 1+Cp —gld, (1+Ci)pt
where we use the fact that y; = J;s; with J; defined in (8) and s; = x¢y1 — x4 = d;. Therefore, we
prove the conclusions.

G.3 Proof of Lemma 6.2

Denote Z11 = x¢ + di and §; = Try1 — o = dy. Since 6 < % and 6, > g, we have f(Zy11) <
f(z;) from Lemma G.3. Using Taylor’s expansion, we have that f(Z;11) = f(x;) + g/ d¢ +
1d] V2 f(xy + #(Z441 — 3¢))dy, where 7 € [0, 1]. Hence, we have
f(x) — f(Zgy1) . _g;rdt - %dtTVQf(a:t + 7 (Zp41 — z))dy
—g/ dy a —g{ dy
. ldIVQf(‘Tt + %(ift+1 - xt))dt >1_ 1+ Ct d;rv2f(x*)dt —1_ 1+ Ct
2 —g{ dy B 2 —9{ d 2p

=1

where we apply the (32) from Lemma A.1 since f(Z;+1) < f(x¢). Therefore, when C; < §; <

2(1 —a) —1and p; > 5 > m, we obtain that f(w‘l_g{r(ik+l) >1-— 1;’:‘ > « and unit

step size 7, = 1 satisfies the sufficient condition (5).

Similarly, using (31) from Lemma A.l since f(Z¢11) < f(z:) and denote Gy11 = Vf(ZTit1),
Yt = Gk+1 — G¢» We have that
g:gt o §:Jt«§t o d;rJtdt S 1 d:V2f(m*)dt o 1

—g'5% —g/ 5 —g/dy — 14+Cy —g/ dy (14 Cypt
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St

Therefore, when C; < §; < \/% —1landp; < 03 = \/17, we obtain that y;T_ > (1+ét)pt

1- B which indicates that 'y ;d; = g 15: = 9/ 5 + 9/ 5 > —g/ 5:(1 — ) + g/ 5. = Bg/ 51 =
B9, d;. Hence, unit step size 7, = 1 satisfies the curvature condition (6). Therefore, we prove that
when C; < 61 and 6o < p; < 43, step size 7, = 1 satisfies the Armijo-Wolfe conditions (5) and (6).

G.4 Proof of Lemma 6.3

Since in Theorem 4.1, we already prove that

fle) = f@) _ () vsa 200 -8\
f(fco)—f(w*)§<1 " )

T'his implies that
B %
Ot < <1 —e \p(tBO) 720[(1 IB)> Co.

R

When ¢t > U(By), we obtain that

C, < (1_20‘(1_6))200.
3K

When t > (1 ﬁ) log 5 , we obtain that

C, < (1_20‘(1_6)> Co < 6.
3K

Therefore, the first claim in (24) follows.

Now define I1y = {t : p: < d2} and Iy = {t : p; > 03}, we know that |I| = |I1| + |I2].
Notice that for t € I;, we have that p; — 1 < d2 — 1 < 0 since d < 1 and the function w(z)
defined in (45) is decreasing for —1 < z < 0 from (a) in Lemma G.1. Hence, we have that
Yoien wWpi —1) >3 cp w(d2 — 1) = w(dz — 1)[11|. Similarly, we have that for ¢ € I5, we have
that p; — 1 > d3 — 1 > O since 63 > 1 and the function w(z) is increasing for x > 0 from (a) in
Lemma G.1. Hence, we have that Zlelz w(p;—1) > Zlelz w(d3 — 1) = w(d3 — 1)|I2|. Using (46)
from Proposition G.2, we have that Z o w(p; —1) < U(By) +2 Zt L < U(By) 42 e
for any ¢ > 1. Therefore, we obtain that

+00 400
¥(Bo) +QZC§ z Zw(m -1 > Zw(ﬁi -1+ Zw(ﬁ _
i=0 i=0

1€l i€y
> w(02 — D[]+ w(dz — 1)[I2| > min{w(d2 — 1), w(d3 — 1) }(|I1] + |12]),

which leads to the result

U(Bo) +2305 ¢
I|=|1 I < =04 B 2 C; 59
= 1hl+ e < e s, — 1, w(os — 1) o)+ Z (>9)
where 84 1= gy 7 Using the upper bound of S5 Ci < CoW(By) + :Efm;) in

(44), we prove the second claim in (25).

G.5 Proof of Theorem 6.4

First, we prove that for any initial point o € R? and any initial Hessian approximation matrix
By € S‘i ., the following result holds:

B t
f(xt)f(x*)<<56t0+57\1/(302+58 j—ogci>, vt > to
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where t is defined in (24). We choose the weight matrix as P = V2 f(x,.) throughout the proof.
Using results (41) and (42) from the proof of Proposition 5.1, we obtain that

_ 24, ) ~
H Ccos (92) > e—\I’(Bo)—Ez;é Ci > e_‘I’(Bo) Z+occ ' ©0)
=0

t—1

H gi > 2te2 Y26 Ci > ote2 SEee i 1)

1=0

Recall the definition of the set I = {t : p; ¢ [d2,d3]}. Notice that for ¢ > t¢, define I3 = {¢t: ¢ >
to, pt & [02,03]} and Iy = {t : t > to, pt € [02,d3]}. Then, we have that

t—1 to—1 to—1
Hﬁlnl - H p'Lnl H pln'L - H pln'L H plnl H plnl (62)
i=0 i=tg i€1l3 i€ly
From Lemma 2.1, we know p; > aand ny > 1 — 3 for any ¢ > 0, which lead to
to—1 1 )
H Pifh; > Oéto(l - ﬁ)to = 2T0€_t0 logm' (63)
i=0
Hpn > Ha 1 e—USUOgm > 1 e—\fllogﬁ
vt = olIs| = 9lIs|

i€lg i€ls

(64)
S 1 6*54 (‘I’(BU)Jr? pByiinger ) log 5o1=5y
sl 2‘13| bl

where the second inequality holds since |I3| < |I|, log m > 0 and the last inequality holds

since (59) from the proof of Lemma 6.3 in Appendix G.4. Notice that when index ¢ € I, we have
C; < 61 from Lemma 6.3 and p; € [d2, d3]. Applying Lemma 6.1 and Lemma 6.2, we know that for

1 € Iy, n; = 1 satisfies the Armijo-Wolfe conditions (5), (6) and we have p; > 1 — 1+—C‘ > 0 (since
C; <6 < %, pi > 09 > %) and n; > ﬁ from (22). Hence, we obtain that
o 1 1+C; 1 1 c; 1+ C 1
.M . . 1€I .
[T 5> oIl [Ie Py )(1 FGAYS Z SITe < le- p" (65)
i€ly i€ly * ! i€ly ’
where the last inequality holds since T +C > e Ci, Using the fact that logz > 1 — %, we obtain
1+C5\ 1 log (2—2£51) 1 ~ooTor e
2-—)—= & o8P > e =
H Pi Pi H H
i€ly 1€ly i€ly
_ H e;,fi__ll__ccii —logpi _ H e”i—l—“‘gf’i‘*'?(;;if’_iil_“gfi—(1—10gm‘>01
i€ly i€ly (66)
w(pi—1)+2(1—p;)logp; —(1—log p;)C; —2(pj—1)logp; —(1—logp;)C;y
= H e 2p;—1-C5 H e 2p;—1-C;
i€ly i€ly
_ 2(p;j—1)logp;+(1—logp;)C; _2(pi—1)logp;+(1—-logdz)C;
— H e 2p;21-0; > H e DI pe— 7
i€l i€ly

where the second inequality holds since w(p; — 1) > 0 and the third inequality holds since p; > do
duetoi € Iy and C; < 61 duetoi > ¢y and Lemma 6.3. Notice that 2p; — 1 —C; > 2do—1—6; >0
forall i € I since C; < §; < % and p; > 6o > %.

When p; > 1, using log p; < p; — 1, (b) in Lemma G.1 and p; < d3 due to i € I, we have that
(pi — 1)log p; < (pi —1)* < 2piw(p;i — 1) < 265w (p; — 1). (67)
Similarly, when p; < 1, using logp; > 1 — %, (¢) in Lemma G.1 and p; > &5 due to ¢ € I, we have

C_1)2 .
(pi — 1) < pit+1
Pi Pi

(pi —1)log pi < wlpi=1) < (L4 3)lpi ~ 1), (68)
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Combining (66), (67) and (68), we obtain that

H(2_1+Ci)i

Pi Pi

(1—logé3)C;

2(pj—1)logp;+(1—logdz)C; 2(P7*1)10gm
>I|e 205 —1—07 _|Ie 205— |Ie T205-1-087

i€y i€y i€y
_(1—logdy)Cy

_2(pj—1)logp; 2(/31*1)101;07
— | | e 265 —1—0, I | e 255 — | | e 203-1-51

1€14,pi<1 i€l4,p;>1 i€1y

(69)

1
200+ 5 )w(p—1) _ 4dgw(pi—1) _ (1-log 53)C;

> | | e 209 —1—07 | I 209 —1—2067 | | e 252-1-31

1€14,pi<1 1€14,p;2>1 €1y

2t3y 1 455 1) 1= log52
— e 23-1-51 Zielz,pi<1w(pi_ )_252—1_51 Zie14,pi21w(/’i_ )= 25, — 21614

1-logs
> 6*55(21614 pi<1@(Pi=D+25er, 51 w(pi— )) S5,—1=37 2ic1, C

1— 10052
6_55 Z'i614 w(pi—1)— 55— 21614

where J5 = max{ 252+152 o o5 4_513_61 }. Combining (65) and (69), we obtain that

I | P
i€l i€l pi i

S &If%zﬁuwm D= (14 555%%) ey, G
> o
1 s +oo 1)_202-81—log 63 +(x>C (70)
e =05 15 wlpi—1)— 5t i
214
289 —61—log S
1 5 (Bo>+2z+°°0) s - it O
2114] ’

>

>

where the last inequality is due to (46) from Lemma G.1. Combining (62), (63), (64) and (70), we
obtain that

to—1

t—1
Hﬁlﬁ'l = H pznv H pﬂlz H p7n1
i=0

i€l3 i€ly (71)

21 —Gm%2mﬁm+wu%zﬂiﬁﬁwwwéw+m&Mgm&;m+%ﬁﬁ%g@:ﬁ@ pDRiger
=z 56
Leveraging (60), (61), (71) with (15) from Proposition 3.1, we prove that

f(xe) = f(xs) e cos?(6;) : t_ cos(6;) :
Flao) = f() = 1_<i_0pzqz"’ iy ) B 1—<lemzl_£qzzl1) z )

- 255 —81 —log & t
(1 _tolog Sari—gy T (1194 108 g —gy +95)¥ (Bo)+ (34254 log gorl—gy +205+ 35102 popinlen >
—e

t

t
<1 _ Ssto+a7¥(Bo)+os TG cz‘)t <5Gto + 079(By) + ds Ci)
= — e t
— t )

where the inequality is due to the fact that 1 — e < x for any « € R and dg, d7, ds are defined in
Theorem 6.4. Hence, we prove that

Vit > to. (72)

Fle) — fa) _ [ dato + 5% (Bo) + 05 15 1)
f(zo) = flzs) — t ’
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Using (44) from the proof of Theorem 5.2 in Appendix F.2, we have that

+§C-<C\I/(B)+3070H (73)
vt T > V0 0 a(l _ 6)
Notice that from (24) in Lemma 6.3, we have that
_ 3k CO — 3K CO
to = max{¥(By), ———log —} < ¥(By) + ———— log —. 74
0 {¥(Bo) o= 7) gal} (Bo) ol =7 875, (74)

Leveraging (72), (73) and (74), we prove the conclusion.

G.6 Proof of Corollary 6.5

Using the fact that for By = LI, we have ¥(Bj) = 0 and \II(BO) < dk, and for the case that
By = ul, we have ¥(By) < dlog k, and ¥(By) < dlog k, we obtain the corresponding superlinear
results for these two conditions.

G.7 Specific Values of {5;}5_,

As we stated before, all the {4, }%_; are universal constants that only depend on line search parameters
« and 3. We can choose specific values of « and 3 to make definitions of {d; }?_, more clear. If we
pick o = % and 8 = %, we have that

1 7
(51 = 6, 52 = g, 53 = 2, 54 = 118, (55 = 14, 66 = 10g87 (57 = 260, 68 = 524.

H Complexity of BFGS with the Initialization By, = c/

Recall that ¢ € [u, L] by our choice of ¢ in Remark 6.2. If we choose By = cI, then ¥(By) =
U(£1) = £d—d+ dlog £. Moreover, we have ¥(By) = U (cV2f(z.)7!) = ¢Tr(V2f(2.)7!) —
d —log Det(cV? f(x,)~1), which is determined by the Hessian matrix V2 f(z,)~!. In this case,
one can use the upper bounds ¥(By) = d(£ — 1+ log £) and U(By) = Tr(eV2f(2.) ") —d—
log Det(cV2f(x,) ") < d(; —1+log L to simplify the expressions.

Applying these values of ¥(B;) and ¥(By) to our linear convergence result in Theorem 4.1 and the

superlinear convergence result in Theorem 6.4, we can obtain the following convergence guarantees
for By = cI:

t
» Fort > d($ —1+log %), we have 7%;3;;_{%% < (1 — L(?)lﬁ 5)) ;

e Fort = Q(d(ﬁLf 1+ log %) tCod(% — 1+ log %) + Cyk), we have 7%;3:%23 <
d(ﬁflJrlog L) +Cod(§ —1+4log 2 )+Cor\\ t
(O( = )

Moreover, we can derive similar iteration complexity bounds following the same arguments as in
Section I. We also include the performance of BFGS with By = cI in our numerical experiments as
presented in Figure 1. We observe that the performance of BFGS with By = ¢/ is very similar to the
convergence curve of BFGS with By = pI in our numerical experiments.

I Proof of Iteration Complexity

When By = LI, if we regard the line search parameters « and [ as absolute constants, the first result
established in Corollary 4.2 leads to a global complexity of O(x log %), which is on par with gradient
descent. Moreover, the first result in Corollary 5.3 implies a complexity of O ((d 4 Co)r + log 1),
where the first term represents the number of iterations required to attain the linear rate in (20), and
the second term represents the additional number of iterations needed to achieve the desired accuracy
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e from the condition number-independent linear rate. For the analysis of the superlinear convergence
rate, we denote that ), = dx + Cyk. From the first result in Corollary 6.5, we have that

fe) ~ f@) _
floo) — fla) =\t

Let T}, be the number such that the inequality ( L)t < ¢ above becomes equality. we have

< (=)

1 T, T,
log — =T,1 1),
0g - o (QL )
QL+\/Q%+4QL10g%
T, > .
- 2
Hence, we have that
1 T, QL +4/QF +4Qplog ¢ 1 /1 logl
1 fle =~ >T,.1 >T, 1 — - <,
og ogQL og 50, > og 2+ 4+ Q5

log %

log(%+ Jrl(;sz)

Hence, to reach the accuracy of ¢, we need the number of iterations ¢ to be at least

T, <

=

1
t> o8

=
+

1 1)’
Q—Llog;)

Therefore, the iteration complexity for the case of By = LI is

log (% +

1 log L
O | min /flog ,(d+ Co)k +log — ¥

€ log( \/ —&-dHJrCOn log £ )

Similarly, in this case of By = ul, the second result in Corollary 4.2 establishes a global complexity
of O (d log k + Kk log %), where the first term represents the number of iterations before the linear
convergence rate in (19) begins, and the second term arises from the linear rate itself. Addition-
ally, following the same argument, the second result in Corollary 5.3 indicates a complexity of
O(Codlog k + Cok + log L). Here, the first term accounts for the wait time until the convergence
rate takes effect, and the second term is associated with the condition number-independent linear rate.
For the superlinear convergence rate, when By = p1, to reach the accuracy of €, we need the number
of iterations ¢ to be at least

o =

lo

tog (3 + /1 + ;g )

where €2, = Cyd log k+ Cyk. The proof is the same as the proof for the case of By = LI. Therefore,
the iteration complexity for the case of By = ul is

o

t>

log 1

€

€ log( —i—\/ —&-mlog )

1
O |min { dlogk + klog —, Co(dlog k + )+log
€

J Log Bisection Algorithm for Weak Wolfe Conditions
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Algorithm 1 Log Bisection Algorithm for Weak Wolfe Conditions

) = 0, e = +o00

Require: Initial step size n(®) = 1,7
for ¢ :0,1,2,...d0

1:
2 if f(a + nWdy) > f(x;) + anDV f(x;) " d; then
3: Set 77,(71;{;) = and n(lH) = nfﬁ}m
4: if nmm = 0 then
5. (i+1) _ 211
: ntt) = (3)
6: else
7. N0+ = oSk n (Y
8: end if
9: elseif Vf(x; +7Wd;)"d; < BV f(x;)" d; then
10: Set 777(5;%) = nﬁn)a and 777(2;1) 77( 0)
11: if nithe = oo then
12: ’]’](H_l) _ 221+1,1
13: else
e g = DD
15: end if
16:  else ‘
17: Return 7
18:  endif
19: end for

K Results and Discussion on the Bisection Scheme for Line Search in
Section 7

K.1 Proof of Lemma K.1

First, we present major results concerning the complexity of the bisection method, which specifies a
range of values that meet the conditions in (5) and (6).

Lemma K.1. Suppose that Assumptions 2.1, 2.2 and 2.3 hold. Recall the definition of p; in (21)
and Cy in (9). At iteration t, there is unique 1, > 0 such that the sufficient decrease condition (5) is
equity for n,, i.e.,

Flae+nedy) = fe) + an, V() ' d. (75)
Then, 0, satisfies the sufficient decrease condition (5) if and only if n, < n,. We also have that
2(1 — «)
—— 0 <1 <2(1 — ) (1 + Cy)p. 76
11C, s s (1 —=a)(1+Cip (76)
Similarly, there is also unique 1; > 0 such that the curvature condition (6) is equity for n, i.e.,
Vf(l't + T]Idt)Tdt = BVf(fEt)Tdt (77)
Then, 0, satisfies the curvature condition (0) if and only if n, > 1;. Moreover, we have that
777‘ 6 -«
>1+ > 1. 78)
w = A 20 (

Proof. Notice that Assumption 2.1 indicates that the objective function f(z) is strongly convex.

Consider function hy(n) = f(z; + ndy) — anV f(x;) " dy. We observe that this function hy (1)
is strongly convex and h1(0) = f(x:), h{(0) < 0. Hence, there is unique 1, > 0 such that

hi(n,) = f(z¢) and 1y <, if and only if f(x; + nedy) < fay) + omtVf(xt)T

Denote that §3t+1 = x4 +n,d;. We know that f (T4 1) — f(z¢) = anrg, d. Since f(Ti41)— f(z) =
M gd di + 5n2d V2 f(z + T(i:t+1 — x4))dy for 7 € (0,1), we have that

nrg¢ dy + ﬁrdTVQf(l‘t + 7(Zpy1 — 20))dy = gy dy,
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—g; dy

r=2(1 -« = .
4 ( )dtTVZf(xt + T(xt—i-l — .Ift))dt

which leads to

=2(1-a) —9/ di <2(1_a)(1+c)L—rdt
= d:V2f(ﬁct + T(ift+1 - xt))dt B k d;rV2f(x*)dt
T
—g, d
21— a)(1+ Cy) II?IIJ =2(1—a)(1+C)ps.
t
—g/ di 2(1-a)  —g/d; 2(1 - o)

= 2(1 — )

d:va(l't + T(i’t+1 — xt))dt - 1+ Ct d;rVZf(I*)dt - 1 + Ct Pt

where we use the (32) from Lemma A.1 and the fact that f(Z;.1) = f(z¢) + an.g, di < f(zy).
Hence, we prove the results in (76).

Similarly, consider function hy(n) = Vf(z; +nd;) ' d;. We observe that this function k(1) is
strictly increasing function for > 0 and hy(0) = Vf(xt)Tdt < ﬁVf(sct)Tdt, ho(Mezact) =
Vf(x:+ nemctdt)Tdt =0> ﬁVf(a:t)Tdt where Nezact 1= argmin, .o f(z¢ + 1d;) is the exact
line search step size satisfying V f (z; + nemctdt)Tdt = 0. Hence, there is unique 7; € (0, Nezact)
such that hy(;) = BV f (1) dy and n; > ny if and only if Vf (2 + medy) " dy > BV f(z) " dy.
Notice that
Flae+mede) = fxe) + on V(@) dy.
Using mean value theorem, we know there exists 7 € (0, 7),) such that
Fae+mde) = f(0) + 00 f (e +77dy) " do.

The above two equities indicates that

V(e +ide) " dy = aV f () dy.
Recall that

V(e +mde) " dy = BV f () .
Combing the above two equities, we obtain that

(Vf (e +0de) =V f (2 +mde)) T de = =V f ()" dy(5 — ).
Using mean value theorem again, we know there exists 77 € (1, ) such that
(Vf (e +0de) = Vf (e +mdy)) " dy = (7 = m)dy V? f (g + 7jdy)ds.

Leveraging the above two equities, we obtain that

~V () di
df V2 f(xy + ijdy)dy

n—m=(B-a)

Notice that 77 < 7),., we have that

] ~Vi(x) dy
e~ >h—m = (8— _ ) 79
Recall the definition of 7; in (77), we have that
(V£ (e +mds) = Vf(xe) de = —(1 = B)Vf(22)  de.
Notice that there exists /) € (0, ), such that
(VI (e +mdy) =V f(w0) " de = md Y f (1 + ijde)dy.
Combing the above two equities, we obtain that
(1~ T
m= ( 5>Vf($t> dy (80)

B df V2 f(zy +fidy)dy
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Leveraging (79) and (80), we have that
_ TV2f -
&:1_'_7% Yl 21+(B )d‘rv J(xy +7dy)dy
m m (1= B)d] V2 f(xy + ndy)d:
Recall that Z;11 = x; + n,-d; and notice that ; < 7., 7 < 7. We have that xt + ndy = 1 +
7(Zp41 — x) and xy + 7dy = x4 + T(Tpp1 — a:t) with7 = -L € (0,1) and 7 = -L € (0,1). Since

2
F@e1) = fze+npdy) = fl@e) + o V() dy < f( ) applying (36) in Lemma Al we
prove the conclusion that

77: 2 1+ ( a)dTV2 (.Tt +’I~7dt)dt
UL (1= B)d{ V2 f (s + 7dy)dy
-1 + (,@ Oé)dTv2 (It + %(jt-i-l — .Z’t))dt 1 4 ﬁ —
(1 ﬁ)dTVQf(It + %(ft+1 - l’t))dt - (1 — B)(l + 2Ct) '

K.2 Bound on the Number of Inner Loops

Proposition K.2. Suppose that Assumptions 2.1, 2.2 and 2.3 hold. Consider the BFGS method with
inexact line search defined in (5) and (6) and we choose the step size 1, according to Algorithm 1. At
iteration t, denote \; as the number of loops in Algorithm I to terminate and return the 1, satisfying
the Wolfe conditions (5) and (6). Then \; is finite and upper bounded by

M)
e , 81)
+ 2log, (1 + log, (2(1 —a)(l+ Ct)) + max{log, py, log, E})

At <2+ log, (1+

Proof. At the first iteration, if 77(0) = 1 satisfies the weak Wolfe conditions (5) and (6), the algorithm
terminates and returns the unit step size 1; = 1. In this case, we have that A, = 1.

Suppose that at the first iteration, (%) = 1 doesn’t satisfy the sufficient decrease condition (5) but

satisfies the curvature condition (6), we have that 7757{2” = 400, nfm)n = 1 and 77(1) = 2. Assume

that in the Algorithm 1, nfﬁ)am is never set to a finite value and the algorithm never returns. This
means that the condition in line 2 is never satisfied, and as a result, we keep repeating steps in line
12. Thus, (¥ = 22~ and since the condition in line 2 is never satisfied, we always have that
flxe +nDdy) < fz) + an®V f(2;) T d;. Notice that lim; o, n*) — +o00 and V f(z;) T d; < 0.
We obtain that lim;_, . f(z; + 7 d,) — —o0, which is a contradiction since f is strongly convex.
Hence, at some point, either the algorithm finds an admissible step size and returns, or nr(,ll)az must
become finite. Suppose that this happens at iteration /; > 1 of the loop in Algorithm 1. Then, we
know that (K1) = 92"1=1 Ip the first case that the algorithm finds an admissible step size and
returns 1, n¥1 satisfies the Armijo-Wolfe conditions and therefore 1 < 7,.. Using the upper
bound result in (76) from Lemma K.1, we obtain that n(51) = 921 -1 <. <2(1 —a)(1+ C)ps,
which leads to

A = K < log, (1 +log, (2(1 — a)(1 + Ct)pt)). (82)

In the second case that 777(7%1 becomes finite but the algorithm does not terminate, we have that
nK1=1) satisfies the sufficient condition (5) and (51 =1) < 7,.. Similarly, this implies that

K; <1+ log, (1+log2 (2(1—04)(1+Ct),0t)). (83)

Then, we further go through the log bisection process. Notice that for any iteration ¢ > K, the
sequence n,ﬁ,ﬁ){w is finite and non-increasing and the sequence n,(,i)m

bisection process indicates that

> 1 and non-decreasing. The log

(i+1)

Nmax 1 Nmax .
log, = =3 log, OB Vi > K. (84)
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The Algorithm | implies that for any ¢ > K, we have that

f(l‘ + nmawdt) > f(xt) + anmazvf(xt)Tdt7 Vf(l’t + nmzndt)Tdt < vi('rt)Tdt

Hence, we know that for any ¢ > K, n,(,l)m > 1, and nmm < n; where 7., n; are defined in (75),

(77) from Lemma K.1. Therefore, using result (78) from Lemma K.1, we have that for any j > 1,

o Iy
log, o) > log, " > 0. (85)
min
Notice that (84) implies that
o 1 o
logs " ey = 271 1982 (") (86)

(K1+1) ( +3)
which leads to 0 = lim;_, | o QJ ST log2 "“““) =lim; 4o log2 ;’;;* > log2 "T > 0. This is a

contradiction. Hence, Algorithm | must terminate after finite number of loops. Now suppose that
Algorithm 1 terminates after K; + I'; iterations, (85) and (86) indicate that when I'; > 1, we have

1 (K1+1) (K1+4T1) n B—a
2F1—1 10g2 (K1+1) = 10g2 m Z 10g2 E > 10g2 (1 + m) (87)
where the last inequality holds since (78) in Lemma K.1. Notice that nr(nlemﬂ) — 2211 apd
ni;;fl = 22""7"~1 Hence, we obtain that
T](K1+1)
log, “Fn =K1 <14 log, (2(1 —a)(l+ C’t)pt). (88)
Combing (87), (88) and using logx > 1 — %, we have that
I'' <1+log (1+log 1—a)(1+C)p))—log log (1+ f-a )
o ’ o RN A-h 20
<1+l (1+lo 21 — a)(1+ Cy)py) ) — logy lo ( b-a )
—a) =
< 2o 2o t Pt g9 10 (1 _ ﬁ)(l + 20t>
( ! (89)

B—a
(17ﬂ)(1+2ct)

<1+ log, 1—}—1og2 (1—a)(1+Cy) pt> log2<
) ﬁ—a

=1+ log, (1+10g2( (I—a)(1+ C)ps +log2(

Leveraging (83) and (89), we prove that
)\t = K1 + Fl
w> (90)
p—a '

Similarly, suppose that at the first iteration, n(®) = 1 satisfies the sufficient decrease condition (5)

but doesn’t satisfy the curvature condition (6), we have that nr(nzm =1, 777(73” = 0and nM = %
(@)

Assume that in the Algorithm 1, i, > is never set to a positive value and the algorithm never returns.
This means that the condition in line 2 is always satisfied, and as a result, we keep repeating steps
in line 5. Thus, n(i) = (%)21*1 and since the condition in line 2 is always satisfied, we have that
flxe +nWdy) > f(ar) + an®V f(z;) " d;. Therefore, we know that (") > 5, where 1, > 0 is
defined in (75) from Lemma K.1. Notice that () > 1, > 0 for any 4 and lim;_,.. n(¥) = 0, this
leads to a contradiction.

<2+ 2log, (1+1logy (21— a)(1+ Ci)py) ) + log, (1+

Hence, at some point either the algorithm returns a step size satisfying the weak Wolfe conditions or

nfi)m must become positive. Suppose that this happens at iteration o > 1 of the loop in Algorithm 1.

Then, we know that n(52) = (2)2K2 1
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In the first case that the algorithm finds an admissible step size and returns %2, n%2 satisfies
the Armijo-Wolfe conditions and therefore 2 < n,.. Using the upper bound result in (76) from

Lemma K.1, we obtain that (%2) = 9221 < <2(1 — a)(1 + Cy)ps, which leads to

A = K> < log, (1+1og2 (211 —a)(l—f—Ct)pt)). 1)

In the second case that nf,?m becomes positive but the algorithm does not terminate, we have that
nE2=1) doesn’t satisfy the sufficient condition (5) and 752~ > 5,.. Using the lower bound result

in (76) from Lemma K. 1, we obtain that (52—1) = (%)21(2_1*1 > > 28:00:) p¢, which leads to

1+ C,

Ky <1+lo (1+lo 7>
2 g2 g2 2(1 . a)pt
Then, we further go through the log bisection process. Using the same techniques, we can assume

that Algorithm 1 terminates after K5 + I's iterations, where 'y > 1 satisfies that

92)

1 (K2+1) 77(K2+F2) n B—a
oT5—1 10g2 nT(nIinJrl) = logg W > 10g2 E > 10g2 (1 + m) 93)

where the last inequality holds since (78) in Lemma K.1. Notice that n,(nI%H) (%)21(2_1*1 and

K .
Ko+l = (1)27?~1. Hence, we obtain that

Tlmln
Tlgn%;l) 1+ Gy

_ 9K>—1
log, ,(,5721“) =2 <1+ log, RS %94)
Combing (93), (94) and using logx > 1 — %, we have that
1 —|— Ct ﬁ —
'y <1+1 1+logg ————— ) —logy 1 14—
2 > + Og2 ( + Og2 2(1 7 ) ) Og2 Og2 ( + (1 7B)(1 +2Cf))
1+ Ct B —
<14y (1-+ om0 oo (14 P2 )
T TR e U =BT 2a) ©3)
1 1
< 1+ log, (1 +logy 5o Ct ) log, ( 1L fa
2 14 —B=>
(1=B)(1+2C%)
(1-p8)(1+2C)
Leveraging (92) and (95), we prove that
AN =Ko 4Ty
14+ C (1-p8)(1+2C) (96)
<2421 (1 1 7) log, (1 )
<2+ 2log, +og22(1_a)pt +0g2( + B—a

Notice that v < 3 and thus
final conclusion

2(1 &y < 2(1 — @), combining (82), (90), (91) and (96), we prove the

w>
8-«

1
+ 2log, (1 +log, (2(1 — @) (1 + Ct)) + max{log, py, log, p—})
¢

At <2+ logy (1—1—

O
K.3 Proof of Theorem 7.1
Using result from Proposition K.2, we have that
t—1 t—1
1 1 1-5)(1+2C)
A = ;Z/\l < 2—|—¥210g2 (1+ﬁ——a>
1=0 =0
o o7
2 1
+ n ZlogQ (1 +log, (2(1 — @) (1 + C;)) + max{log, p;, log, p—})
=0 i
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Using Jensen’s inequality, we have that

t—1 t—1
1 (1-p8)1 +2C) 1-8  20-P8) )i Ci
=y 1 (1 —) <1 (1 ) 98
t;OgQ + B—a = 1082 +B—a+ 8 —a t ©8)
1< 1
7 D togs (14 lom (21— )(1+€) + maxe{logy pr. og )
1=0 7
= 1 t—1 1
< log, (1 +log, 2(1 — @) Z logy (1 4+ C;) Z max{log, p;, log, — }) (99)
Pi
=0
t—1 t—1
-, C 1 1
< log, <1 +log, 2(1 — ) + log, (1 + Zzzto Z max{log, p;,logy — o })
=0
We also have that
= = = 1
n Z max{log; pi, 10%2 } =7 Z log, pi + n Z log, —
i=0 i=0,p;>1 i=0,0<p; <1 pi
t—1 t—1 t—1 t—1
1 1 1 1 1 1
=< D logepit— D> lompit, Y, lom—+— > logy— (100)
i=0,p:>2 i=0,1<p;<2 i=03<p<t P licop<y P
= = 1
§2+¥ Z 10%2/’1‘"‘? Z log; —,
i=0,p; >2 i=0,p;<1 pi
where the inequality is due to log, p; < 1 for p; < 2 and log2 < 1forp; > 3. Using the definition
of w and (b) in Lemma G.1, we obtain that
R log, e = log, e =
- D logpi=—2 ) logpi=—2 ) (pi—1-w(pi—1)
1=0,p; 22 1=0,p; 22 1=0,p; 22
log, e = 2p;
<= > (pi —wlpi—1) = w(p = 1)) (101)
i*O,pi>2
log e pit+1 3log, e =
—= Z - —1)§%‘Z w(pi —1).
1= 0,p1>2 1=0,p,>2
Similarly, using (c) in Lemma G.1, we obtain that
t—1 t—1 t—1
1 1 logye 1 logye
n Z 10g2f=TQ Z longTZ Z (w(pi—=1)+1—pi)
i=0,0;<} pi i—0p<y P i=0,p;< %
logye L+ p;
s — Z (w(pi — 1) + Hw(m —-1)) (102)
1=0,0;<3
log, e = 2 4log, e =
i=0,p;< % i=0,p;< 3
Combining (100), (101) and (102), we prove that
= = = 1
- Zmax{log2 pi, log, —} <2 + - Z log, pi + n Z log, —
i=0 i=0,p; >2 i=0,p;<1 pi
(103)
4log, e =
<24+ 2N w(pi—1) <247 (foBo +ZZC>

=0
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where we use the fact that w(p; — 1) > 0 for any ¢« > 0 and the last inequality is due to (46) in
Proposition G.2. Leveraging (97), (98), (99) and (103), we have that

1—ﬂ+2(1—6)2513@>
—

A <2+ log, (1+

15} 08—« t
Z?—l C 6 B t—1
+ 2log, (3 +1log, 2(1 — a) + log, (1 + %) + E(fo(BO) + 2201-))
=0

t—1
<2+ log, (1+ ;:i + 2(61__5) ZieC@')

t—1 5 t=1
Zi:to Cz) 4 6W(By) + t12 > iz Cﬁ)_

We prove the final conclusion using (44) from the proof of Theorem 5.2 in Appendix F.2, i.e.,

+ 2log, (log2 16(1 — o) + log, (1 +

t—1

= 3005
E C; < Co¥(By) + ———.
vars 0 ( 0) Oé(l _ﬁ)

K.4 Corollaries of Theorem 7.1 for By = LI and By = pul

Corollary K.3 (By = LI). Suppose that Assumptions 2.1, 2.2 and 2.3 hold. Let {x;};>o be the
iterates generated by the BFGS method, where the step size satisfies the Armijo-Wolfe conditions in
(5) and (6). For any initial point xo € R? and the initial Hessian approximation matrix By = LI,
the average complexity of line search Algorithm 1 Ty, is upper bounded by

1—ﬁ 2(1—6) 300/*6
ﬁ—a+ 8-« a(l—ﬂ)t)

Ay <2+ log, (1+

3600/1
3Cok 6dr + 2 105
+210g2(log216(1—a)+10g2(1+a(liﬂ)t)+ t< )).
Moreover, when t > 6dk + ﬁcon, we have that
Ay <2+1 31-8)
¢ <2+ log, (1+ﬂ_7a) + 21logy (5 + log, 2(1 — a)). (104)

Proof. Since By = LI, we have By = 1By = I and By = V2f(x.) 2 BV3f(z.)"2 =
LV2f (x*)fl. Using results in the proof of Corollary 5.3, we have

U(By) =0,  U(By) < dr.
Combining these two results with the result in Theorem 7.1, we prove the conclusion. O

Corollary K4 (By = pl). Let {x;};>0 be the iterates generated by the BEGS method with inexact
line search (5), (6) and suppose that Assumptions 2.1, 2.2 and 2.3 hold. For any initial point xq € R?
and the initial Hessian approximation matrix By = ul, the average complexity of line search
Algorithm 1 Ty, is upper bounded by

3005
1-0 2(1,5)C0d10g/-€+m
A <241 (1 )
t < 2+ log,y +5—a+ 3—a v
Codlog k + 3505 6(1 + 2Cp)dlog r + 38C%
+ 2log, (log2 16(1 — ) + log, (1 + ; a=p )+ ; (1-F) )
Moreover, whent > 6(1 + 2Cy)dlog k + jflcl’g), we have that
A <241 31-8)
¢ <2+ log, (1+ﬁ_7a) + 21logy (5 + log, 2(1 — @)). (105)
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Proof. Since By = ul, we have By = 2By = I and By = V2f(x.) 2 ByV2f(z.) % =
12 f(z,)"". Using results in the proof of Corollary 4.2, we have

U(By) < dlogk,  W(By) < dlogk.

Combining these two results with (26) in Theorem 6.4, we prove the conclusion. O
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: Our claims in the abstract and introduction align with all the theoretical and
experimental results presented in our paper. We assert establishing global convergence of
BFGS with the Armijo-Wolfe conditions, and our theoretical results guarantee this.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

 The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It s fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: We have discussed the limitations and drawbacks of this paper in the second
paragraph of Section 9.

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

¢ The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [Yes]

Justification: All the theorems, formulas, and proofs in the paper are numbered and cross-
referenced. All assumptions for each presented result are clearly stated or referenced in the
statements of the lemmas, propositions, or theorems. The proofs of all results are presented
in the supplemental material. High-level ideas of the proofs are included in the main text
whenever possible. Some lemmas are borrowed from [38], and this is explicitly mentioned
in both the paper and the supplementary material section D.

Guidelines:

* The answer NA means that the paper does not include theoretical results.

 All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

¢ Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [NA]
Justification: The paper does not include experiments.
Guidelines:

* The answer NA means that the paper does not include experiments.
* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
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some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [NA]
Justification: The paper does not include experiments requiring code.
Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [NA]
Justification: The paper does not include experiments.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [NA]
Justification: The paper does not include experiments.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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8.

10.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

« It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

¢ For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [NA]
Justification: The paper does not include experiments.
Guidelines:

* The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: The research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics.

Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]
Justification: There is no societal impact of the work performed.
Guidelines:

* The answer NA means that there is no societal impact of the work performed.
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* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: The paper poses no such risks.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [NA]
Justification: The paper does not use existing assets
Guidelines:
e The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.
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* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
13. New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: The paper does not release new assets.
Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
14. Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.
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paperswithcode.com/datasets

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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