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Abstract

Most existing theoretical investigations of the accuracy of diffusion models, albeit
significant, assume the score function has been approximated to a certain accuracy,
and then use this a priori bound to control the error of generation. This article
instead provides a first quantitative understanding of the whole generation process,
i.e., both training and sampling. More precisely, it conducts a non-asymptotic con-
vergence analysis of denoising score matching under gradient descent. In addition,
a refined sampling error analysis for variance exploding models is also provided.
The combination of these two results yields a full error analysis, which elucidates
(again, but this time theoretically) how to design the training and sampling pro-
cesses for effective generation. For instance, our theory implies a preference toward
noise distribution and loss weighting in training that qualitatively agree with the
ones used in Karras et al. [30]. It also provides perspectives on the choices of time
and variance schedules in sampling: when the score is well trained, the design in
Song et al. [46] is more preferable, but when it is less trained, the design in Karras
et al. [[30] becomes more preferable.

1 Introduction

Diffusion models became a very popular generative modeling approach in various domains, including
computer vision [20} [7, 27} 128} 138} I51], natural language processing [6l 134} 137]], various modeling
tasks [15} 41, [55]], and medical, biological, chemical and physical applications [3} [17, 143} 49| 23, |56]]
(see more surveys in [53} 11} [14]). Karras et al. [30] provided a unified empirical understanding of
the derivations of model parameters, leading to new state-of-the-art performance. Karras et al. [31]]
further upgraded the model design by revamping the network architectures and replacing the weights
of the network with an exponential moving average. As diffusion models gain wider usage, efforts to
understand and enhance their generation capability become increasingly meaningful.

In fact, a rapidly increasing number of theoretical works already analyzed various aspects of diffusion
models (32119152} 1612} 8 18] 9L [13][39] 44| 25]. Among them, a majority [32]19}[52} 16112} 8} [18]]
focus on sampling/inference; more precisely, they assume the score error is within a certain accuracy
threshold (i.e. the score function is well trained in some sense), and analyze the discrepancy between
the distribution of the generated samples and the true one. Meanwhile, there are a handful of
results [44, 25] that aim at understanding different facets of the training process. See more detailed
discussions of existing theoretical works in Section [I.T}
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However, as indicated in Karras et al. [30], the performance of diffusion models also relies on the
interaction between design components in both training and sampling, such as the noise distribution,
weighting, time and variance schedules, etc. While focusing individually on either the training or
generation process provides valuable insights, a holistic quantification of the actual generation capa-
bility can only be obtained when both processes are considered altogether. Therefore, motivated by
obtaining deeper theoretical understanding of how to maximize the performance of diffusion models,
this paper aims at establishing a full generation error analysis, combining both the optimization and
sampling processes, to partially investigate the design space of diffusion models.

More precisely, we focus on the variance exploding setting [46], which is also the foundation of
continuous forward dynamics in Karras et al. [30]. Our main contributions are summarized as follows:

* For denoising score matching objective, we establish the exponential convergence of its gradient
descent training dynamics (Theorem [I)). We develop a new method for proving a key lower bound
of gradient under the semi-smoothness framework [[1} 35157, 158]].

* We extend the sampling error analysis in [§]] to the variance exploding case (Theorem [2), under
only the finite second moment assumption (Assumption [3)) of the data distribution. Our result
applies to various variance and time schedules, and implies a sharp almost linear complexity in
terms of data dimension under optimal time schedule.

* We conduct a full error analysis of diffusion models, combining training and sampling (Theorem 3.

* We qualitatively derive the theory for choosing the noise distribution and weighting in the training
objective, which coincides with Karras et al. [30] (Section . T)). More precisely, our theory implies
that the optimal rate is obtained when the total weighting exhibits a similar “bell-shaped” pattern
used in Karras et al. [30].

* We develop a theory of choosing time and variance schedules based on both training and sampling
(Section. Indeed, when the score error dominates, i.e., the neural network is less trained and not
very close to the true score, polynomial schedule [30] ensures smaller error; when sampling error
dominates, i.e., the score function is well approximated, exponential schedule [46] is preferred.

Conclusions and limitations are in Appendix [A]

1.1 Related works [ Training/ )
Samplmg. .There has bef?n significant progress [ . }‘_‘.
in quantifying the sampling error of the gener- Sampling k
ation process of diffusion models, assuming the wained ¢
score function is already approximated within
certain accuracy. Most existing works [e.g.,
16, [12| [8]] focused on the variance preserving
(VP) SDEs, whose discretizations correspond to DDPM. For example, Benton et al. [8] is one of
the latest results for the VPSDE-based diffusion models, and it only needs a very mild assumption:
the data distribution has finite second moment. The iteration complexity is shown to be almost
linear in the data dimension and polynomial in the inverse accuracy, under exponential time schedule.
However, a limited amount of works [32| 24} [54] analyzed the variance exploding (VE) SDEs, whose
discretizations correspond to Score Matching with Langevin dynamics (SMLD) [45] 46]]. To our
best knowledge, Yang et al. [54] obtained the best result so far for VE assuming the data distribution
has bounded support: the iteration complexity is polynomial in the data dimension and the inverse
accuracy, under the uniform time schedule. In contrast, our work only assumed that the data dis-
tribution has finite second moment, and by extending the stochastic localization approach in [§] to
VESDE, we obtain an iteration complexity that is polynomial in the data dimension and the inverse
accuracy, under more general time schedules as well. Note the improved complexity in terms of the
inverse accuracy and the data dimension dependencies; in fact, under the exponential time schedule,
our complexity is almost linear in the data dimension, which recovers the state-of-the-art result for
VPSDE-based diffusion models.

Training. To our best knowledge, the only works that quantify the training process of the diffusion
models are Shah et al. [44] and Han et al. [25]]. Shah et al. [44] employed the DDPM formulation and
considered data distributions as mixtures of two spherical Gaussians with various scales of separation,
together with K spherical Gaussians with a warm start. Then the score function can be analytically
solved, and they modeled it in a teacher-student framework solved by gradient descent. They also
provided the sample complexity bound under these specific settings. In contrast, our results work for
general data distributions for which the true score is unknown, and training analysis is combined with
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Figure 1: Structure of this paper.
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sampling analysis. Han et al. [25] considered the GD training of a two-layer ReLU neural network
with the last layer fixed, and used the neural tangent kernel (NTK) approach to establish a first result
on generalization error. They uniformly sampled the time points in the training objective, assumed
that the Gram matrix of the kernel is away from O (implying a lower bound on the gradient), and
lacked a detailed non-asymptotic characterization of the training process. In contrast, we use the deep
ReLU network with L layers trained by GD and prove instead of assuming that the gradient is lower
bounded by the objective function. Moreover, we obtain a non-asymptotic bound for the optimization
error, and our bound is valid for general time and variance schedules, which allows us to obtain a full
error analysis.

Convergence of neural networks training. The convergence analysis of neural networks under
gradient descent has been a longstanding challenge and has been developed into an extensive field.
Here we will only focus on results mostly related to the techniques used in this paper. One line
of them is approaches directly based on neural tangent kernel (NTK) [22] 21} 15147, 136]. However,
existing works in this direction focus more on either scalar output, or vector output but with only
one layer trained under two-layer networks, which is insufficient for diffusion models. Another
line of research also considers overparameterized models in a regime analogous to NTK, though
not necessarily explicitly resorting to kernels. Instead, it directly quantifies the lower bound of the
gradient [[1} 135,12 157, 58] and uses a semi-smoothness property to prove exponential convergence.
Our results align with the latter line, but we develop a new method for proving the lower bound
of the gradient and adopt assumptions that are closer to the setting of diffusion models. See more
discussions in Section 3.1

1.2 Notations

We denote | - | to be the #% norm for both vectors and matrices, and | - | 7 to be the Frobenius norm.
For the discrete time points, we use t; to denote the time point for forward dynamics and ¢; for
backward dynamics. For the order of terms, we follow the theoretical computer science convention to
use O(+),0(-),2(-). We also denote f < g if f < Cg for some universal constant C.

2 Basics of diffusion-based generative models

In this section, we will introduce the basic forward and backward dynamics of diffusion models, as
well as the denoising score matching setting under which a model is trained.

2.1 Forward and backward processes

Consider a forward diffusion process that pushes an initial distribution P to Gaussian
de, :—ftXtdt+\/2O't2 th, (1)

where dW, is the Brownian motion, X; is a d-dim. random variable, and X; ~ P,. Under mild
assumptions, the process can be reversed and the backward process is defined as follows

AYy = (fr-t Yy + 205_,Vlogpr_¢(Vy)) dt +\/202_, dW;, 2

where Yy ~ Pr, and py is the density of P;. Then Y7 _; and X; have the same distribution with density
pt [4]], which means the dynamics (2)) will push (near) Gaussian distribution back to (nearly) the
initial distribution Py. To apply the backward dynamics for generative modeling, the main challenge
lies in approximating the term V log pr_¢(Y;) which is called score function. It is common to use a
neural network to approximate this score function and learn it via the forward dynamics (I); then,
samples can be generated by simulating the backward dynamics (2).

2.2 The training of score function via denoising score matching

In order to learn the score function, a natural starting point is to consider the following score matching
objective [e.g.,29]

1 T
Lo ()= 5 [ w(OEx,-p | 5052, X0) = V. logpu(X) | at Q)

where S(0;t, X;) is a §-parametrized neural network, w(t) is some weighting function, and the
subscript means this is the continuous setup. Ideally one would like to minimize this objective
function to obtain #; however, p; in general is unknown, and so is the true score function V, log p;.
One of the solutions is denoising score matching proposed by Vincent [48]], where one, instead of
directly matching the true score, leverages conditional score for which initial condition is fixed so
that py|o is analytically known.
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More precisely, given the linearity of forward dynamics (I)), its exact solution is explicitly known:
Let s = [y fsds, and 67 = 2 [ €252 ds. Then the solution is X; = e X, + &£, where
& ~ N(0,I). We also have X;|Xq ~ N (e Xo,671) and g(zly) = (2757) ¥ exp(-||x -
e Mty|?/(257)), which is the density of X¢|Xo. Then the objective can be rewritten as

1 [T 1 [T
Leoni(0) = 5 ft w(Ex,Ex, x| S(6:t, X1) = Vlog g, (Xi|Xo) |*dt + 5 ft w(t)Cydt
0 0

1 rT 1 B ) 1 rT
-5 [ 0O —ExEelnS 0t X0) + €%t + [ w()Cuat @
2 Jtg Ot 2 Jto

where Cy = Ex, | Vlogpi|*> - Ex,Ex,|x, | V10g g:(X:| Xo)|*. For completeness, we will provide a
detailed derivation of these results in Appendix [C|and emphasize that it is just a review of existing
results in our notation.

Throughout this paper, we adopt the variance exploding (VESDE) setting [46]], where f; = 0 and
hence p; = 0, which also aligns with the setup in the classic of EDM [30].

3 Error analysis for diffusion-based generative models

In this section, we will quantify both the training and sampling processes, and then integrate them
into a more comprehensive generation error analysis.

3.1 Training

In this section, we consider a practical implementation of denoising score matching objective,
represent the score by a deep ReLU network, and establish the exponential convergence of GD
training dynamics.

Training objective function. Consider a quadrature discretization of the time integral in (@) based
on deterministidﬂ collocation points 0 < tg < t; <tg <+ <tx =7T. Then

_ Leonsi(0) » L(0) + C, )
where C' = 2 ¥, w(t;)(t; —t;-1)Cy;, and
5 1 X 1
L) =3 le(tj)(tj ~ti-1) 5 ExoBelar, S(0:1, X1,) + g% (6)
Jj= J

Define 5; = w(t;)(t; —tj-1) % to be the total weighting. Consider the empirical version of £ (6] .

Denote the initial data to be {x;}7; with x; ~ P, and the noise to be {&;; }¥; with &; ~ N (0, I).

J=1
n,N

Then the input data of the neural network is {¢;, X, }Z.:Lj:1 = {tj,x; + 01,85 }Z'Zivjzl and the output

data is {&;;/a¢; }?:{V ;=1 if 0¢; # 0. Consequently, L(0) (6) can be approximated by the following

B 1 2 N
Lem(0) = — "% Biloe,S(0;t;,x: + 64, &i5) + i |1>. @)

2n i3

We will use (7) as the training objective function in our analysis. For simplicity, we also denote
F0:i.) = Billo0,5(0: 5,2 + 51,65) + €5]% and then Ly (0) = 5 21y £, £(0:4,). Note
the time dependence can be absorbed into the X dependence. More precisely, because 7, is a
monotonically increasing function of ¢, we can replace ¢; in the inputs by &, to indicate the time
dependence. This is then equivalent to augmenting X;; to be d + 1 dimensional with (i)a+1 =0
and (&;;)a+1 = 1. For simplified presentation, we will slightly abuse notation and still use d as the
input dimension rather than d + 1.

Architecture. The analysis of diffusion model training is in general very challenging. One obvious
factor is the complex score parameterizations used in practice such as U-Net [42] and transformers [40l
34]. In this paper, we simplify the architecture and consider deep feedforward networks. Although
it is still far from practical usage, note this simple structure can already provide insights about the
design space, as shown in later sections, and is more complicated than existing works [25, 144]] related
to the training of diffusion models (see Section[I.T). More precisely, we consider the standard deep
ReLU network with bias absorbed:

S(0;t5,Xi5) = Wraro(Wp---Wio(WoXi5)), (®)

'Otherwise it is no longer GD training but stochastic GD.
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where 0 = (W, -, Wri1), Wo e R™*4 Wy e R*™ W, e R™*™ for £ = 1,---, L, and o(-) is the
ReL.U activation.
Algorithm. Let ok) = (W, Wl(k)7 e Wék), Wr+1). We consider the gradient descent (GD) algo-
rithm as follows

6D = g®) _py L., (0R), ©
where h > 0 is the learning rate. We fix W and W, throughout the training process and only update

Wy, -, W, which is a commonly used setting in the convergence analysis of neural networks [[1} 10}
25].

Initialization. We employ the same initialization as in Allen-Zhu et al. [[1]], which is to set (WZ(O) )ij ~
N0, 2)for £=0,-+,L,i,j = 1,-+,m,and (W )s; ~ N'(0,3) fori = 1--,d, j = 1--,m.

For this setup, the main challenge in our convergence analysis for denoising score matching lies
in the nature of the data. 1) The output data that neural network tries to match is an unbounded
Gaussian random vector, and cannot be rescaled as assumed in many theoretical works (for example,
Allen-Zhu et al. [1]] assumed the output data to be of order o(1)). 2) The input data X;; is the sum of
two parts: x; which follows the initial distribution Py, and a Gaussian noise Ot &ij. Therefore, any
assumption on the input data needs to agree with this noisy and unbounded nature, and commonly
used assumptions like data separability [1,135] can no longer be used.

To deal with the above issues, we instead make the following assumptions.

Assumption 1 (On network hyperparameters and initial data of the forward dynamics). We assume
the following holds:

1. Data scaling: |z;| = ©(d*/?) for all i.
2. Input dimension: d = Q(poly(log(nN))).

We remark that the first assumption focuses only on the initial data x; instead of the whole solution
of the forward dynamics X;; which incorporates the Gaussian noise. Also, this assumption is indeed
not far away from reality; for example, it holds with high (at least 1 — O(exp(-£2(d))) probability
for standard Gaussian random vectors. The requirement for input dimension d is to ensure that d is
not too small, or equivalently the number of data points is not exponential in d.

We also make the following assumptions on the hyperparameters of the denoising score matching.
Assumption 2 (On the design of diffusion models). We assume the following holds:

1. Weighting: Y3y w(t;)(t; —tj-1)61, = O(N).

2. Variance: 7., > 0 and &¢,, = O(1).

The first assumption is to guarantee that the weighting function w(t) is properly scaled. This
expression w(t;)(t; —t;_1)0y, is obtained from proving the upper and lower bounds of the gradient
of (7), and is different from the total weighting 3; defined above. In the second assumption, 7, > 0
ensures the output &;;/7, is well-defined. The 7, = ©(1) guarantees that the scales of the noise
ot,;&; and the initial data x; are of the same order at the end of the forward process, namely, the
initial data z; is eventually push-forwarded to near Gaussian with the proper variance. Therefore,
Assumption@]aligns with what has been used in practice (see SectionE]and Karras et al. [30], Song
et al. [46] for examples).

The following theorem summarizes our convergence result for the training of the score function.

Theorem 1 (Convergence of GD). Define a set of indices to be G*) = {(i,7)|f(0®);4,5) >
f(0);i" " foralli',j'}.  Then given Assumption |l| and |2 for any eyain > 0, there ex-
ists some M (€irain) = Q(poly(n, N,d,L,T/ty,log(—= ))), s.t., when m > M (€gpain), h =

€train

1-a
@(mminjw(t?)]zftj—tj,l)é'tj ), and k = O(d—=" n*N log( eti;n))’ with probability at least 1 —

O(nN) exp(-Q(d**~1)), we have

L= ) md " \\ . o
Eem(ﬁ ) < H 1-Csh w(tj*(s))(tj*(s) - tj*(s)—l)gtj*(s) 777,3]\72 Eem(e )
s=0

where the universal constant Cs > 0, ag € (3,1), and (i*(s),5*(s)) = argmax(; ;yeges w(t;)(t; -
tj-1)0¢,. Moreover, when K = @(d%n2Nlog( d_y),

€train

Eem(e(K)) < €train-
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The above theorem implies that for denoising score matching objective L., (€), GD has exponential
convergence. For example, if we simply take j* = min; w(t;)(t; —t;-1)0¢,, then Lem (0F+D)Y is
ag-1 k+1

further upper bounded by (1 = Csh w(tj«)(tje =t )0, (%)) Lem (0)). The rate of

convergence can be interpreted in the following way: 1) at the kth iteration, we collect all the indices
of the time points into G*) where f (051, 7) has the maximum value; 2) we then choose the maximum
of w(t;)(t; —t;-1)0, among all such indices and denote the index to be j*(k), and obtain the decay
ag-1

ratio bound for the next iteration as 1 — Cgh w(tx (k) ) (L% (k) = Lj* (k)-1) Tt 0 1y (%)
Remark 1 (Can €;,i, be arbitrarily small? Some ramifications of the denoising setting). Let us first
see some facts about L., and L. Under minimal assumption of the existence of score function and in
the zero-time-discretization-error limit, the score matching objective can be made zero and therefore
the denoising score matching objective is bounded below by —C', which is nonnegative and zero only
when the data distribution is extremely special (we thus write —C > 0 from hereon unless confusion
arises). That is, ming E(G) > MiNgny function s £ = —-C > 0 according to @). Since Lem — L as the
sample size of the training data set n — oo, we have Le,, > —C — ¢, > 0 for some constant c¢,, > 0
and ¢, > 0 as n — oo.

However, Theoremseems to imply Zem(ﬂ(k’_)) — 0as k — oo since Lom (075 < qrain and €ain
is arbitrary, and it seems to contradict the —C > 0 lower bound. However, there is no contradiction
due to the combination of two facts. First, the theorem states that for arbitrary € ain > 0, there exists
a critical size, such that for overparameterized network beyond this size, GD can render the loss
Lem (0) eventually no greater than €yyain. If we fix the network size, i.e., with m, L, d given, then K
is given, and Theorem|I| says nothing about GD’s behavior after K iterations. That is, we do not
know whether lim sup;,_, ., Zem(ﬁ(k)) = 0. Second, our optimization setting requires the sample size
n to be smaller than the network width m (Assumption|[I). Thus, when m is fixed, the sample size n
is upper bounded.

The above discussion implies, within the validity of our theory, for any fixed network width m, if
€train is Small, the sample size n cannot be too large, meaning Lo, (0) — L(0) may not be small.
Therefore, we can simultaneously have L., (0) close to 0 and L(0) close to —C > 0.

Main technical steps for proving Theorem [I} The proof of Theorem [I]is in Appendix [D] where
the analysis framework is adapted from Allen-Zhu et al. [1]. Roughly speaking, the key proof
in this framework is to establish the lower bound of the gradient. Then by integrating it into the
semi-smoothness property of the neural network, we can obtain the exponential rate of convergence
of gradient descent. For the lower bound of gradient, we develop a new method to deal with the
difficulties in the denoising score matching setting (see the discussions earlier in this section).

Our new proof technique adopts a different decoupling of the gradient and leverages a high probability
bound based on a high-dimensional geometric idea. See Appendix for a proof sketch and more
details.

3.2 Sampling

In this section, we establish a nonasymptotic error bound of the backward process in the variance
exploding setting, which is an extension to Benton et al. [8]. For simplified notations, denote the
backward time schedule as {t} }o<j<n such that 0 = t5 <t7 < <ty =T -4.

Generation algorithm. We consider the exponential integrator scheme for simulating the backward
SDE () with f; = (ﬂ The generation algorithm can be piecewisely expressed as a continuous-time
SDE: for any t € [t} ,5,4),

dYy =207, S(6; T ~ 15, Yy )dt +/20%_,dW;. (10)
Initialization. Denote ¢; := Law(Y;) for all ¢ € [0, 7 - §]. We choose the Gaussian initialization,
do = N(Ov 5—%)
Our convergence result relies on the following assumption.
Assumption 3. The distribution Py has a finite second moment: E,..p,[|z]*] = m2 < oo.

Next we state the main convergence result, whose proof is provided in Appendix [E|

’The exponential integrator scheme is degenerate since f; = 0. Time discretization is applied when we
evaluate the score approximations {S(0;¢,Y;)}.

https://doi.org/10.52202/079017-0610 19312



Theorem 2. Under AssumpttonE] forany § € (0,1) and T > 1, we have
m2

KL(pslgr-5) S =3 + z V0Tt B e IS (0: T = 17, Vi) = Vdogpros (Y )]

T 3=0
N
Er Ps
- - _4 _9 )
= G o7, 5 fo! U%itdt 2. N a§ 5 Op-ts = 075 Ot
+d Y v =L dt + m3 — m3 + Z
Y Jie Gh ot - o2 ok
J=0 i T-t T j=1 T-t5 " Tty

Ep

(11)
where 7y; =15, —t5 forall j =0,1,--, N = 1 is the stepsize of the generation algorithm in (10).
Theorem 2)is a VESDE-based diffusion model’s analogy of what’s proved in Benton et al. [8] for
VPSDE-based diffusion model, only requiring the data distributions to have finite second moments,
and it achieves the sharp almost linear data dimension dependence under the exponential time
schedule. The major differences from [§]] are (1) the initialization error in the VESDE case is
handled differently (see Lemma [TI0); (2) Theorem [2] applies to varies choices of time schedules,
which enables to investigate the design space of the diffusion model, as we will discuss in Section 4]
Worth mentioning is, Yang et al. [54] also obtained polynomial complexity results for VESDE-based
diffusion models with uniform stepsize, but under stronger data assumption (assuming compact
support). Compared to their result, complexity implied by Theorem [2] has better accuracy and data
dimension dependencies. A detailed discussion on complexities is given in Appendix [L.1]

Terms Er, Ep, Es in (I) represent the three types of errors: initialization error, discretization error,
and score estimation error, respectively. Term E quantifies the error between the initial density of the
sampling algorithm ¢ and the ideal initialization pr, which is the density when the forward process
stops at time 7. Term E' is the error stemming from the discretization of the backward dynamics.
Term E5 characterizes the error of the estimated score function and the true score, and is related to
the optimization error of L.,. Important to note is, in Theorem |2} population loss is needed instead
of the empirical version L.,,, (7). Besides this, the weighting v;07._,- is not necessarily the same as
J

the total weighting in L., B;, depending on choices of w(¢;) and time and variance schedules
(see more discussion in Section[d). We will later on integrate the optimization error (Theorem|[I)) into
this score error Eg to obtain a full error analysis in Section[3.3]

Remark 2 (sharpness of dependence in d and m3). In one of the simplest cases, when the data
distribution is Gaussian, the score function is explicitly known. Hence KL(ps|qr—s) can be explicitly
computed as well, which verifies that the dependence of parameters d and m3 is sharp in E; and Ep.

3.3 Full error analysis

In this section, we combine the analyses from the previous two sections to obtain an end-to-end
generation error bound.

Before providing the main result of this section, let us first clarify some terminologies.

Time schedule, variance schedule, and total weighting. The terms time schedule and variance
schedule respectively refer to the choice of ¢ and &, in sampling. Meanwhile, note both the training
and sampling processes require the proper choices of time and variance, and these choices are not
necessarily the same for both processes. For training, the effect of these two is integrated into the
total weighting (3;, which is also influenced by an additional weighting parameter w(¢;). In this
theoretical paper, when studying the generation error, we aim to apply the optimization result to better
understand the effect of optimization on sampling. Therefore, to simplify the analysis and discussions
in Section ] we choose the same time and variance schedules for both training and sampling.

The main result is stated in the following.
Theorem 3. Under the same conditions as Theorem[I|2] and that K is such that GD reaches €, in
at most Kth iterations, we have
2
KL SEr+Ep+
(pslgr-5) S Er+ Ep fax, w(tN J)
where Er, Ep are defined in Theoreml Etrain IS defined in Theoreml € = |£(9(K)) Lem (0U)) +
Lem(0%) = L(0*)|, €est = |1L(0*) = L(OF)], €approx = |L(07) +C|. In these terms, C is defined in (3),

(€tram + €n + €est + 6aq:)plrox)
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0% = argming . ; 7 ()= £(0) and 05 = arginfg.5(9)ery |L(0) + C| with F = {ReLU network
function defined in (), with d = Q(poly (log(nN))),m = Q (poly(n7 N,d, L, T/to)) }

In this theorem, the discretization error E/p and initialization error E are the same as Theorem
For the score error Eg, our optimization result is valid for general time schedules and therefore can
directly fit into the sampling error analysis, which is in contrast to existing works [25} 44] (see more
discussions in Section . The coefficient max; afN_j Jw(tn-;) results from different weightings
in Eg and Lep, ie., vj07_,— and §;. We will discuss the effect of max; o7, /w(ty-;) under
J
different time and variance schedules in Section 4l
The way we bound Ey,. .,,, . [[|S(6;T -t , Yt;) — Vlogpr—i- (Yt? )|?]in Es (see Theorem
J J

is to decompose it into the optimization error €,,iy, Statistical error €,,, estimation error €est, and
approximation error €,pprox- This gives clear intuition to results, but we also note it may not give a
tight bound. In fact, we have

€n + €irain = [L(0Y)) = Lom (0Y)) + Lo (0%) = L(O7)] + [Lem (07)) = Lem (67)]
> £(05)) + z:(o ) 2 2min £(6) 2 -2C > 0.
€y, can still be small if we take n — oo, but that means €,,i, has to be large, and our generation error

bound cannot be made 0. It is unclear yet whether this is due to limitation of our analysis or intrinsic,
and will be left for future investigation.

Another related note is, in this paper, we focus on e,;, and the effect of optimization, but the analyses
of €, €est, and €,pprox are also important and possible [[13}39,125,|50]. On the other hand, again,
whether it is optimal to decompose the full error into these four is unclear.

To better see the parameter dependence of the error bound in Theorem 3] the following is an example
with simplified results, where we employ the schedules in EDM [30].

Corollary 1 (Full error analysis under EDM [30] designs). Under the same conditions as Theorem
we have

ap—- K
2 da2T CLT@ CLST% 1 md 021
my
7-0— 50 +( 2+d)(5 N 652)+ Cg+(1_08h(7W

where Cg,Co >0 and a = 7 in [30]].

KL(pslgr-5) $

4 Theory-based understanding of the design space and its relation to existing
empirical counterparts

This section theoretically explores preferable choices of parameters in both training and sampling, and

shows that they agree with the ones used in EDM [30] and Song et al. [46] in different circumstances.

4.1 Choice of total weighting for training

This section develops the optimal total weighting (3; for training objective (7). We qualitatively show
in two steps that “bell-shaped” weighting, which is the one used in EDM [30]], will lead to the optimal
rate of convergence: Step 1) |G, 5(0;t;, Xy;) + & as a function of j is inversely “bell-shaped”;
Step 2) f(0;4,5) = B;llo¢,S(0;t;, Xi;) +&ij|| should be close to each other for any 4, 5.

4.1.1 Inversely “bell-shaped” loss |G, S(0;t;, X;;) + &;;| as a function of time index j
Proposition 1. Under the same assumptions as Theorem(l] for any 6 and i = 1,---,n, we have

1. Vel >0, 3 51 >0, s.t., when 0 < 5}]. < 51, H5t]‘ S(&;t]-7xi + 6tj£ij) + gij H > ng] H — €1

2. VEQ >0, 3 M > 0, s.t., when C_th 5(0, tj,l’i + (_thgij) + gij H > MQ(HS(Q, tj, fw)” — 62).

The above proposition can be interpreted in the following way. Given any network S, when o,
is very small, |1f Ilmphes that |oy, S(6;t;, 25 + 0¢,€) + &5 | is away from O by approximately [&;; H
which is of order /d with high probability, i.e., it cannot be small. When oy, is large, [2 shows that
as it becomes larger and larger, i.e., as M increases, |7, S(0;t;,x; + 04,&) + ;|| will also increase.
Therefore, the function ||G;, S(6;t;, Xi;) + &5 has most likely an inversely “bell-shaped” curve in
terms of 5 dependence.

https://doi.org/10.52202/079017-0610 19314



4.1.2 Ensuring comparable values of f(0;1,j) for optimal rate of convergence
Corollary 2. Under the same conditions as Theorem for some large K' > 0, if|f(¢9(k+K/); i,7) -

f(()(k*K’); 1,8)| < € holds for all k > 0 and all (3, 7), (I, s), with some small universal constant € > 0,
then we have, for some constant C7 > 0,

— ’ (L0271 g — ’

Lem(g(lHK )) <|1-Crh ]:Iila)fN w(tj)(tj - tj—l)a'tj (WTIW)) £em(9(K ))
The above corollary shows that if f(0(%); i, j)’s are almost the same for
any ¢, j, then the decay ratio of the next iteration is minimized. More |
precisely, the index set G () defined in Theorem is roughly the whole |
set {1,-+, N'}, and therefore w(t;+)(¢j+ —tj+-1)0;,, can be taken as the
maximum value over all 7, which consequently leads to the optimal rate.

4.1.3 “Bell-shaped” weighting: our theory and EDM :
Combining the above two aspects, the optimal rate of convergence

-

leads to the choice of total weighting (; such that f(6;i,5) = " "= i 0
Bjllae, S(0;t;,Xs,) + & is close to each other; as a result, the total 7

weighting should be chosen as a “bell-shaped” curve as a function of ; Figure 2: Weighting
according to the shape of the curve for |G, S(0;t;, X¢,) + & choice Sgpym in EDM.

Before comparing the preferable weighting predicted by our theory and the intuition-and-empirics-
based one in EDM [30]], let us first recall that the EDM training objectiveﬂ can be written as
Eopirain Byn A(0) [ Doy +n;7) =y

_ 2
1 ,% 52 + 0-2
2P data — . 2 3=
- fe B T dang  (as(0:t, Xp) + €[ do, (12)
1 data
_(10g5—P2mean)2 52402
. . . — o g
where Z; is a normalization constant, and we denote Sgpm(7) = € 2Pta 742 to be the

data

total weighting of EDM. Note the dependence on ¢ and time j can be freely switched due to their
1-to-1 correspondence.

Figure 2] plots the total weighting of EDM Sgpw as a function of . As is shown in the picture, this is
a “bell-shaped” curveﬂ which coincides with our choice of total weighting in the above theory. When
o is very small or very large, according to Proposition|1| the lower bound of |G, S(6;t;, X, ) + &l
cannot vanish and therefore needs the smallest weighting over all . When & takes the middle value,
the scale of the output data §;;/; is roughly the same as the input data X; and therefore makes it
easier for the neural network to fit the data, which admits larger weighting.

4.2 Choice of time and variance schedules

This section will discuss the choice of time and variance schedules based on the three errors
FEgs, Ep, Er in the error analysis of Section Two situations will be considered based on how
well the score function is approximated in training: when the network is less trained, Fg dominates
and polynomial schedule [30] is preferable; when the score function is well approximated, E'p + Ey
dominates and exponential schedule [46] is better.

4.2.1 When score error F's dominates
As is shown in Theorem [3| the main impact of different time and variance schedules on score error
Es appears in the term max;; O'?N_]_ Jw(tn-;), when the score function is approximated to a certain

accuracy. It remains to compute w(t) under various choices of schedules.

General rule of constructing w(t). To ensure fair comparisons between different time and variance
schedules, we maintain a fixed total weighting in the training objective. Additionally, to facilitate
comparisons with practical usage, we adopt the total weighting in EDM, i.e., 3; = C3 ﬁEDM(ﬁtJ ),
for some universal constant C'3 > 0. The reason for using the EDM total weighting is that according
to Section our total weighting 3; should be “bell-shaped” as a function of j, which agrees
qualitatively with the one used in EDM.

*In EDM [30], they use Pmean = —1.2, Psta = 1.2, 0data = 0.5, Gmin = 0.002, Gmax = 80.
*This horizontal axis is in log-scale and the plot in regular scale is a little bit skewed, not precisely a “bell”
shape. However, we remark that the trend of the curve still matches our theory.
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Polynomial schedule [30] vs exponential schedule [46]. We fix €,, €21 and apply the two
schedules (Table separately to the above total weighting 5 (hence w). Then, compute

max; o7, fw(ty-;) which is a factor in score error Es (Thm{3) in Table 2} The Exp.’s result
/p _=1/p

1 (6max — Fmax (ﬁ) 1N ) is large than the Poly.’s result (6max - (6,1,({’,( - % for

large N, meaning the poly. time schedule in EDM is better than the exp. schedule in [46]. Note these

two terms are both of order 1/N as N — oo and therefore the difference lies in their prefactors.

Table 1: Polynomial and exponential (time) schedules.

Variance schedule 6;  Time schedule ¢;

Poly. [30] (oalte - (ai(é’x—’””)N Nei)”

min

2
Ulndx

Exp. [46] /i 52 (i)T

Table 2: Comparisons between different schedules.

\ FEs (score error) dominates \ Ep + Er (sampling error) dominates
| max; o7 Jw(t;) Choice | N Choice
—~1/p _—1/_0 P 2vd = 1/p_
POI}’ [30] 04 (5max - (Ulln/gx - UrllaxNUI[11[| ‘/ Q ( mde p2( g:?:) /pO-Ierax)
d)
Exp. [46] | Ci 3 (Fumax — Gmax (22 ) V) QM n(Zme)%02,,) v

4.2.2 When discretization error £'p and initialization error £; dominate
In this section, we compare the two different schedules in Table[T|by studying the iteration complexity
of the sampling algorithm, i.e., number of time points /V, when Ep + Er dominates.

General rules of comparison. We consider the case when the discretization and initialization errors
are bounded by the same quantity €, i.e., E; + Ep S e. Then according to Theorem [2]and Theorem 3]
we compute the iteration complexity for achieving this error using the two schedules in Table
To make the comparison more straightforward, we adopt 7' = tx = ©(poly(¢™')) and therefore
Tmax = O(e7/?). More details are provided in Appendix

Polynomial schedule [30] vs exponential schedule [46]. As is shown in the last column of Table
the iteration complexity under exponential schedule [46] has the poly-logarithmic dependence on
the ratio between maximal and minimal variance (Gax/ 6minfl, which is better than the complexity
under polynomial schedule [30], which is polynomially dependent on &p,ax /G min. Both complexities
are derived from Theorem 2| by choosing different parameters.

Remark 3 (The existence of optimal p in the polynomial schedule [30]]). For fixed 6ax and Gy,
the optimal p that minimizes the iteration complexity is p = % In (%) In [30)], it was empirically
observed that with fixed iteration complexity, there is an optimal value of p that minimizes the FID.
Our result indicates that, for fixed Giax and Gmin, hence the desired accuracy in KL divergence
being fixed, there is an optimal value of p that minimizes the iteration complexity to reach the fixed
accuracy. Even though we consider a different metric/divergence instead of FID, our result still
provides a quantitative support to the existence of optimal p observed in [30)].
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Appendix

A Conclusions and limitations

Conclusions. In this paper, we provide a first full error analysis incorporating both optimization
and sampling processes. For the training process, we provide a first result under a deep neural
network and prove the exponential convergence into a neighborhood of minima. At the same time,
we extend the current analysis to the variance exploding case for sampling. Moreover, based on
the full error analysis, we establish a quantitative understanding of the error bound under the two
schedules. Consequently, we conclude with a qualitative illustration of the "bell-shaped" weighting
and the choices of schedules under well-trained and less-trained cases.

Limitations. The network architecture we used in the model is a deep ReLU network. Although
being so far the most complicated architecture for theoretical results, it is still far from what is used
in practice like U-Nets and transformers. Moreover, regarding the full error analysis, we only focus
on the optimization and sampling error and do not dissect the generalization error. When bridging the
theoretical results with practical designs of diffusion models, our results are mostly qualitative and
we only compare two existing schedules under two extreme cases, when the network is well-trained
and less-trained. Thus, theoretical implications on practical designs remain to be explored. We will
leave these perspectives for future exploration.

B Notations

X Solution of forward dynamics (I)

Y, Solution of backward dynamics (2))

Y; Solution of generation algorithm (T0)

ot Diffusion coefficient of () and

oy Standard deviation of X; (@)

Lconti Continuous-time score-matching objective (3)

L Discrete-time denoising score-matching objective (population version)
Lem Discrete-time denoising score-matching objective (empirical version)

t Constant between score-matching and denoising score-matching loss at time ¢ (@)
C Constant between score-matching and denoising score-matching loss over all discrete times
T; Sample from the initial data distribution P
Xij Sample from the distribution P; at time ¢
t; The jth time point for forward process (6]

5 The jth time point for backward process (10)

) The first (last) time point of the forward (backward) dynamics, i.e., tg

T Stopping time of the forward dynamics (TT))

Vi Difference between backward time points, ¢7,; -t

Dt Density of the solution of forward dynamics at time ¢ (and backward dynamics at time
T -t) ()

qt Density of the solution of the generation algorithm at time ¢ (TT))

w(t) Weighting function (3)

Bj Total weighting, i.e. w(t;)(t; —t;-1)/d,

BEDM Total weighting used in EDM [30] (12))

Omax (Omin) Maximum (minimum) of &, (Tabl

n Number of samples from the initial distribution Py

N Number of time steps when discretizing the forward and backward dynamics (6)

d Dimension of input, output data, and the solutions of the dynamics (I)) and )

S Deep ReLU network (parameterization of score function)

0 All the parameters in the network S (8))

W The weight in the ith layer of the network S ()

o) The kth iteration of the weights 6 through GD (9)

W[Fk) The kth iteration of the weights W, through GD (©)

m Width of the network
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L Depth of the network (8]
(i;(s),j* (5)) Index of the largest loss and w(t;)(t; —t;-1)0¢; at the sth iteration (Theorem

mj Second moment of the initial distribution Py (T1))
E; Initialization error (TT)

Ep Discretization error (1))

Eg Score error (IT))

€train Optimization error (Theorem

€n Statistical error (Theorem [3)

€est Estimation error (Theorem El

€approx Approximation error (Theorem

0* Minimum point of L when L,,, =0 (Theorem

0r Optimal parameter in the function class (Theorem

C Derivation of denoising score matching objective

In this section, we will derive the denoising score matching objective, i.e. show the equivalence of (3)
and (@). For simplicity, we denote Sy to be the neural network we use S(6;t, X;).

Consider

Ex,-p|S(0;t, X;) = Viogpi|* =Ex, [|So]” - 2(Ss, Viogpi) ] + Ex, [Viogpe[*,  (13)
where p; is the density of X;.
Since pi(z) = [ po(y)qe(z|y)dy, where g;(-) is the density of X;| X, then we have

Ex, (Sg, Vlogp:) = fS(}Vlngrptdxt
:/Sngtd:z:t
- [ Sivataly)po(y) dedy

=[] siviozaaly)po(y)aaly) drdy
= Exon P Ex,|x0~0, (S0, V10g q;(2¢]w0)) -
Then

() = ExorEx,jxoeq, [156]% = 2(Ss, V1og qi (¢]x0))] + Ex, |V log pi[?
=Ex,Ex, x,[S¢ — V1ogq: I*+C,

(A)

where C' = Ex, | V1og pe[|* - Ex,Ex, x, [ V1og gi (w¢|z0) |*.

Moreover, X¢|Xo ~ N (e #t Xg,521), and its density function is
_ e Htq 2
g (zly) = (2767) ™ exp (_W—zy”) .
207
Then

(A) = Ex,Ex, x, |56 - V1og g;
2

| X¢ — e X0
=Ex,Ex,x, |50 = Va (—%tz
2
X, —e 1t X,
=Ex,Ex,x, |50 + t_izo
0%
¢ 2
=Ex E., ||So+ —
Xo t 6 6't2
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Let{ = ££ ~ N(0,). Then
R 2
(A) =Ex,E¢o, - ?Hatse +&|
t

1
= —Ex,Ee| 5.5 + €|
7

D Proofs for training

In this section, we will prove Theorem [T}
Before introducing the concrete proof, we first redefine the deep fully connected feedforward network
7ij.0 = WoXij, Gijo = 0(rijo),
Tij0 = We%j,eq,%'j,e = U(Tijj)a for{=1,-L
S(0;t5, Xij) = Wragis 1
where Wy € R™4 W1 e R”™ and W, € R™*™; ¢ is the ReLU activation. We also denote g;;,_1
to be Xij .
We also follow the notation in Allen-Zhu et al. [1]] and denote D; ; € R"™*™ to be a diagonal matrix
and (D; ¢)kk = L(Wyq,;.0-1)r>0 fOr k =1,--,m. Then

qij.0 = Dij,é WIZQij,Zfl

For the objective (7)), the gradient w.r.t. to the kth row of Wy for £ = 1,---, L is the following

n N
> w(ty)(ty—tio1)

- 1
V(We)k£€7n(9) = oy . 2
i=1j=

[((Wrs1Dij . Wr-Dij eWe1) " (66, Wra1Gij,z + i) 1k Gigie-1 L(Wags, o1)i>0

Rij e+1

Throughout the proof, we use both L,,,,(#) and L.,,(W) to represent the same value of the loss
function, where W = (W1,---, W), and we let a = b = %

Next, we will prove Theorem T}

Proof of Theoreml[]] First by Lemmaf]

Lem (W) = O(d* Y w(ty)(t; - tj-1)/5,)

J

Also, |V Lem (0)] < VL max, |V, Lem(0)]. Then we have

k-1 4
[WE WO < 3 Ly (WD)
i=0

< 0(\/md2a—1va max w(t) (t; = t5-1)0r, )ik max /Lo (W)

< O(\/mdQ‘l‘lNLmjaxw(tj)(tj —tj,l)ﬁtj da)hk\/z w(tj)(tj - tj,l)/a't]. =w

_ niN _ 1-ag o
Let h - @(mminj w(t;)(tj=t;-1)0¢; ) and kK - O(d™=" n"N log( €train ):
where €train > 0 is some small constant. Then w =
1-90 352 p1/2 \Jmax; w(t;)(ti—ti-1)8; Xy w(t;)(tj—tj-1)/01;
O(log( Etiin \/J% L2/ iy ()6 1) ) and by Lemma
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with probability at least 1 — O(n.N) exp(-Q(d?>*~1)),

Eem(W(lﬁ—l))
< Lem(WH) = bV Lom (WH)|?

+ b/ Lo \/Zw(tj)(tj—tj_l)atj0(w1/3L2\/mlogmda/2)|Vﬁ_em(W(k))|
J

o ﬁem\/Zwm)(tj 2050, O(L*/md®) [V Loy (WR)2
J

md~z

S (1 - h'l,l)(t]*)(t]* —tj*_l)a'tj* * Q(W))Eem(w(k))

m5/6d7/12_a0/6 \/Z] ’Ll)(tj)(tj - tj—l)étj minj w(tj)(tj - tj,l)ﬁt].

- — Lo (WH)
N16p2/3(logm)1/6+/L max; w(t;)(t; —tj-1)01, Lpw(t;)(t; —tj-1)/04,
md%;1 ~
. ) . = . el (k)
< (1—]7/(1)(!‘,]*)(%* _t]*—l)atj* Q( N2 ))Eem(W )

where C' > 0 is some constant, ag € (1/2,1); the second inequality follows from Lemmawith
ag-1

_ md™ 2 _ ~
HVWLL:em(a(k))”2 = Q(ng]\/ﬁ w(tj*)(tj* _tj*l)otj*)ﬁem(a(k))v

which is obtained inductively; the last inequality follows from m =

6
0 d13/2—2a0/3n14/3N11L3(log m) m.an w(tj)(tj*tjfl)ftj Zk w(tj)(tj’tjfl)/itj
ming w(t;)(t;~t;-1)e; /5 w(t;)(t~tj-1)74;

D.1 Proof of lower bound of the gradient at the initialization

In this section, we will show the main part of the convergence analysis, which is the following lower
bound of the gradient.

Lemma 1 (Lower bound). With probability 1 — O(nN) exp(-Q(d?**~1)), we have

ag-1

_ (0)y 2 md ™2
[V Lem (0] 206(713

Nz Y

‘\ / %(@j Wri1dij,1 + &ij)

Below is the proof sketch of Lemmal[I]

(tj<)(tjx = tje-1)0e,. ) Lem(0©)

where (i*,7*) = arg max , % <ag <1, and Cg > 0 is some

universal constant.

Proof sketch. We first decompose the gradient of the kth row of Wi Vw,), Lem(0) =

T,_
Fw(t) (e =ty ) (Wra)® (G, WeanGisjo 1+ Einj= )i L1 L(Whgpe s 1 1)050

Vi
T,_
o Diagyego) Wt =) (Wean)* (56, Wrandij,n + €ij) 64,011 (Wygs; 11150

Va
where (i*, j*) indicates the sample index with the largest loss value.

Then we first fix (¢ij,z-1)s = 1, and prove that the index set of both (g;<;+1)s > 0 and
X (0.5) =0+ ) w(t;)(t; - tj_l)c_rtj l(WLQij,L—l)k>O(Qiij)s > 0 is order m with high probability.
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Next, we conditioned on the index set we’ve found, then we can decouple each element of V (W) Lem
with high probability. We prove that with high probability

_ _ ag-l
2 (Wri10Gt . Ginjr,n + §irjr, Wi Yoo g+ Y, Q&) <m-cd T,
(4,5)#(*,5*) (4,3)#(%,5*)

for some constant ¢ > 0 and % < ag < 1. Based on this, we show that with probability at least
1-0(nN)exp(-Q(d)),

P((V1)s>0,(Va)e>0)2ed T,
for some ¢ > 0. Then we prove that with probability at least 1 — exp(—(md ag-1 ))
{k: (WE.)T0>0,(WE)T(u+€) >0} =O(md

ag-1

2 )
with high probability, the event (V1) > 0 and (V3 ), > 0 has probability at least of order d(*0~1)/2
where ag € (1/2,1).

Now, we deal with (g;;,7.-1)s and prove that if the above results hold for (g;;,7-1)s = 1, then there
exists an index set with cardinality of order m/(nN') such that (V1)s > 0 and (V2)s > 0 also hold in
this index set.

In the end, combining all the steps above yields the lower bound. [
Here is the complete proof.
Proof. The main idea of the proof of lower bound is to decouple the elements in the gradient and

incorporate geometric view. We focus on Vyy, Le, (6).

Step 1: Rewrite V (i, ), Len (6) to be the (i*, j*)th term gy plus the rest nN — 1 terms gs.

w(t;)(ti=tj-1)

Ot .
tj

Let (i*,5%) = arg max . Let

(04, Wrs1qij,1 +&ij)

T,
gij.r = w(ty)(t; = tj-) (Wiri)* (Gt, Wri1Gij,0 +&ij) Qij,L-1-

Then
V(WL)k‘Cem(a)
1 T, _
= —w(ty )t - tie ) (W)™ (00, Wran@oee 1+ Eir ) Qi o Lt L(Wagpa e 41050
Vi
1 T, _
+= > wt)(t - tie) (Wea)® (6, Weaaaijn + &) @i -1 L (Woasy 1 1)xs0
™ (i.5)#(i*,5*)
Va2
Also define

1 B T
Vi = ;w(tj*)(tj* —tjx_1)0t,. (Wire)® Wirsigiejor (@i, 0-1)s (Wi gpa e 1 1)k50

Vii,s

1 T
+ gw(tj*)(tj* —te 1) (Wiea1)® &ivje (@inje 1) s T (Wigpese 1150

Viz,s
1 _ T
Va,s=— > w(ty)( —tg>1)0tj(VVL+1)]C W14, (€ij,0-1) s Lwoguy o1)>0
N T
(4,5)#(3*,5*)
Voi,s
1 T
+= > wt)(t - tie) (Wea)® &5 ij,0-1(0i5,0-1) s LWy gi; 11 a0
™ (i.5)=(*.5*)
Vaz,s
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ag-1
Our goal is to show that with high probability, there are at least O( %) number of rows k such
that V11,5 > 0, V12,5 > 0,V21,5 > 0,Vazs > 0. Then we can lower bound |V 1y, ), Lem (0)[? by
|V1]?, which can be eventually lower bounded by L., (6).

Step 2: Consider [V(WL)kEem(H)]s. For (g2)s, first take (gij,z-1)s = 1 for all (4,5) # (i*,57).
Then we only need to consider

1 T, _
Voe== > wt;)(t - tim) Wee)® (6o, Weargiin +&i5) Lowaiy po1)050
" (i.5)#(i*,5%)
which is independent of s. For V1, since g;+ ;+ -1 > 0 which does not affect the sign of this term,
we can also first take (g;+ j+ -1)s = 1 forall s.

Step 3: We focus on V11 and V31 and we would like to pick the non-zero elements in this two terms.
More precisely, let

Nl = {S | (qi*j*’L)S > 078 = 17"'7m}7

(4,9)#(i*,5%)

Ny = {S ‘ Z w(tj)(tj _tj’l)a—tjIL(WL(]ij,L—l)k>0(qi]’-,L)S >0,s= 17"'am}

Let Qi = w(tj)(tj - tj—l)(}tj ]l(WLqU’L_l)kX) > 0. Then
Yo wt) (= t5-1)0, Y w,qi; 1-1)ws0(@ig,L)s
(4,5)#(1%,5%)

= > aylag)s= Y. aijo(Wirgijn-1)s-

(,3)#(i*,5%) (4,9)#(i*,5%)

If

@ij(Wraijn-1)s=(Wr)s Y. aijqij-1>0,
(4,9)#(3*,5*) (3,5)#(*,5%)

then there must be at least one pair of (¢, j) s.t. a;; (Wrgij,0-1)s = @ij0(Wrgij,.-1)s > 0, which
implies Y; j)-(i+ j+) @ij(¢ij,r.)s > 0. Therefore, it suffices to consider

Ny ={s|(qij*)s = (WL)sqi+jr.L-1>0,5=1,--,m},
N, = {5 | (WL)s Z QQij,L-1 > 0}-
(3,5)#(i*,5%)
Since (g;j,1-1)s > 0, we have

(%‘*j*,L—h Z aijQz’j,L—l) >0,
(4,3)#(3*,5*)

) T
v.e., £ (%‘*j*,L—l» Z aijQij,L—l) < 5
(4,5)#(3*,5%)
By Lemma[2]and Proposition 2] we have
P ((WL)SQi*j*,L—l >0,(WL)s Y i > 0)
(4,5)#(3*.5%)
Wi)s Wri)s
_p @qﬂmfl 50, -We)s 3
H(WL)SH H(WL)SH (4,5)=(i* ,5*)

2

i qij,L-1 > 0)

A~ =

Also (W7,)s’s are i.i.d. multivariate Gaussian. By Chernoff bound,
m

]P’(|N1 ANy € (51%,522)) <1-2e720m)
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for some small §; <  and 0, < 4, i.e., [N; 0 Nj| = ©(mm) with probability at least 1 — 2¢~2(™).

Step 4: Next we condition on N7 n N and consider (WLH)kTWLH&tj* Qirj* L + (WL+1)kT§i*j*
and (Wr1)* Wi 2(i,5)% (i j*) Qi ig, L + (W)’ Y(i)=(ir ) Qij&ij» Where &ij = @i [Gij.
We would like to prove that with high probability

2 (Wrs10t . ixje L+ Eixge, Wi Yoo g+ Y, Q) ST- CdaoTii

(@,53)#(i*,5*) (#,5)#(i*,5%)

for some constant ¢ > 0 and % <ag<1.
First, since &;; ~ N(0, 1), by Bernstein’s inequality, with probability at least 1 — exp(-£2(d)), we
have | ;] = ©(d). Similarly, since (Wr41¢:5.1.)s ~ N (0, QH'I;niL”Q), by Berstein’s inequality and

Lemma EI, with probability at least 1 — exp(-$2(d)), we have |[Wri1¢ij..|*> = ©(d). By union
bounds, the above holds for all ¢, j with probability at least 1 — 2nN exp(—Q(d)).

Wr1 E(ijye(i*.*) Xid 963 LHE 6, 5)=i% ,5*) Fig&is
[Wea1 X(i,yei%,5%) @i Qg L2, )=(% 5+ Fijig
simplicity, we use § to denote &;+;+. Fix v, u and consider the probability of event A

A= {07 (u+€) < —V/1=cod®o fu-+ €]}

for some ¢y > 0 and % <ap<l1.

Let v =

] and u = WLH&tﬁqi*j*’L. For notational

Then consider the following event that has larger probability than A

(0" (u+€))* 2 (1 - cod® ) |u+ €| (14)
= (v u)? = (1= cod™ ") Ju)? +2(vTuv - (1 - cod™ M u) €+ (V7€)% > (1= cod™ 1) €]
(15)

Since (vTu)? < |u|? where the equality holds when v = Tuy» We have
LHS < cod™ ul? + 2(v uv — (1 - cod™ 1 )u) ¢+ (v7€)?
Also, since |ul|* = O(d) with probability at least 1 — 2nN exp(-Q(d)), we have

2(10

P([2(vTuv - (1 - cod™ M )u) "¢ > d*) < 2exp (—c |du|2) = 2exp(-Q(d**71))

for some constant ¢ > 0.

Therefore, with probability at least 1 — O(n.N) exp(-Q(d?*~1))
LHS of ([3) < cd™ + (v7€)?

for some constant ¢ > 0.

Then

P(v"(u+&) < —/1-codwot|u+¢)
<P((07(u+8))? 2 (1-cod™ ) u+£[?)
<P((v7€)% 2 (1-d™™)[¢]?)

:P(v m> (1- c’daﬂl))+IF’(—v m> (1- c’daﬂl))

IP’(A(U H§H)>MCCOS( V(1= d%-1) ))+IP’(

)

an) > arccos(— (l—c’daﬂ‘l)))

=2P|( « —'d7E
( O 2T
I S
(d=*)4-1/d
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where the second equality follows from Lemma [} the third equality follows from series expansion;
the forth equality follows from (I6); ¢’, ¢, C > 0 are some constants.

Thus with probability at least 1 — #,
(d—2 )d-1\/g

v (u+ &) > —\/1-codwotu+¢

. ag-1
te.s(v,u+&)<m—cd 2

for some ¢ > 0.

Then by Lemma 2] with probability at least 1 - O(nN) exp(-Q(d)),
P (W) w2 0,(WEy) (u+€)20) > cdaonl,
for some ¢ > 0.

Since (WF,,) are iid Guassian vectors for k = 1,--,m, by Chernoff bound on Bernoulli variable
LWk, )To20,(WE, )7 (us€)20y> We have, with probability at least 1 — exp(-£2(md 7))

ag-1

2 )’

Step 5: Combining the above 4 steps, we would like to obtain the lower bound of the gradient.

‘{k : (W£+1)TU 20, (W£€+1)T(u + 5) 2 0}| = @(md

For each k, consider (gijz-1)s for (4,7) # (i*,7") and denote qs = {(Gij,L-1)s)(i,j)2(i*,j*) =
{o((Wro1)sij,o-2)} i)+ 5+)- Let @s = {(WrL-1)s@ij,L-2}(i,j)=(+,j+) and @s ~ N'(0,QQ"),
where each row of Q is qiijL_Q for (i,7) # (4*,5%). Thus, g5 is gs projected to the nonnegative
orthant.

Let1=(1,1,-,1) e R™¥~1 Therefore, if (3%, 1) > 0 for some 3; € R™ 1, then at least half of the
nonnegative orthant is contained in {v € R*N~": (8, v) > 0}, i.e., there exists a constant ¢, > 0, s.t.

P({Br,qs) >0) >ck > i I{lin ¢ >0, foralls=1,---,m

Then since B, € R™¥~1 for k = 1,---,m and nN < m, there exists a set of indices K ¢ {1,--,m}
with || = ©(;%) and a set of indices S ¢ {1,---;m} with |S| = ©(m), s.t., {Bx,qs) 2 0, for
kek,seS.

Let qgl = (gij,¢) wexc- Then by Bernstein’s inequality, we can also obtain that Hqg,e |? = ©(d) with
probability at least 1 — nN exp(—(d)).

Combine all of the above and apply the Claim 9.5 in Allen-Zhu et al. [1]], we obtain, with probability
atleast 1 - O(nN) exp(_Q(d%to—l))’

ag-1

_ 1 1. 1
IVw, Lem(0)[F > E(stw(tj*)?(tj* - tj*—l)zgﬂatj*WL+1qz‘*j*,L + Eie jr HQH%IEJ‘*,L—lHQWWd 2

O N(fer —fer A ; (0)
> Comd™ 7 w(te)(tje —tje1)00, Lem(09),

n3N2

where Cg > 0 is some universal constant, % < ag < 1, and the second inequality follows from the
definition of 7*, j*.

O

D.1.1 Geometric ideas used in the proof

Proposition 2. Consider w ~ N'(0,I), where w € R". Then |w| and Te @re independent random
variables and m ~ Unif(S™™1).

Lemma 2. Let w ~ Unif (S*71), where S*! = {x € R"||z| = 1}. Then for two vectors vy, vy € R™,

m— 2 (v1,02)

P(w vy 2 0,wv2 >0) =
2m
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Proof. Since w ~ Unif(S"!), we only need to consider the area of the event. It is obvious that the
set {w € S"1|wTv;} is a semi-hypersphere. Therefore, we only need to consider the intersection of
two semi-hypersphere, i.e.,

area of {w € S" w vy >0} N area of {w e S" HwTvy >0}

area of the hypersphere

P(w vy > 0,w vg >0) =

- 2(v1,02)
27 '
O

Next we follow the notations and definitions in Lee and Kim [33]]. Consider the unit hypersphere in
RZ, S1 = {x e RY||z| = 1}. The area of S¢ ! is

27.[_d/2

I'(d/2)

Lemma 3. Fix & € S¥1 and let & ~ Unif (ST1), where S¥1 = {x € RY||x| = 1}. Then with
probability at least 1 — exp(-Q(d)), we have (&1,&;) < 2.

Aq(1) =

Proof. For any fixed &1, all the &’s that satisfy < (£1,&2) > 7 — 6 are on a hyperspherical cap. By
Lee and Kim [33]], the area of the hypersperical cap is

1 d-11
A%(1) =~ Aq(1) I (7 7).
d() 2 d( )smze 2 72
Then
A%1) 1 d-11 1 gt
P(4(§17€2)2ﬂ-_0): ¢ =5 sinQG(ia*)u*i- (16)
Ayl 2 2 2 2 d-1
a(1) ﬁ‘/T
Let 6 = Z < 1. Then with probability at least 1 — exp(-£2(d)), we have = (&1,&2) < 27, O

D.2 Proofs related to random initialization
Consider W; = Wi(o) in this section.

Lemma 4. If ¢ € (0,1), with probability at least 1 - O(nN)e_Q(’I‘in(€2d4b_l’ed%)), 1X:;]% €

[le ™ x;]? +6fjd— e&fjd%, le ™"t 24| + 6fjd+ e&?jd%]for alli=1,--nandj=0,-- N -1.

Moreover, with probability at least 1 — O(L)e‘Q(mez/L) over the randomness of W for s =0, -+, L,
we have | q;j | € [||Xs;]1(1 =€), ]| Xs;[ (1 + €)] for fixed i, j. Therefore, with probability at least

1 - O(nN L) min(me*/L.d™ed™)) o have Q(dP) = |gij.0]) = O(d).

. 1 _ e : 1 2
Proof. Consider ?,jX” = earTzi“L&j' Since &;; ~N(0,1), | iXij |# follows from the noncentral

x? distribution and E| %Xij |2 = d+| e "t

u
. Ot
J tj

2
IP’( Zt)ﬁ?exp(—cmin(t,t))
Utj d
. 5 (P
i.e., P 20t <2exp| — cmin E’t

Therefore, with probability at least 1 — O(nN )e2min(*d™ ™ ed™)) | 5 12 ¢ [[le7H4 2,2 + a;.d-
e&fid%, e "t ;| + 5t27d+ e&fjd%] foralli=1,--,nand j =0,---, N — 1, where ¢ € (0,1). The
second part of the Lemma follows the similar proof in Lemma 7.1 of Allen-Zhu et al. [1]. The last
part follows from union bound and Assumption O

4|2 (this includes the time variable at the dth dimension).

2 2

1

By Berstein inequality,
—Xij

1
~E||—

O'tj

X

ij

ez, + 61,65 ~ (33, + e 2])
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Lemma S (Upper bound). Under the random initialization of W for i = 0, ---, L, with probability at
least 1 - O(nNL)e‘Q(min(m“2/L’€2d4b71’ed%)), we have

19w Lo (0 = O (md? ™! N mawxw(t;) (8 = 1)1, ) Lo (0.

Proof. Forany ¢ =1,-, L, we have
HvWe‘Cem(e)H%

= Z HV(Wz)kzem(a) ”2
k=1

m
=2
k=1

n N

- > > w(ty)(t —tj1)

x [(Wre1Dij . Wir-Dij e W) (56, Wi,z + i) 1k Gigie-1 L(Wiqi, oo1)n>0

N 2 N m ~
<— > ZW(t 2t = t5-1)* Y | (Wea1Dij . WDy eWesr )1 (60, Wrargijon + &) |1+l gige- |2
i=1j=1 k=1
mN n N
< Crd®* B 325wty 1) 1o Wt + 6
i=1j=1

mN
<Cy d2a maxw(t Yt; —tj-1)oe, L Com(0)
where the ﬁrst 1nequahty follows from Young’s inequality; the second inequality follows from
Lemma]and Lemma 7.4 in Allen-Zhu et al. [1]; C7 > 0 O

D.3 Proofs related to perturbation

Consider WP = W% + W/ fori = 1,---, L in this section. We follow the same idea in Allen-Zhu
et al. [1]] to consider the network value of perturbed weights at each layer. We use the superscript
“per” to denotes the perturbed version, i.e.,

per
W0X2]7 q” 0 U(T” 0)

1]0
per per per per _
Tiie = W, Qo1 9ig0 = a(rlﬂ) for{ =1, L

S(eper_ t]v XZ]) - WL+1qij L
We also similarly define the diagonal matrix D}, for the above network.

The following Lemma measures the perturbation of each layer. The lemma differs from Lemma 8.2
in Allen-Zhu et al. [1]] by a scale of d®. For sake of completeness, we state it in the following and the
proof can be similarly obtained.

Lemma 6. Let w < m for some large C > 1. With probability at least 1 —
exp(~Q(d*mw?3L)), for any AW s.t. |AW | < w, we have

. Per _ . . — ! U / -
1. ru y — T'ij,e can be decomposed to two part Tise ~Tijl =Tijen +Tijeo where |ri; . | =

O(wL?2d%) and I755.0.2000 = O(WL5/2\/mid“m‘l/2).

2. | Dy = Dijello = O(mw??L) and I(Dy5e = Dije)riyell = O(wL32d).

e~ Qg are O(wL’?\/logmd®).

per

Hrue

D.4 Proofs related to the evolution of the algorithm

Lemma 7 (Upper and lower bounds of gradient after perturbation). Let
weO Lim , min; w(t;)(t; —tj-1)04,
L9(logm)? =5 max{max; w(t;)(t; - t;-1)ae,, X (w(t;)(t; - tj-1)0¢,)*}
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Consider 6P s.t. ||0P°" — 0| < w, where 0 follows from the Gaussian initialization. Then with
probability at least 1 — O(nN)e—Q(ano—l)’

19w Lo (7Y 2 = O (md®® ™ N maxw ()t = t1-1)30, ) Lo (67,
: _

ap-1

_ or md ™2 _ . ~ _ er
HVWLEem(ep )H2 =0 (n3]\/'2 w(tj* )(tj* - tj*—l)gtj* ) mln{‘cem(e)v Eem(ep )}7

forl{=1,--- L.

Proof. Consider the following terms

1nN

VwyLem(6) = 12;121 w(t;)(tj —tj-1)

x [(WL+1D¢J‘ LWrDijeWes1) (0, Wraerdigon + &ij) 1k @ije-1 Lwogu. 1) >0 (17)
Vi, Lem(9) = ;;w(t )t —tj-1)

X [(Wre1Dij, L Wr-+Dij eWeir) ' (64, WL+1QZ?YL +&ii) Ik Qi1 L(Wogs; 1) >0 (18)
Ve Lem(677) = Z Z () (t; = tj-1)

11]1

[(WL+1DZQ2Wper "ijez erlef) (Ut] WL+1qU L +€zy)]k q” g 1 ]l(Wper ie-1)e>0 (19)

Then

HvWeZem(e) - v%zﬁ_em(e) H%

= ’;1 HV(Wz)kE_@m(a) - Vl(jaz)kzem(e)n2

N 2 N m -
<2 wlt )2(tj = tj-1)* 3 |(Wira1Dij  WrDijaWen )y (00, Wi (qi,p = a1 - diger |
i=1j=1 k=1
mN _
Csd2a Z Z w(ty)?(t; = ;1) 60, Weea (giL = gl )|
i=17=1

! (Lm a
< Chd? ENZw(tj)Q(tj—tj_l)z(wL5/2\/logmd )2
J=1

- md™ s -
C (?TLJV w(tj*)(tj* —tj*1)6tj*)£em

where the first two inequalities follow the same as the proof of Lemma 5} the third inequality follows
from Lemmal6} the last inequality follows from the definition of w.
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Also, we have

HVI(D;;F)ICZEWL(H) - V(Wl)k‘c_em(eper) H
12r N

ZZw(t )t =tj-1)

'ng

per per perysper T/= per
x [(Woa D7y W™Dy Wi = Weaa Dig tWeeDij eWean) (60, Weaaqy; 1, + &) I

X q”g 1 Lowperg Per k>0

12 N o
o Z Z w(t;)(t; - tjfl)[(WL+1Dij,LWL"'Dij,éWIZ+1)T(5tj WL+1quj,L + &)k

X (Qij,é—l IL(WZQij,z—l)k>0 ng Z 1 H(Wp” e 1)k>0)

Then

va; (9) vW@ em(eper)H2

N & ol 2 per 2
<237 > w(t;)*(t; ~ ;1) gy |
=1 4=1
m
x 3 (Wi DES, WES - DY WP = W1 Dij . WDy e Wed ) (01, Wian gl + i) |
k=1
N 2 N per 9
+ Zg > D wlt )2(tj = tj-1)% - [ ijyer LWiqis.e-1)r>0 = Gij o1 I(W}’erq?fi_l)wou
i=1j=1

ME

|(Wra1Dij e Wir+-Dij Wear )3 (61, Wrnglyp, + &)1

ke
I

1

a m N n N _ T
< Co(w?L® log md?*) (L*/? logmml/z)gg SN w(t)(t —ti-1)? loe, WL+1qfﬁL +&i)?

i=1j=1

mN & N or
+C’§(w2L510gmd2“)g—ZZ w(ty)? (b5 = tj1) - o1, Wreagly, + &l

A md & — r er
¢ (mv w(ty) (e —ta'*—ﬂatx)ﬁ”"wp )

where the first inequality follows from Young’s inequality and the above decomposition; the second
inequality follows from Lemma 7.4, 8.7 in Allen-Zhu et al. [T] (with s = O(d*mw?3L)) and
Lemma [} the last inequality follows from the definition of w.

For upper bound, we only need to consider V?&, y Lem(0) and V), Lem (6°°7). By similar

argument as Lemma with probability at least 1 — O(nNL)e‘Q(min(”Lez/L762d4h_l’Ed%)), we have
9055, Lom ()12 = O (™~ N () (¢ = )71, ) Lo (87,
Then

[V, Lem (07)?
< 2|V Lem (O[5 + 21 Vi, Lem (8) = Vv, Lem (67 |

:(9( a2 N maxw ()t - - 1)atj)iem(epmw.
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Also,
HVWEem(eper)H2
2 HVWLZem(Qper)H2
]‘ ~ r er p er p r er
2 gHVWL‘Cem(Q)H2 - ”VWe‘Cem(e) - V%ﬁem(@\liﬂ - vavgcem(e) - Vsz‘Cem(ap )H2F

mdao{1 _ - _ or
=0 (n?’]\]Q w(tj*)(tj* - tj*—l)o—tj* ) mln{ﬁem(e), Eem(ep )}

Note when interpolation is not achievable, this lower bound is always away from 0, which means the
current technique can only evaluate the lower bound outside a neighbourhood of the minimizer. More
advanced method is needed and we leave it for future investigation.

Lemma 8 (semi-smoothness). Let w = §). With probability at least 1—e~*(1°2) over the randomness
of 0, we have for all 0 s.1. |6 — 00| < w, and all O° s.t. 6P - 0| < w,

Lem (0P < Lem(0) + (VLem (0),0° - 0)

+\/Lom(8) \/Z w(t;)(t - 1)1, OB L2\ /mlogmd®?) |67 - )|
J

+ \/cem(e)\/z w(t;)(t; - tj-1)o, O(L*/md®) |6 - 0]

Proof. By definition,
Lem (0P = Lo (0) = (VLem (0), 607 - 0)

12 N
= Y3 w(ty) (b —t-1) (08, WrerGijn + &ij) Wie

i=1j=1
L
per per
x\ 4y = qig.n = Y Dig WL Wijueer Dig e (W = Wige)dijie
£=1

1 _ r
+ Ew(ty‘)(t.f —ti )G, W (s, - @)
J

Similar to the proof of Theorem 4 in Allen-Zhu et al. [1]], we obtain the desired bound by using Cauchy-
Schwartz inequality. Note, in our case, due to the order of input data, we choose s = (’)(d“mw2/ 3L)
in Allen-Zhu et al. [1] and therefore the bound is slightly different from theirs. O

E Proofs for sampling

In this section, we prove Theorem The proof includes two main steps: 1. decomposing
KL(ps|gr-s) into the initialization error, the score estimation errors and the discretization errors;
2. estimating the initialization error and the discretization error based on our assumptions. In the
following context, we introduce the proof of these two steps separately.

Proof of Theorem 2] Step 1: The error decomposition follows from the ideas in [12] of studying
VPSDE-based diffusion models. According to the chain rule of KL divergence, we have

KL(pslgr-s) < KL(p7l90) + Eympyr [KL(psi7 (19)lar-510(-[¥))]
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Apply the chain rule again for at across the time schedule (T — 23 )o<j<n-1, the second term can be
written as

Ey pr [KL(p5|T('|y)|QT—5\0('|y))]

N-1
< E?JJNPT v [KL(pT £, T~ t“( |yj)|QtJ+1\t (|yg))]
7=0
1N71 t?+1
<3 X [T A EsO:T - 15 Yis) - Viogpr- (V)]
j=0 7%
N-1 t;+1 9 - 9
<% [T ORLELsO:T 1 Yis) - Viogpr; (Vi )Pt
Jj=0 7%
N-1 t;‘_+1 2
2y [ B BV logproi; (V) - Viegpro(Yo) )t
J=0 7%

where the second inequality follows from Lemma[9] Therefore, the error decomposition writes as
S L - 2
KL(pslar-s) s KL(prlgo) + 3. ft& o Bl[|s(6;T = t5,Yes) = Viog pr—e- (Y )| "]dt
J=0 7%

-1 i
v 3 [ oh BV logprois (Yig) - Viogpr-o() F)dt (20)
J=0 7%

where the three terms in (20) quantify the initialization error, the score estimation error and the
discretization error, respectively.

Step 2: In this step, we estimate the three error terms in Step 1. First, recall that p7 = p * (0, 6%Id)
and go = N'(0,521,), hence the initialization error KL(p7|qo) can be estimated as follows,

KL(prlgo) = KL(p * N'(0,571a) N (0,571a)) & E 2h

where the inequality follows from Lemma[T0] Hence we recover the term E in (TT).

Next, since oy is non-decreasing in ¢, the score estimation error can be estimated as
= t';:'l 2 “«— 2
> fr o3 El|s(6:T ~ 7, Yie ) - Vlog prss (Vic )]t
j—o ~
N-

Z V07 E[|s(0: T =17, Vi) = Vdog pre- (Vi) |*]- (22)

Hence, we recover the term Eg in (TT).

Last, we estimated the discretization error term. Our approach is motivated by analyses of VPSDEs
in [8, 26]. We defines a process L; := Vlogpr_+(Y:). Then we can relate discretization error to
quantities depending on L, and therefore bound the discretization error via properties of { L; }o<t<T-
According to Lemma([I2] we have

-1 t;'_+1
> [ A B logprs; (Vi) - Viegpr- (V) )t
J=0 7%

et s sy RSl
<2 Y [ f 02 02 Gt dudt+ [ o2 dto7t, E[tr(Sri (Xri-))]
j=0 Yty It =0 ’ ’ ’

N1 N2

N-1 t;'_+1
X [ ot Bl (S (X))t
Jj=0 7%

N3
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Since t ~ oy is non-decreasing and t — E[tr(X7-_+(X7_;))] is non-increasing, we have
N-1 r~T-t; ,rT-u ) 94 N-1 T—t5 N

Ny=2d ). f f ordtonoy, du<2d Y v, f 0,0, dt,

i It It = e

j+1 Tl

N-1 i B
N2 = Z ‘/tk U%_tdt(j’TAl_t;]E[tr(ET_t; (XT—t‘j_ ))],
J=0 7%

N=L i
Ns<- Y ft R ot (S, (X )]
J=0 7%

Therefore, we obtain

N-1 t‘-’H
> [ oh Bl Iogpr-i; (Vi) - Vogpr-o(Y) |1t
J=0 7%

& Tt 4 4 &t 4
<2 Y fT AT [r o dltort o Bl (Sroi (Xroi:))]
j=0 - 7=0 J

J+1

N-1 t;+1 5 4
— Z ‘/tl O'T_tO'T_tth[tI'(ZT_t}—H (XT_t}_ﬂ ))]
J=0 7%

N-1 T-t5 t]
=24 Y f olaTAdt + f o2, dts A E[tr(Sr(X7))]
= T 0

j+1

S oot at= [7 0207 dt)Elte(Srae (X 23
+ Z( . Ir-t0T-tc t . OO0t t) [tr( Tftj( Tftj))]- (23)
j=1 J ’ J-1

The above bound depends on E[tr(X.(X}))], hence we estimate E[tr(2;(X}))] for different values
of t.

First, we have
E[tr(S0(X0))] = E[E[| X0l 21X:] - [E[Xo|X,]12] < E[|Xo|?] = m3.
Meanwhile,
E[tr(2+(X¢))] = E[tr(Cov(Xo - X¢|X:))] = B[E[| Xo - X, |*[X:]] - |E[Xo - X4 X,]|?
<E[|Xo - X4[*] = 57d

Therefore, E[tr(2:(X;))] < min(m2,52d) < (1 - €% )(m2 + d). Plug this estimation into (23)
and we get

N-1 i
> [ o BV logpr (Vi) - Vogpro(Yi) |2t
Jj=0 2%

N-1 T—t< ty
sd S | T olestdt+ | o dtortmd
S i 010y Op_tAtOp My

Jory) T-t7,, 0

N-1 _2 < <

2 07 4 EAEN B | b2 _-4
+ (m3 +d) Z(l—e J)( " UT_tUT_t;dt_ " UT—tUT—tdt)
j=1 J

J j-1

-~ _4 _2 _2
N-1 Tot< 052t N-1 _o Oy — Oy Orp_pee
j o O -52_, 9T-t< T-t= Or-t<
<d E ij Jfot4dt+m§7/0 74T " 4 +(m3 +d) E (1-e "79) 1 jr i1
320 Tt o = UT—tjilUT—t;

)

where the last inequality follows from the definition of &, and integration by parts. The proof of
Theorem 2]is completed. O

Lemma 9. Let {Y;}oct<r be the solution to @) with fi = 0 and p;rsls(-kg) be the conditional

distribution of Y. given {Y; = y}. Let {Y, }o<t<r be the solution to (T1) gy 55 (-|y) be the conditional
distribution of Yy, given {Ys = y}. Then for any fixed t € (0,~;], we have

<« 1 <«
]Ey~p}KL(pt;+t|t;('|y)|9t;+t\t;('|y)) < 50%—tE[HS(9; T-t; ,Yt;) - Vlong_t(Yt)HQ]
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Proof of Lemma EI According to [12) Lemma 6], we have

KL(pi= 12 Clo)laes aie- (1y)

p;_—+t\t‘.‘ (:E|y)

. ’

2%, [ P e (el Vo o S
] J

P e (219)

+ 20%‘tE”7;+w7(””|y) [(Viogpr—i(z) - s(6; T - 17, Yer ), Vlog m

< S0h Epe IV 10gpro(a) ~ s(6:T ~ 17 ¥ )],

[\

where the last inequality follows from Young’s inequality. Therefore, LemmalJ]is proved after taking
another expectation.

O

Lemma 10. For any probability distribution p satzsfyzng Assumption 3] and q being a centered
multivariate normal distribution with covariance matrix o°1,, we have

2
m
KL(p * qlq) < 02

Proof of Lemmal[I0}
KL(p+qla) < [ KL(a(=9)la()p(dy) = [ KLV (g 0*L)IN (0,0 La))p(dy)

2
fln(l) d+ tr(La) + |ylPopldy) = 3.

where the inequality follows from convexity of KL(-|¢) and the second identity follows from KL-
divergence between multivariate normal distributions. O

Lemma 11. Let {X,}o<i< be the solution to (1)) with f; = 0 and po,(-|x) be the conditional
distribution of X given {X; = x}. Define

me(Xe) = Exopo, c1x) [X] Ze(Xe) = Covopy, (1x,) (X)- (24)
Let {Y; }o<t<r be the solution to @) with f; = 0 and qo(-|x) be the conditional distribution of Yy
given {Y; = x}. Define
mt(Ye) = Exegy, (v [X], - Be(Y2) = Covxogy, vy (X)- (25)
Then we have for all t € (0,T),

dmt(Yt) = \/io'T—ta"J_“z_tit(Y;f)thy

d 25-4
and  ZE[R,(X.)] = 2076, E[2(X,)*).

Proof of Lemmal[Tl] We first represent Viogp:(X;) and V?logp;(X;) via m:(X¢) and S;(X;).
Since { X }o<t<r solves (), X; = X + 5:& with (Xo,&) ~ p® N (0, ;). Therefore, according to
Bayes rule, we have

Vlogpi(X¢) = (X)fVIngqo(de)po t(z, Xy)dx

= ]E$~100|t('\Xt) [5; (Xt - l’)]
= —6‘;2(Xt — mt(Xt)), (26)
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where the second identity follows from the fact that pyo (}z) = N'(z,5714). The last identity follows
from the definition of m;(X;) in Lemma. 111} Similarly, according to Bayes rule, we can compute

Vzlogpt(Xt)
pt(X ) /V log pyjo (Xilz)po,e (2, Xi)da
’ pt(X ) / (V10gpt|0(Xt|x))(vlngt\o(XtLr))TpO’t(x’Xt)dx
pt(X )2 fVlogPt\o(Xt|x)pot(:c Xy )dx) _/VlOgPtlo(thw)pot(x Xpydz)'
=-0; Id+0t Et(Xt), .

where the second identity follows from the fact that pyo(-z) = N (z, 0} 21,) and the definition of
2¢(X¢) in Lemmal[T]

According to Bayes rule, we have

11X, -’
S ()

t

po‘t(dﬂXt) o< exp(-

and

_ 1__ __
=27, ! eXP(_iaT%t HIC”2 + UT%t(antDP(dx)

= Z; " exp(hy(x))p(da), (28)

where Z; = [ exp(h:(x))p(dx) is a (random) normalization constant. From the above computations,
we can see that qo|; (d|Y;) = pojr—¢(dz|X7_¢) for all ¢ € [0,T]. Therefore, we have

M(Ye) = Exege (v [X] = mr—e(Xr-i),  Be(Ve) = CoVxogy, (fva) (X) = Br—e(X7-0),

where the identities hold in distribution. Therefore, to prove the first statement, it suffices to compute
dm:(Y:). To do so, we first compute dh:(x), d[h(x), h(x)]+, dZ; and dlog Z;.

dhi(z) = 72 ;674 |x|dt — 267 ;6745 (x, Y3 )dt + 572 (x,dY7). (29)
According to the definition of Y; and (26)), we have
dY; = 205,V logpr_(Y:)dt +/202_,dW;

= 205,572, (Vs —my (Vy))dt +/202_,dW,.

Therefore
d[h(x), h(2)]; = o7 |2 [dY,dY ], = 207,671, =] *. (30)
Apply (29) and (30) and we get
dZ, = fexp(ht(x))(dht(:r)+ 1d[h(x),h(x)]t)p(dz)
=G0 By (1) [|z|*]Z:dt - 2672 ;57 (Ye, 4 (Y)) Zydt
+ 072 ((me(Yy),dYy) Zy + 0757 By (v L1271 Zedt, (31)
and

1
dlog Zy = Z;*dZ, - fZ‘2d[Z, AP

= =207 ;07— (Ye,me (Yy))dt + 072 (e (Y1), dY2) = oot |me (Vo) [*dt. - (32)
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If we further define R;(Y;) := % = Z; ' exp(h¢(x)). We have

AR (Y;) = dexp(log Ru(Y2)) = Ru(¥i)d(og Re(Y0)) + 3 Ra(Yi)dllog R(Y), log Re(Y:)]
=-R.(Y3)d(log Zy) + R (Yy)dhy () + %Rt(Yt)d[ht(a;) —log Z;, hy(x) —log Z] (33)
With (29), (30). (3T). (32) and (33). we have
dmi(¥) =d [ aRi(Y)p(da)

1
:fx(—d(loth)+dht(x)+§d[ht(a:)—loth,ht(a:)—1oth])q0|t(dx|Y})
= \/iUT—t5%2,t2t(Yt)th7 (34

where most terms cancel in the last identity. Therefore, the first statement is proved. Next, we prove
the second statement. We have

LR[S (Xr)] = SES(Y)] = B[S (Xr)]
= By By oy [£°2] - ma(¥)°2)
- g 15°2) - Lrpmi(v)°2)

= —E[-2m(Y;)dm (Yy) " + d[m (Y2), me (Vi) ]]
= 2570 67 B[Z:(Y;)?]dt
= _20%—t6‘%%tE[Zt(XT—t)2],

where the second last identity follows from (34) and the last identity follows from the definition of 7.
Last, we reverse the time and get

d

dt
The proof is completed. O

E[Z:(X:)] = 2076, *B[Z:(X:)?].
Lemma 12. Under the conditions in Lemma let {Y: }o<t<T be the solution to @) with f, = 0.
Define Ly := Vlogpr_(Y:), then for any t € [t ,t5,,), we have

t
E[|L; - Li-|*] = 24 fte 07 w07y du+ o7t Bl (Srors (X1-t7))] = 075 E[tr(Sr-e(X7-1))]

J

Proof of LemmalI2] First, according to the definition of L, and Y7, it follows from It6’s lemma that

dL; = V*1ogpr_(Y3)(20F_,V log pr—(Y2)dt + /207—,dW;) (35)
d(Vlogpr-

+ A(Viogpro(Vi))o2_dt + %(Y»dt (36)

=\/202_,V* log pr—¢ (Y;)dWr, (37

where the last step follows from applying the Fokker Planck equation of (I) with f; = 0, i.e.,
Oipt = 02 Ap;. Most of the terms are cancelled after applying the Fokker Planck equation. Now, for
fixed s > 0 and t > s, define E, ; := E[|L; — Ls|*]. Apply 1t0’s lemma and (33), we have

dEs = 2E[(Ls — L, dL¢)] +d[L];

=2E[(L; - Ly, \/202._,V1og pr_¢(Y;)dW3)] + 207 _,E[| V> log pr—¢ (Y7) [ 3 ]dt
=205 _,E[[|V? log pr—(Y2) | F]dt, (38)

https://doi.org/10.52202/079017-0610 19338



where | A||p denotes the Frobenius norm of any matrix A. According to (27)), we have

dEs,t

dt = [HV2 IngT—t(Yt)Hi‘] = 20—%—tE[HV2long—t(XT—t)”i’]

—QUT LE[]- 5%2t1d+5%4t2T t(X7- t)HZF]
= 2dUT tUT t 4UT tUT LBt (Br—¢(X7t))] +2‘7T ta B[t (B¢ (X - t) )]

d
—2dUT tUT t 4UT tUT LBt (B¢ (X7-t))] - 5T tat E[tr(Xr-+(X7-¢))],

where the last identity follows from the proof of Lemma- Therefore for any ¢ € [t‘_ t5 1), we
have

t t
Epa=2d [ ob o7t du-4 [ ob_ 078 Blor(Srou(Xr-u))ldu
7 t to
J J
t_ ., d
- [Tt Bl e (X))

t
= 2d f U%—u&%{udu -4 f U%—ua'ifqu[tr(ZT—u(XT—H))]du
t< t<
= o7 E[tr(Sr-t(X7-))] + 07 - Eltr (Sr—e (X7-))]

t
+4 [ oh o7 [t (Sr-u(Xr-))]
n

J

t
- 2d ft oot udu = 07 Bl (Sr (X)) + 07t Bl (Sr o (X))
J

The proof is completed. ]

F Sampling error for Gaussian data distributions

In this section, we consider a special case when the data distribution is a mixture of Gaussians, i.e.,
2
p(z) = N(z;m,0°14), (39)

where N (z;m, 021,) is the density of Gaussian random vector with mean m and covariance o I;.
In this case, the score function V log p;(«) can be explicitly calculated from any ¢ > 0, see Lemma
[14 Therefore, the sampling process @ can be implemented with zero score estimation error via the

following piecewise SDE: for any ¢ € [t5 7ot 1)

dY; = 207_,V1og pr—y= (Vi )dt +/20%_,dW;. (40)

The iterates, (Y3~ ), are all Gaussians with explicit means and covariance matrices, see Lemma|l5
J

As a consequence, we can quantify the quantity, KL(ps|gr—s) in Theorem explicitly since both
distributions are Gaussians.

Lemma 13 (KL-divergence error for Gaussian data distribution). Assume the data distribution has
density given by (_@]) Let (Y};— )é»V:O be defined by [@Q) with initial condition Yy ~ N(0,5%1,).
Denote q; = Law(Y;) forall 0 <t < T — 6. Then

—2\2
2 () ror) g 1)

d
KL(pslgr-s) = §(E0—1—10gEU)+ [m] =
02 +53

where E,, is a positive constant depending on the variance schedule (5T—t; ) jALO’ given by

2, 22\(52 =2
Bl (0% +62)o2 N N1 (0% + 06)(0T—t* or- t;l)
7 (0%+57)? 5 (02 + 6%_75]_:1 )?
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Proof of Lemma[I3] ps = p*N(0,53) = N'(m,(0°+53)14) and g7_s = Law(Y;< ) = N'(my, En)
with (my, $y) given in Lemmal[I5] Therefore, we have
KL(pslar-5) = KL(N (m, (0® + 63)1a) N (mn, Zn))

1 det(Sy) d 1

—log—— =N 8y 2 Z

9 Ogdet((02+6§)ld) 5%5 r((0® +53)Sy) + (my - m) Sy (m—my)

4 ((02 ) R S G U e >) d

2

(2+02)? & (7 + 55y ) 2

2, =2\(52 =2 -
d((02+5§)6% +N‘1 (o +06)(O—T—t‘j__0T—t}‘+l)) !

+
2, =22 ' 2, -2 2
2\ (0%2+53) fory (o +0T_t:1)

_1 (52 -1
+ a%+(02+&%>2N1(0T‘t“ 7i-i5,) ]2
§=0 (02 + 07, )?
j+1
O

Lemma 14 (Explicit score function for mixture of Gaussian target). Assume the data distribution
has density given by (39), then the score function is given by
r—-m

. 42)

Vlogpi(z) = T

Proof. Since the forward process (I)) with f; = 0 is the just a process that keeps adding noise, the
density p; along the process is a convolution between data density and a Gaussian density with mean
zero and covariance 521,

pi(x) = px N(-50,07 1) () = N(wym, (0% +67)]a).

Therefore, we have

x—m2 r—m
Upi(z) = 2n(0® +57))" 2 ex p(_ 2”(02+<J2))(_ 02+52)

= 02+ 2N(:Em(o +52)1y).

(@2) follows directly from the above computations. O

Lemma 15 (Gaussian iterates along the trajectory). Assume the data distribution has density given
liy (9. Let (Y};—) be defined by [@0) with initial condition Yo ~ N'(0,621,). Then for all 0 < j < N,
m; ~ N(mj, EJ) with

=2 =2
Ot T O
J

mj=———m (43)
J 2, =2 )
o -!—UT_t(T

+

(0®+07_ )07 -1 (o + 5%—&)2(5%4;— - 5%—1‘,2‘ )
i = : : =1, 44)
J - —

(0% + ‘7%—#0-)2 1=0 (0% + U%—t;d )?

Proof of Lemmal[I3] According to Lemma[T4] (40) can be written as

dY, = -202 7}@;—77@ dt 202, dW,
=-20 +1/20
k o242 . Tt
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which implies that for any j € 0,1,---, N - 1:

-
j+1 2
v O'T_tdt

O'T t“ —O'T e

_ (Y, ) =2 =2
=—-— = —m)+ 04 e =04 o Ui
U2+JT_tF ( T-t3 T-t5, 7ITH
) _9o 2
7 ) Ty = O o\ Ot =04, 5 U
. Lo Ty, T T U
e o?+02 R 02+ 02 mn ~o7- DR
—te -
J J

(45)

where (U fi )jvzl are i.i.d. standard Gaussian vectors in R?. Since Yto«— is Gaussian, by induction, we
prove that Yt; is Gaussian for all 5 = 1,---, N. Denote 17}; ~N(m;j,¥;). According to {@3)) and the
independence between U1 and }_/t;, we have

2 2 2 =2
Ot =0T, Ot =04,
mj+1 = (1 - 2—2)771] + ﬁm,
0%+ 04 e 0%+ 07
T t tj
02 + 5%
J+1
= My -m= —————(m; - m),
O+ Oy
2, 52 =2 =2
o+ 07_ b Ot +0T_t3_
— mj=————(mo-m)+m=———-—=>m.
0%+ 07y 0%+ 0] 4

Again, according to (#3) and the independence between U1 and Yt;, we get a relation between
consecutive covariance matrices:

_9 _9
G4 e — Oy
T-t; T—t 2 5 5
Dy :1——1+1 Yo+ (32, -4, I
1= 02 +5% )72+ ( T-t; Tftjﬂ) >
]
_9 _9
Go e — Oy
Ej+1 B Zj . T—t T- tJHI
2, =2 2" (2, =2 2 2, ~ 2 1d
(02+07_, ) (02+07_,) (o +UT_t_e )
J+1 J J+1
R _9
3 PN Jj-1 Ot = 07—
— J + Z i Id,

(0—2+5—%—t}‘)2 (0% + %t“ 2% (0 +UT to, )?

I+1
2

((J2+U%t7)20'% -1 (0®+ a7 t“) (57 tr ~ 0%y ))
Y A d
! (02+07.-)* 5 (02 +07 4 )?

G Full error analysis

Proof of Theorem[3] We only need to deal with Eg. By applying the same schedules to training
objective, we obtain

N-1 o-tg » 1
Es= y, — = w(ty-j)(tn-j —tn-j-1) = Ex,Be|Ten_,5(05tn-j, Xen_,) + €
j=0 w(tN—j) Otn-j
N-1 0152N-
+ — = cw(tyn_i))(EN—; —tn—io1) - C
Z;) w(tN—j) w(tN-;)(EN-j —tN-j-1)
2
Tin, _ _
ax ———— - (L(W) +O).
(tN J)

N
B
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Together with
LWEY 4+ C<|[LWIDY = Lon(WIO) 4 L0 (%) = L(0)] + | Ly (WD) = Lo (67)]
+|L(07) = L(07)] + |L(05) + C|,
we have the result. O

H Proofs for Section [4.1]
H.1 Proof of “bell-shaped” curve

Proof of Proposition[I] Fix x;,&;j,0¢, . By definition of the network S(6;t;, X;;), it is continuous
with respect to X;;.

Forl, X;j = z;+0y, &5, and thus S(0;t;, X, ;) is also continuous w.r.t. ;. Also, since gy € (0,5 ]
there exists Mgy > 0, s.t.,
_ d
S(e;t]‘7$¢ + O'tjfij) € [—MU7M0:| .

Then for any ¢; > 0, there exists § = \/d%\/lo >0,8.t,V0<ay; < 01, we have

loe; S(O5t, i +74,8i5) + izl 2 165 = 54, 5(0 85,25 + 74, &i5) |
> &) - VdMoay,

2 [[€i5] - e

For 2, by the positive homogeniety of ReL U,

S(H;tj,xi +a'tj£ij) = oth(Q;tj, % +€ij)-

J
Consider oy, 2 M, for some M > 0. Then

|, S(05t5, 25 +7¢;&i5) + i =

_ T

J

_ €T
2 Ufjs(e%tj’(}t+€ij) = €51
z;
> M? S(H;tj,(_n+5ij)‘—|§ij|. (46)

_lfor ag}}/ y € D(M), where D(M) = {y e R : ys € [(&i;)s = [(22)sl/M, (&;5)s + ()5l /M], V 5 =

1S5 t5, )| > [.S(0;t5,85) | = 1S(0;t5,y) = S(0;t5,85) |- 47
Since S is differentiable a.e., by the fundamental theorem of calculus,

S(0:t.9) - S(O:t;.6) = [ S (01t 2)de
Then h
15(6;t5,9) = 5(0:t5,&;) S%'Mh (48)
where My = maxs(z;)s - €8SSUP,ep(ar,) |95 (05, )| < +oo for some fixed 0 < Ma < M.
Combining (@6),@7), and (@8)), we have
lo, SOity i+ 0, €) + € M2 (18 5t3.6)1 - ) -

My &
-2t (1s(esty 61 - 5 - Sat).

. Miy++y/ M?+4es| €5 B
Then V €5 > 0, there exists M = max{w7 Mz} > 0, s.t., when O¢; > M, we have

161, S0, 25 + 54, &) + &ij| > MP(|S(0:t5,&5) | - €2).
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H.2 Proof of optimal rate

Proof of Corollary} Tf|f(6%);,§) - f(8%);1,5)| < e forall 4, 4,1, s and k > K, then by Lemmall]
and[7} we choose the maximum f(8(%); 4, ) for the lower bound, which is of order O(¢) away from
the other f(0(¥); 4, j)'s. Therefore, we can take j* (k) = arg max; f(6(%);4, j) and absorb the O(¢)
error in constant factors. Then the result naturally follows. O

H.3 Proof of comparisons of Eg

Recall that the training objective of EDM is defined in the following

9 1 _(IOEFT*Pmean)2 + 0_3 ¢ 5 )
Eo-pirain BynA(0) [ Do (y +n;0) -y~ = ?f ¢ *Fsta 'Wmﬁ Ex,¢llas(8;t, X)) + || do.
1 data
Let ﬂj = ClﬁEDM, ie.,
(10g5t-—Pmean)2 -2
w(t; ——L— 0y +od B
i) 4 tyy=cre 7 g,
Ot; thodata
_ (log &, ~Pmean)? =2
Ot [ E———— Ut +O'd B
w(tj)zcl.%e 2Ps2td 'Tata'atj
tj _tj_l O.tj O data

\p
EDM. Consider 5; = ¢ and ¢; = (arln/éfx (61111/5X - 63151)%) forj =0,---,N. Then

2
t . (10gtk*Pmeau) t 2 + 0,2
w(t ) Cl e 2P52td L > data
t - t] 1 tj 0 data
1
=Cy-

_ (5P _ = =1/p _ - N+l

~1/p ( Yp _ zllp ) Fi/e —( Yp _Zlp ) N-j+1

Omax Omax ~ O in max Omax ~ O in

Up . 1/p __1/p \N=j 2 1/ _1/ _1/ N-

log (ol dx~(Fnitn=7 1) "R ) ~Pmean 4 P _ p\N-j 2

_( ( P2 ) = ) (O'max (Umax mln) ) * 0data
- e std . )
Udata
2 t
Then the maximum of — ( = oy = w(j y appears at j=N
vJ
(Pme‘m*k’g Fmax)?
o2 2p _1/p _ _1/p\P
t; Unlaxadata sul _ _1/p _ Tmax T Opip
max = max N Omax —| 0,0 ———=
w(t ) J w(t ) Cl( Ohax T Udata) N

N-j

_92 —
Song et al. [46]. Consider 5, = \/fand t; = 52,,, ( Zpin ) ™ forj =0, N. Then

(log \/t;-Pmean)? 9
Vv t j - tj + T data

2
w(t;)=Ch- tit-e *Pita T
— -1 V0150 data
N-j 2 N—j
(1owomen(528) T cpemn ), o2 VR
! : The (382) * + b
= Cl : _ N-j s N—j+l = e std . 0_2
5—2 I min N — 5—2 9 min N data
max 5—[2nax max ,_-7—12nmx
Then
(Pmean-10g Fmax)?
0-2 1 2P2) 1
t; Omaxadata — — Omin | 1/N
max = max ‘S| %max = Omax | =5
i w(t;) 2w(ty) Ci(52,, +02 ) 2 2
J J J 1(00ax 0 data Omax
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I Proofs for Section 4.2

I.1 Proof when E; + Ep dominates.

Under the EDM choice of variance, &, = ¢ for all ¢ € [0,T'], and study the optimal time schedule
when Ep + F1 dominates. First, it follows from Theorem 2] that

m2 N-1 W?
Er+Eps—=2+dY —I
] Z 5 (T -15)2

2 3 2 3
; V5 Vi vs
+(m§+d) E ]e + ]e + -7F + ,7F
(Tft;,‘zl (T—tj )4 (T—tj )5 rFa (T—tj )2 (T—tj )3)

Based on the above time schedule dependent error bound, we quantify the errors under polynomial
time schedule and exponential time schedule.

Polynomial time schedule. we consider 7' - ;" = (6Y% + (N = j)h)® with h = Tl/a“sl/a and a > 1,
=a(8"% + (N = j —9)h)* " h for some ¥ € (0,1). We have v;/h ~ a(T - t57) "= and

2 = 1 2
mj da®T= 9 aTs a3T%

A Y
72 oy Ty )

Therefore, to obtain E; + Ep S ¢, it suffices to require 7' = O( ;1‘/22 ) and the iteration complexity

E[+ED

1m2+d
Vo)

For fixed my, § and ¢, optimal value of ¢ that minimizes the iteration complexity N is a = ln( Soi7z
Once we let § = O min, 1 = Omax = @( i% ) and a = p, the iteration complexity is

max

vd
N = Q(mgd pQ(Uma.ax )1/P 2 )
min
and it is easy to see that our theoretical result supports what’s empirically observed in EDM that there
is an optimal value of p that minimizes the FID.

In(7/5)
N

Exponential time schedule. we consider v; = k(T - t;‘) with K = , we have

2 2 2 3

omp dIn(T/6) + (m? d)(ln(T/(S) . In(7/9) )

T2 N N N2

Therefore, to obtain E7 + Ep $ &, it suffices to require 7' = © (™) and the iteration complexity
£2

E1+E

m2 + d my

N=9( ( % %)

When m, < O(\/E) the exponential time schedule is asymptotic optimal, hence it is better than the
polynomial time schedule when the initilization error and discretization error dominate. Once we let
0 = Omins T = Omax = O( "11/2) the iteration complexity is

max

m2vd I 2
N=0(—=2—In(—) s}
(R (T ),
Now we adopt the variance schedule in [46]], 5; = \/t for all t € [0, 7], it follows from Theorem
that
2 N-1 72

2 2
E1+ED<—+d 7{_+(m2+d) 7J(_+ 7J<_
T Z (T t )2 2 (T—tzj;zl (T_tj )3 T—tz;<1 (T_t')Q)

T /a_61/a

Polynomial time schedule. we consider 7' - ¢ = (§ Ve 1 (N = j)h)® with h = anda > 1,

v; = a(6Y" + (N = j —9)h)* " h for some ¥ € (0,1). We have ;/h ~ a(T - t5 )* and

2 2L 2L

da*Ta Ta
EIJrED<E al +(m§+d)a17
T da N da N
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2
Therefore, to obtain E; + Ep S ¢, it suffices to require 1" = @(%) and the iteration complexity

m2.1m2+d
N = Ofg2(M2ya 2
((u2y e
2
T=062, = @(%) and a = p, the iteration complexity is

max

Once we let § = 52

min?

mQVd Omax 2/p _
N:Q(QTPQ(a) ! r2naX)‘

Compared to exponential time schedule with the EDM choice of variance schedule, this iteration

complexity is worse up to a factor (‘;mx ) Y 7
Exponential time schedule. we consider v; = k(T - t;‘) with k = w’ we have
m2  dIn(T/6)? In(T/5)?
EI+ED S 72+T+(mg+d)T

2
Therefore, to obtain E; + Ep S ¢, it suffices to require 1" = @(%) and the iteration complexity

N:Q(m2+d1 (m2) )

2
Once welet 6 = 675, T = 01, = ©(22) and a = p, the iteration complexity is

max

2 —
m5Vvd o 2
N=0(—=2—In(—=)52..)-
d min
Compared to exponential time schedule with the EDM choice of variance schedule, this iteration
complexity has the same dependence on dimension parameters mso,d and the minimal/maximal
variance Gmin, Omax-

Optimality of Exponential time schedule. For simplicity, we assume m3 = O(d). Then under both
schedules in [30] and [46]], E;s only dependent on 7, and are independent of the time schedule. Both
Eps satisty

2

ED dz (T t<—)2"’€

Let 7; = 111(7£;§ ) € (0,00). Then Tﬂ/} 1-€e7 and Ys.r- tr<TTj = In(T'/6) is fixed.
J+1

Since z ~ (1 - e®)? is convex on the domaln x € (0,00), according the Jensen’s inequality,
Y S<T—t—<T (Tjﬁ reaches its minimum when 7; are constant-valued for all j, which implies the
J j

exponential schedule is optimal to minimize Ep, hence optimal to minimize Ep + E7j.
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NeurlIPS Paper Checklist

The checklist is designed to encourage best practices for responsible machine learning research,
addressing issues of reproducibility, transparency, research ethics, and societal impact. Do not remove
the checklist: The papers not including the checklist will be desk rejected. The checklist should
follow the references and follow the (optional) supplemental material. The checklist does NOT count
towards the page limit.

Please read the checklist guidelines carefully for information on how to answer these questions. For
each question in the checklist:

¢ You should answer [Yes] , ,or [NA].

* [NA] means either that the question is Not Applicable for that particular paper or the
relevant information is Not Available.

* Please provide a short (1-2 sentence) justification right after your answer (even for NA).

The checklist answers are an integral part of your paper submission. They are visible to the
reviewers, area chairs, senior area chairs, and ethics reviewers. You will be asked to also include it
(after eventual revisions) with the final version of your paper, and its final version will be published
with the paper.

The reviewers of your paper will be asked to use the checklist as one of the factors in their evaluation.
While ”[Yes] ” is generally preferable to ” ”, it is perfectly acceptable to answer ” ” provided a
proper justification is given (e.g., ’error bars are not reported because it would be too computationally
expensive” or “we were unable to find the license for the dataset we used”). In general, answering
? ” or ’[NA] ” is not grounds for rejection. While the questions are phrased in a binary way, we
acknowledge that the true answer is often more nuanced, so please just use your best judgment and
write a justification to elaborate. All supporting evidence can appear either in the main paper or the
supplemental material, provided in appendix. If you answer [Yes] to a question, in the justification
please point to the section(s) where related material for the question can be found.

IMPORTANT, please:

* Delete this instruction block, but keep the section heading ‘“NeurIPS paper checklist”,
* Keep the checklist subsection headings, questions/answers and guidelines below.
* Do not modify the questions and only use the provided macros for your answers.

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]
Justification: We state it in Section 1 and Appendix A.
Guidelines:

e The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: In Section 1 and Appendix A.
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Guidelines:
* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.
* The authors are encouraged to create a separate ’Limitations’ section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

 If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer:[Yes]
Justification: See Appendix and Theorems in the paper.
Guidelines:

» The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

» Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [NA]
Justification: No experiments.
Guidelines:

* The answer NA means that the paper does not include experiments.
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* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [NA]
Justification: No experiments.
Guidelines:

» The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).
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* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [NA] .
Justification:
Guidelines:

» The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [NA]
Justification:
Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer ”Yes” if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

« It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

o If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [NA]
Justification:
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.
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* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: It has been confirmed by Ethics reviewers.
Guidelines:

e The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
Justification: In Section 1.
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification:
Guidelines:

* The answer NA means that the paper poses no such risks.
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* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

* Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [NA]
Justification:
Guidelines:

» The answer NA means that the paper does not use existing assets.
 The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

¢ For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]
Justification: We show new methods and theorems.
Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification:
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Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification:
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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