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Abstract

Contextual bandit algorithms aim to identify the optimal arm with the highest
reward among a set of candidates, based on the accessible contextual information.
Among these algorithms, neural contextual bandit methods have shown generally
superior performances against linear and kernel ones, due to the representation
power of neural networks. However, similar to other neural network applications,
neural bandit algorithms can be vulnerable to adversarial attacks or corruptions on
the received labels (i.e., arm rewards), which can lead to unexpected performance
degradation without proper treatments. As a result, it is necessary to improve the ro-
bustness of neural bandit models against potential reward corruptions. In this work,
we propose a novel neural contextual bandit algorithm named R-NeuralUCB, which
utilizes a novel context-aware Gradient Descent (GD) training strategy to improve
the robustness against adversarial reward corruptions. Under over-parameterized
neural network settings, we provide regret analysis for R-NeuralUCB to quantify
reward corruption impacts, without the commonly adopted arm separateness as-
sumption in existing neural bandit works. We also conduct experiments against
baselines on real data sets under different scenarios, in order to demonstrate the
effectiveness of our proposed R-NeuralUCB.

1 Introduction

Contextual bandits refer to one specific type of multi-armed bandit (MAB) problems, where the
learner can access the arm context information during the decision-making process. Contextual bandit
algorithms have been commonly applied in various real-world applications, including online content
recommendation [59, 79, 8], and medical experiments [30, 73, 7]. While these algorithms have been
proved effective for numerous online learning tasks, they can be susceptible to the malicious feedback
from the environment, such as malicious user feedback in recommender systems [64], and corrupted
labels under active learning settings [61]. This can potentially impair the model performance and
interfere with the internal decision-making logic. One renowned research direction formulates this
problem as contextual bandits with adversarial corruptions [57, 42, 16], where received arm rewards
can be potentially “corrupted” by the unknown adversary. In this case, bandit algorithms need to be
robust against such adversarial corruptions, otherwise they can lead to sub-optimal results. Existing
works on contextual bandits with corruptions are mainly based on linear [17, 29, 57] and kernelized
bandits [15, 16], where the unknown reward mapping function is assumed to be linear, or lies in
a specified Reproducing Kernel Hilbert Space (RKHS). However, one key challenge is that these
assumptions can evidently fail under real-world application scenarios [86], when we have little prior
knowledge regarding this mapping function, or it becomes increasingly complex.

In the face of this challenge, neural bandit algorithms [86, 84, 11, 12] have been proposed to relax the
assumptions on reward functions. By leveraging the representation power of neural networks, neural
contextual bandit algorithms are able to deal with complex reward functions irrespective of whether
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they are linear or non-linear, along with suitable exploration strategies for tackling the exploitation-
exploration dilemma [5, 59]. While neural bandit algorithms have been proved effective [9, 68, 60],
they can be sensitive to adversarial corruptions as well. From perspectives of trustworthiness, it is
well known that neural models can be susceptible to “label attacks” [71, 62, 65], which is akin to
reward corruptions in bandit settings. Failure to comply with robustness requirements can impair the
feasibility under real-world application scenarios like recommender systems [82, 27, 87, 78], and
therefore it is necessary for neural bandit methods to be robust against potential adversarial corruptions.
Furthermore, existing neural bandit works generally require arm separateness assumptions (e.g.,
assuming a positive-definite Neural Tangent Kernel [NTK] Gram matrix [86, 84, 26], or positive
arm Euclidean distances [11, 67]), which will require no duplicate arm contexts are observed (or
chosen) by the learner. This can lead to additional vulnerabilities when arm contexts are intentionally
chosen by the adversary (e.g., assigning duplicate arms in the candidate pool across different rounds),
making the arm separateness assumption fail in such adversarial environments.

Motivated by aforementioned challenges, in this paper, we propose a novel neural contextual bandit
algorithm named Robust Neural-UCB (R-NeuralUCB), which can model the discrepancy among
candidate arms and adopt arm-specific context-aware Gradient Descent (GD) to enhance model
robustness against reward corruptions. Instead of applying ordinary GD to update the network
parameters, R-NeuralUCB utilizes a fine-grained GD strategy by modeling the importance level of
training samples, to reduce the impact of potential adversarial reward corruptions. Meanwhile, to
improve the model performance from both the theoretical and empirical perspectives, R-NeuralUCB
simultaneously perceives the uncertainty levels of candidate arms, and adaptively customizes network
parameters for each of these candidates. To deal with the exploitation-exploration dilemma, R-
NeuralUCB is equipped with an informative exploration mechanism based on Upper Confidence
Bound (UCB) to achieve principled exploration. In addition, we present regret analysis without
the commonly adopted arm separateness assumption, which reinforces R-NeuralUCB’s theoretical
robustness under adversarial scenarios. Our contributions can be summarized as follows:

• Problem Settings and Proposed algorithm: We study a novel neural bandit problem, where the
received arm reward can be potentially corrupted by the unknown adversary. To deal with this
problem, we propose a novel neural bandit algorithm called R-NeuralUCB, which leverages a
refined context-aware Gradient Descent training strategy to improve the model robustness against
potential arm reward corruptions. While we consider all the observed arms are governed by the
same unknown reward mapping function as in (1) similar to existing neural bandit works, our
R-NeuralUCB interestingly maintains separate model parameters specific to the different candidate
arms, for a fine-grained way of improving the robustness. This casts lights on our contributions of
novel algorithmic designs, compared to related existing methods without an arm-specific modeling
(e.g., [42] and our base algorithm NeuralUCB-WGD in Appendix E).

• Theoretical Analysis: With over-parameterized neural networks, we present the regret analysis for
R-NeuralUCB. Given finite horizon T , effective dimension of NTK Gram matrix d̃, and corruption
level C, R-NeuralUCB enjoys a data-dependent regret bound of Õ(d̃

√
T + Cd̃). In addition, to

ensure R-NeuralUCB is capable of handling contexts specified by the adversary (e.g., duplicate
arms across different rounds), our analysis removes the arm separateness assumption dependency,
a widely adopted assumption for neural bandit literature, which can be of independent interest.

• Experiments: We conduct experiments on publicly available real-world data sets with various
specifications. Under different types of reward corruptions, our R-NeuralUCB can achieve better
performance, and is less vulnerable to reward corruptions than baselines.

2 Related Works
Contextual Bandits with Adversarial Corruptions. To begin with, there have been numerous
studies [76, 17, 29, 57, 63, 31, 22, 54] working on tackling adversarial reward corruptions under
linear contextual bandit settings [59, 24]. A related topic is bandits with mis-specifications [36, 55,
33, 53, 83, 75], where the deviation of reward estimation comes from problem modeling instead of
the adversary. On the other hand, kernelized bandits [15, 40, 16] extend the adversarial corruption
problem to non-linear cases by assuming the reward mapping is a functional in the specified RKHS
[72], while comparable ideas are also applicable for robust Bayesian Optimization [52]. Adversarial
corruptions are also studied for other formulations, such as Lipschitz bandits [49, 89] and MAB
without contexts [18, 80]. However, compared with neural bandit methods, these works generally
require assumptions on the reward function prior, which may not be satisfied in real-world scenarios.
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Neural Contextual Bandits. Neural contextual bandits algorithms are proposed to leverage the
representation power of neural networks, and relax the assumptions on the reward mapping functions
that can be linear or non-linear. Neural-UCB [86] applies a fully-connected (FC) neural network for
reward estimation and utilizes corresponding network gradients for principled exploration. Com-
parable ideas have been leveraged by other neural bandit works [84, 50, 25, 10, 37, 46, 9, 60, 11],
and adopted under various application scenarios such as active learning [74, 13, 6], and bandit-based
graph learning [66, 67, 51] with graph neural networks [77, 34, 35]. Alternatively, [81] utilizes
the neural network to embed original arm contexts for regression. [26] utilizes inverse reward gap
for exploration, and [48] achieves exploration with the reward perturbation. However, as these
methods are not designed to defend against reward corruptions and widely require arm separateness
assumptions, they can fail to meet the robustness requirements in an adversarial environment.

3 Problem Definition
Let T be the finite horizon. In round t ∈ [T ], the learner receives K candidate arms Xt, |Xt| = K,
and each arm xi,t ∈ Xt with arm index i ∈ [K] is described by a d-dimensional vector xi,t ∈ Rd.
The learner will then choose one arm xt ∈ Xt and receive its reward rt. The index of xt is denoted
by it ∈ [K], s.t. xt = xit,t. Here, similar to existing works (e.g., [42, 16, 15, 86, 84]), we define
corruption-free arm reward r̃i,t for each candidate arm xi,t ∈ Xt, as well as corrupted arm reward rt
for chosen arm xt ∈ Xt, as

r̃i,t = h(xi,t) + ϵi,t, rt = r̃t + ct = h(xt) + ϵt + ct, (1)

where h : Rd 7→ R is an unknown reward mapping function that can be either linear or non-
linear. ϵi,t ∈ R stands for zero-mean ν-sub-Gaussian random noise which is standard for stochastic
contextual bandit works (e.g., [24, 72, 86]), and ct ∈ R is the unknown adversarial corruption
imposed by the adversary. While kernelized bandit works (e.g., [16, 72]) assume h(·) belongs to the
RKHS induced by specified kernels, we alternatively consider h(·) as an arbitrary unknown function,
and utilize the neural model to learn this mapping with flexibility.

Taking expectation w.r.t. zero-mean noise ϵ, for the chosen arm xt ∈ Xt, we denote its expected
perturbed reward E[rt] = h(xt) + ct; meanwhile, for each candidate arm xi,t ∈ Xt, its expected
corruption-free reward E[r̃i,t] = h(xi,t). Here, we consider E[r] and E[r̃] both fall into value range
[0, 1], analogous to existing works (e.g., [86, 84, 11, 50]). This is intuitive as numerous real-world
applications work with bounded rewards (e.g., online recommendation tasks with normalized rating
[67] or binary feedback [24]); and the adversary also needs its attack to be stealthy, by ensuring
perturbed rewards fall into the normal value range. With previously chosen arms {xτ}τ∈[t] up to
round t, we denote received context-reward tuples with perturbed rewards as Pt := {xτ , rτ}τ∈[t] =
{xiτ ,τ , riτ ,τ}τ∈[t], and the corresponding context-reward tuples with corruption-free rewards as
P̃t := {xτ , r̃τ}τ∈[t] = {xiτ ,τ , r̃iτ ,τ}τ∈[t], where each corruption-free but imaginary unobserved
reward is r̃τ = h(xτ ) + ϵτ , τ ∈ [t] based on (1).

Learning Objective. Our objective is to minimize cumulative pseudo-regret for T rounds:

R(T ) =
∑T

t=1
E[r̃∗t − r̃t], (2)

where E[r̃t] = h(xt) is the expected corruption-free reward of the chosen arm xt ∈ Xt, and
E[r̃∗t ] = maxxi,t∈Xt

[h(xi,t)] stands for that of the optimal arm x∗
t ∈ Xt.

Corruption Level. If the adversary determines the reward corruption ci,t for each candidate arm
xi,t ∈ Xt beforehand, without observing the learner’s choice xt, some works (e.g., [38]) formulate
the corruption level measurement as C ′ =

∑
t∈[T ][maxi∈[K]|ci,t|]. In this work, similar to [42, 16],

we alternatively consider reward corruptions are determined w.r.t. particular chosen arms {xt}t∈[T ],
and formulate the corruption level as C =

∑
t∈[T ]|ct|. This leads to C ≤ C ′.

4 Proposed Algorithm: Robust Neural-UCB (R-NeuralUCB)
Recall that in (1), arm rewards under neural bandit settings are governed by the unknown reward
mapping function h(·), where h(·) can be an arbitrary function. For our proposed R-NeuralUCB, we
adopt a neural network f(·) to approximate h(·) for reward estimation.

Network Structure. We use f(·;θ) to denote an FC network with depth L ≥ 2 and width m ∈ N+:

f(x;θ) :=
√
mθLσ(θL−1σ(θL−2 . . . σ(θ1x))) (3)
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Table 1: Comparison of T -round regret bounds with adversarial corruption level C.
Algorithm Reward Function Corruption C Regret Bound*

Robust OFUL [76] Linear Known Õ(d
√
T +

√
T
∑T

t=1 c
2
t )

CW-OFUL [42] Linear Known Õ(d
√
T + Cd)

COBE + OFUL [76] Linear Unknown Õ(d
√
T +

√
T
∑T

t=1 c
2
t )

CW-OFUL (C̄ =
√
T ) [42] Linear Unknown Õ(d

√
T ), if C ≤

√
T . Otherwise O(T )

Fast-slow GP-UCB [15] Kernelized Known Õ(d̃
√
T + Cd̃

√
T )

RGB-PE [16] Kernelized Known Õ(d̃
√
T + Cd̃3/2)

Fast-slow GP-UCB [15] Kernelized Unknown Õ(d̃
√
T + Cd̃

√
T )

NeuralUCB-WGD (Thm. E.1) Arbitrary Known Õ(d̃
√
T + Cd̃3/2)

R-NeuralUCB (Thm. 5.6) Arbitrary Unknown Õ(d̃
√
T + Cβ−1d̃)

* d: context dimension; d̃: NTK matrix effective dimension or kernel information gain; β: data-dependent gradient deviation term.

where σ(·) is element-wise ReLU activation, and we have trainable weight matrices θ1 ∈ Rm×d,
θl ∈ Rm×m, 2 ≤ l ≤ L− 1, θL ∈ R1×m. For the ease of notation, we denote vectorized parameters

θ := [vec(θ1)
⊺, vec(θ2)

⊺, . . . ,θL]
⊺ ∈ Rp,

with the dimensionality of p, and randomly initialized parameters are denoted by θ0. Then, we let
g(x;θ) = vec(∇θf(x;θ)) ∈ Rp be vectorized network gradients w.r.t. input x and parameters θ.

We motivate our proposed R-NeuralUCB by first mentioning a base algorithm named Neural-
UCB with Weighted GD (NeuralUCB-WGD), which is elaborated in Appendix E. To begin with,
NeuralUCB-WGD measures the uncertainty level of training samples (i.e., previously received arm-
reward pairs) through their UCB values, as the UCB essentially measures arm uncertainty levels in
terms of reward estimation [24, 72, 86]. Then, different from conventional neural bandit methods that
treat all training samples equally [86, 84], inspired by [42], NeuralUCB-WGD utilizes a weighted
GD process to train neural model f(·) for estimating arm rewards, where training samples with high
uncertainty levels will be downplayed. The main idea is that although we do not know which training
samples are corrupted, we instead aim to reduce potentially severe impacts caused by adversarial
corruptions, by paying relatively more attention on the training samples (arm-reward pairs) with low
uncertainty levels, for a stable GD training process. We also present corresponding regret analysis for
NeuralUCB-WGD in Appendix E.2, as well as experiments in Section 6.

However, notice that the neural model will also perceive varying uncertainty levels for different
candidate arms in terms of reward estimation. In this case, simply applying the same exploitation-
exploration strategy across all candidate arms can overlook this discrepancy, leading to insufficient
granularity w.r.t. reward estimation. For instance, regarding candidate arms with low uncertainty
levels, it can be more beneficial to adequately leverage existing training samples for estimating their
rewards, instead of sharing an identical exploitation-exploration strategy with other high-uncertainty
candidate arms. Meanwhile, analogous to existing works (e.g., [42, 16, 15]), NeuralUCB-WGD
supposes a known corruption level C for regret analysis (Theorem E.1), which can be difficult to
satisfy if we have limited knowledge regarding the unknown adversary. With the above motivations,
we propose R-NeuralUCB as a refined solution to further enhance neural model robustness against
potential reward corruptions. For readers’ reference, we also compare our proposed R-NeuralUCB
and NeuralUCB-WGD with some regret results from existing works in Table 1.

4.1 R-NeuralUCB: Robust Neural-UCB

Our R-NeuralUCB formulates a novel context-aware GD process, by taking the uncertainty infor-
mation of both candidate arms and training samples into account, for neural network training and
decision making. Here, R-NeuralUCB customizes individual sets of network parameters θi,t−1 for
each candidate arm xi,t ∈ Xt, i ∈ [K], before the actual arm recommendation. Afterwards, these
arm-specific networks are applied for arm reward estimation, along with an informative arm-specific
UCB-based exploration mechanism. The pseudo-code is presented in Algorithm 1.

Arm Weight Formulation. Inspired by NTK-based exploration mechanisms [86, 51, 66, 11, 84],
we measure arm uncertainty levels with the weighted gradient norm of arms. With a regular-
ization parameter λ > 0, we first define a weight-free gradient covariance matrix Σ̄t−1 =
λI+

∑
τ∈[t−1] g(xτ ;θτ−1)g(xτ ;θτ−1)

⊺/m. Here, θτ−1 is the shorthand of θiτ ,τ−1, representing
the network parameters of the previously chosen arm xτ = xiτ ,τ , τ ∈ [t − 1]. Then, for each
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Algorithm 1 Robust Neural-UCB (R-NeuralUCB)

1: Input: Time horizon T . GD iterations J . Learning rate η. Exploration coefficient ν. Scaling
parameter α. Norm parameter S. Regularization parameter λ.

2: Initialization: Parameters θ0. Weight-free covariance matrix Σ̄0 = λI. Records P0 = ∅.
3: for each round t ∈ [T ] do
4: Observe a collection of K candidate arms Xt = {xi,t}i∈[K].
5: for each candidate arm xi,t ∈ Xt do
6: if t equals to 1 then
7: θi,t−1 ← θ0.
8: else
9: With arm weights {w(τ)

i,t }τ∈[t−1] in (4), train parameters θi,t−1 with GD and the arm-
specific loss function in (5) based on received records Pt−1.

10: end if
11: For candidate arm xi,t, calculate its benefit score U(xi,t) based on (6).
12: end for
13: Choose arm xt = argmaxxi,t∈Xt

[
U(xi,t)

]
with the highest benefit score.

14: Receive arm reward rt, and update the records, such that Pt ← Pt−1 ∪ {(xt, rt)}.
15: Update the shorthand θt−1 ← θit,t−1, and matrix Σ̄t ← Σ̄t−1+g(xt;θt−1)g(xt;θt−1)

⊺/m.
16: end for

candidate arm xi,t ∈ Xt, we formulate its weight w.r.t. previously chosen arm xτ , τ ∈ [t− 1] as

w
(τ)
i,t = min

1,
α · min

x∈Xt

∥g(x;θt−1)/
√
m∥2

Σ̄−1
t−1

gτ · ∥g(xi,t;θt−1)/
√
m∥

(Σ̄
(κ)
t−1)

−1

 , (4)

with κ2-scaled covariance matrix being Σ̄
(κ)
t−1 := λI+ κ2 ·

∑
τ∈[t−1] g(xτ ;θτ−1)g(xτ ;θτ−1)

⊺/m,

for a constant κ ∈ (0, 1). Alternatively, we also denote w
(τ)
i,t = min

{
1, α · fracτ (xi,t;Xt, Σ̄t−1)

}
,

with fracτ (·) being a shorthand that integrally represents the fraction term in (4). A tunable parameter
α > 0 and the squared round-wise minimum weighted norm minx∈Xt ∥g(x;θt−1)/

√
m∥2

Σ̄−1
t−1

in the

numerator are applied for scaling purposes. We also include complementary discussions for arm
weight scaling in Appendix B.5. Meanwhile, we have gτ = ∥g(xτ ;θτ−1)/

√
m∥

(Σ̄
(κ)
τ−1)

−1 , τ ∈ [t−1]
quantifying uncertainty levels of previously chosen arms (training samples) motivated by UCB-based
exploration strategies (e.g., [86, 42]). Since previous {gτ}τ∈[t−1] values can be reused, we only need
to compute and store gt for current round t. As a result, if candidate arm xi,t is of high uncertainty
(i.e., large ∥g(xi,t;θt−1)/

√
m∥Σ̄−1

t−1
value), its arm weights {w(τ)

i,t }τ∈[t−1] will become small.

Model Training with Context-aware GD. According to line 9 in Algorithm 1, we perform model
training before the actual arm recommendation in each round t ∈ {2, . . . , T}. For each candidate
xi,t ∈ Xt, we train its arm-specific parameters θi,t−1 with J iterations of GD and received records
Pt−1 = {(xτ , rτ )}τ∈[t−1]. Starting from initialization θ

(0)
i,t−1 = θ0, we have j-th GD iteration

(j ∈ [J ]) being θ
(j)
i,t−1 = θ

(j−1)
i,t−1 − η∇θLi,t(Pt−1;θ

(j−1)
i,t−1 ), where η > 0 refers to the learning rate.

We formulate a loss function Li,t(·; ·), i ∈ [K] specified to candidate arm xi,t ∈ Xt as

Li,t(Pt−1;θ) =
∑

(xτ ,rτ )∈Pt−1

w
(τ)
i,t

2
·
∣∣f(xτ ;θ)− rτ

∣∣2 + mλ

2
· ∥θ − θ0∥22, (5)

where the L2 loss is scaled by arm weights w(τ)
i,t , τ ∈ [t − 1] from (4). Intuitively, if arm weights

w
(τ)
i,t are large (i.e., low uncertainty level), we proceed to train a neural model that adequately fits the

collected training data (i.e., previously received records) Pt−1, instead of staying around the random
initialization θ0 given the L2 regularization. On the other hand, if arm weights w(τ)

i,t are small, it
means that the uncertainty level in terms of reward estimation is high. In this case, we prefer being
relatively conservative to prevent potentially large impacts caused by adversarial corruptions. As a
result, R-NeuralUCB will focus more on the training samples in Pt−1 with low uncertainty levels,
and stay relatively close to the random initialization θ0 due to the regularization term in (5).

5
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In practice, instead of starting from θ0 in each round t ∈ {2, . . . , T}, we can alternatively initiate
the GD process from the existing trained parameters to reduce computational cost, inspired by the
concept of warm-start GD [13]. Here, we can start from θt−2, the parameters of the previously
chosen arm xt−1, and fine-tune arm-specific parameters θi,t−1 for each candidate arm xi,t ∈ Xt,
based on its loss function Li,t(·; ·) and a small batch of samples from Pt−1. Further details are
elaborated in Appendix B.6, and this approach is also applied for the experiments in Section 6.

Arm Selection. For candidate arm xi,t ∈ Xt and arm weights {w(τ)
i,t }τ∈[t−1], we formulate its arm-

specific gradient covariance matrix Σi,t−1 = λI +
∑

τ∈[t−1] w
(τ)
i,t · g(xτ ;θτ−1)g(xτ ;θτ−1)

⊺/m.
Here, if the variance proxy value ν in (1) is unknown, similar to existing works (e.g., [86, 84]),
we deem ν ≥ 0 as a tunable parameter to control the exploration intensity. With our UCB-type
exploration motivated by Appendix Lemma C.11, we formulate the benefit score for arm xi,t ∈ Xt as

U(xi,t) = f(xi,t;θi,t−1) + γi,t−1 ·
√

g(xi,t;θi,t−1)⊺Σ
−1
i,t−1g(xi,t;θi,t−1)/m, (6)

where the confidence coefficient γi,t−1 = ζ ·
(
ν
√
log

det(Σi,t−1)
det(λI) − 2 log(δ) +

√
λS

)
, along with a

constant ζ > 0 from Lemma C.11. Afterwards, we choose xt = argmaxxi,t∈Xt

[
U(xi,t)

]
(line 13,

Algorithm 1), based on calculated arm benefit scores in (6). After receiving reward rt, the collected
records will be updated by Pt ← Pt−1 ∪ {(xt, rt)} (line 14, Algorithm 1). We also update the
shorthand for model parameters of the chosen arm as θt−1 ← θit,t−1, and the weight-free covariance
matrix Σ̄t ← Σ̄t−1 + g(xt;θt−1)g(xt;θt−1)

⊺/m for next round t+ 1 (line 15, Algorithm 1).

In summary, the primary goal of R-NeuralUCB is to customize individual learning objectives (i.e.,
loss functions) for different candidate arms by leveraging arm uncertainty information before pulling
an arm. For candidate arms with high uncertainty levels, the neural model may lack confidence in
estimating rewards based on current records, due to potential reward corruptions, which can lead to
significant estimation errors. In this situation, by using the regularization term mλ

2 ∥θ − θ0∥22, we
prefer to adopt a relatively conservative approach, training a model close to random initialization to
mitigate the potentially large impacts of adversarial corruptions. This approach is inspired by existing
work on enhancing model robustness through regularization techniques (e.g., [69, 23]). On the other
hand, for candidate arms with low uncertainty, we aim to train neural models that fully utilize the
received records for reward estimation. Since the model is confident in its estimation, the received
samples can provide adequate reference. With larger arm weights, the loss function can focus more
on the training samples, instead of staying closely around θ0.

5 Theoretical Analysis

To the best of our knowledge, we provide the first theoretical results under the neural bandit settings
with adversarial reward corruptions, and our proof flow is distinct from those of linear and kernelized
bandit works. In particular, as our ReLU activation in (3) is not Lipschitz smooth [3, 21], it leads to
additional challenges for our theoretical analysis, since a small perturbation on rewards can lead to
drastic changes of network gradients. As a result, even with a small corruption level C, the corrupted
model parameters trained by GD can significantly deviate from the imaginary network parameters
trained with corresponding corruption-free rewards. Therefore, it is non-trivial to quantify corruption
impacts from theoretical perspectives, which simultaneously makes our proof flow differ significantly
from that of the vanilla Neural-UCB [86]. We include additional discussions on analysis distinctions
and our contributions in Appendix B.3. To begin with, we first introduce some preliminaries.

Parameter Initialization. Analogous to existing works [86, 21, 3, 9, 84], for an L-layer network of
width m in (3), we let its intermediate-layer matrices θl =

(
Λ 0
0 Λ

)
, l ∈ [L− 1], where each element

of matrix Λ is drawn from Gaussian distributionN (0, 4/m). Similarly, let θL = (w⊺,−w⊺), where
each element of vector w is drawn from N (0, 2/m).

Arm Context Normalization. To ensure arm contexts are of unit length (i.e., ∥xi,t∥ = 1,∀i ∈
[K], t ∈ [T ]) as in existing neural bandit works [86, 84, 11, 67, 50], we can apply the following trans-
formation inspired by existing works [3, 86, 84] without loss of generality: with unprocessed context
x̃i,t, we formulate the corresponding normalized arm context xi,t = [

x̃i,t

2·∥x̃i,t∥2
, 1

2 ,
x̃i,t

2·∥x̃i,t∥2
, 1

2 ]. It
can be verified that we have three properties: (i) ∥xi,t∥2 = 1; (ii) no two normalized arm contexts
will be in opposite directions; and (iii) f(xi,t;θ0) = 0 with the randomly initialized θ0.

6
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Definitions of NTK Matrices. First, we denote imaginary corruption-free models as f(·; θ̃t−1), t ∈
[T ] which are trained on corruption-free records P̃t = {xτ , r̃τ}τ∈[t], t ∈ [T ], for the sake of
theoretical analysis, and the learner does not need to own the imaginary model in practice. Let
{xt}t∈[T ] = {xit,t}t∈[T ] be arms chosen by the corrupted model f(·;θ), and {x̃t}t∈[T ] =

{xĩt,t
}t∈[T ] be those chosen by the corruption-free model f(·; θ̃) respectively. Then, define a

union set ĂT := ({xt}Tt=1∪{x∗
t }Tt=1∪{x̃t}Tt=1), based on: (i) the chosen arms {xt}Tt=1, (ii) the op-

timal arms {x∗
t }Tt=1 according to (2), and (iii) arms {x̃t}Tt=1 chosen by the imaginary corruption-free

models. Here, ĂT naturally contains unique arms from these three arm collections, with cardinality
|ĂT | ≤ 3T . Meanwhile, we simply merge these three arm collections to form AT (with cardinality
|AT | = 3T ), which allows duplicate arms. Afterwards, we have the following two formulations
of the NTK Gram matrix: (i) The NTK Gram matrix H with possibly duplicate arms based on the
collection AT ; (ii) the NTK matrix for non-duplicate arms H̆ built upon the set ĂT .
Definition 5.1 (NTK Gram Matrix with Possibly Duplicate Arms). LetN be the Gaussian distribution.
With layer index l ∈ [L] and subscripts i, j ∈ {1, . . . , |AT |} for enumerating across arms, comparable
to [47, 86], define the following recursive process

H0
i,j = Ψ0

i,j = ⟨xi,xj⟩, Nl
i,j =

(
Ψl

i,i Ψl
i,j

Ψl
j,i Ψl

j,j

)
,

Ψl
i,j = 2Ea,b∼N (0,Nl−1

i,j )[σ(a)σ(b)], Hl
i,j = 2Hl−1

i,j Ea,b∼N (0,Nl−1
i,j )[σ

′(a)σ′(b)] +Ψl
i,j .

(7)

WithAT containing possibly duplicate arms, we denote the NTK Gram matrix H = (HL+ΨL)/2 ∈
R3T×3T , and expected reward vector h = [h(x)]x∈AT

∈ R3T . Existing works with the arm
separateness assumption (e.g., [86, 84, 9, 25, 81]) generally assume H ≻ 0, while we do not.
Definition 5.2 (NTK Gram Matrix with Non-duplicate Arms). Follow the recursive process in (7).
With set ĂT containing non-duplicate arms, we denote the corresponding NTK matrix H̆ = (H̆L +

Ψ̆L)/2 ∈ R|ĂT |×|ĂT |, and expected reward vector h̆ = [h(x)]x∈ĂT
∈ R|ĂT |, with |ĂT | ≤ 3T .

Remark 5.3 (No Arm Separateness Assumption). Existing neural bandit works generally impose
separateness assumptions regarding the arm contexts: NTK-based approaches (e.g., [86, 84, 9, 51,
50]) commonly assume H ≻ 0 which requires no two arms are parallel among {xi,t}i∈[K],t∈[T ];
meanwhile, some other works (e.g., [11, 67]) assume the Euclidean separateness: ∥xi,t−xi′,t′∥2 > 0

if (i, t) ̸= (i′, t′),∀i, i′ ∈ [K], t, t′ ∈ [T ]. To avoid the arm separateness assumption, since ĂT

contains all the unique arms from AT , we alternatively build the confidence ellipsoid upon the NTK
matrix H̆, and the ellipsoid will also hold for all the arms in AT for regret analysis (Lemma C.1).
This also leads to our tighter definition of NTK norm term S (Theorem 5.6, Remark 5.8).

Fact 5.4. Let λ̆0 be the minimum eigenvalue of matrix H̆, and λ0 be that of NTK matrix H. We
have (i) λ̆0 = λmin(H̆) > 0; and, (ii) λ̆0 ≥ λ0 ≥ 0.

For (i) in Fact 5.4, since ĂT contains no parallel arms, matrix H̆ will be full-rank, leading to
λ̆0 > 0. For (ii), if ĂT ̸= AT , then AT contains duplicate arms and matrix H will be singular, s.t.
λ̆0 > λ0 = 0. Otherwise, if ĂT = AT , it will naturally lead to H̆ = H and λ̆0 = λ0. Next, similar
to existing neural bandit works (e.g., [86, 84]), we define the NTK Gram matrix effective dimension
d̃, which essentially measures the vanishing speed of NTK Gram matrix eigenvalues.
Definition 5.5 (Effective Dimension of NTK Matrix [86, 84]). Given the NTK matrix H with
possibly duplicate arms (Def. 5.1), its effective dimension is defined as d̃ = log det(I+H/λ)

log(1+TK/λ) .

5.1 Regret Analysis for R-NeuralUCB

We follow the pseudo-regret R(T ) =
∑T

t=1 E[r̃∗t − r̃t] in (2), which is defined based on the expected
corruption-free reward of chosen arms and optimal arms across T rounds.

Instance-dependent Gradient Deviation Term β. Recall that for a candidate arm xi,t ∈ Xt in round
t ∈ [T ], its arm weight w.r.t. previously chosen arm xτ , τ ∈ [t−1] in (4) can be represented by w(τ)

i,t =

min
{
1, α · fracτ (xi,t;Xt, Σ̄t−1)

}
, with the scaling parameter α > 0. Here, we define a minimum

fraction value as β = mint∈[T ],τ∈[t−1]

[
min{fracτ (xt;Xt, Σ̄t−1), fracτ (x̃t;Xt, Σ̄t−1)}

]
, which
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is formulated to quantify the gradient deviation among arms. Here, the learner is not required to
know β, and we can adjust the scaling parameter α in each round t ∈ [T ] to constrain the round-wise
minimum weight value min{w(τ)

i,t }i∈[K],τ∈[t−1] (Subsection B.5), which leads to Theorem 5.6.

Theorem 5.6. With finite horizon T ∈ N+, denote S ≥
√
2h̆

⊺
H̆−1h̆, β > 0. Suppose λ ≥ S−2, η ≤

O((TmL+mλ)−1), J ≥ Õ(TL/λ). Let f(·) be an L-layer FC network with width m, and adjust the
scaling parameter α, s.t. min{w(τ)

i,t }i∈[K],τ∈[t−1] = κ2, ∀t ∈ [T ], for a tunable constant κ ∈ (0, 1)

from (4). With δ ∈ (0, 1), let network width m ≥ Ω(poly(T, L, κ−1, λ̆−1
0 , λ−1, S−1) log(δ−1)). With

probability at least 1− δ, R-NeuralUCB achieves the regret bound of

R(T ) ≤ O
(
ν

√
d̃ log(

λ+ TK

λ
)− 2 log(δ)+S

√
λ

)
Õ
(√

T d̃/κ2

)
+O

(
Cd̃β−1κ2 log(

λ+ TK

λ
)

)
.

The proof of Theorem 5.6 is in Appendix C. The first term on the RHS refers to the corruption-
independent regret upper bound, which comparably matches the bound Õ(d̃

√
T +S

√
d̃T ) in existing

corruption-free neural bandit works [86, 84]. Here, our corruption-dependent term is free of the NTK
norm S, which measures the complexity of reward mapping h(·) (Appendix B.4). This is different
from existing works (e.g., [15]) that include a parameter norm (similar to our NTK norm S) in their
corruption-dependent terms, as the estimation error of confidence ellipsoids. In addition, inspired by
[84], we can derive a T -independent upper bound for the β−1 term, when the arm contexts are nearly
spreading within some low-dimensional subspace of the NTK-induced RKHS (Appendix C.9), as it
will lead to small effective dimension d̃ and small eigenvalues of NTK matrix H [84]. Meanwhile,
compared with the regret bound of our base algorithm NeuralUCB-WGD (Theorem E.1), Theorem
5.6 removes the assumption of known corruption C; and, reduces the order of effective dimension d̃
as well as the dependency of NTK norm S for corruption-dependent terms.
Remark 5.7 (Unknown corruption level C). For Theorem 5.6, we do not assume C is known to the
learner in advance, as practitioners can have little prior knowledge regarding the unknown adversary.
This makes our regret analysis more challenging, compared with the existing works (e.g., [16]) where
C is assumed known for setting hyper-parameters to achieve tight regret bounds.

Remark 5.8 (Tighter definition for NTK norm S). For existing works (e.g., [86, 84]), the NTK Gram
matrix is generally defined with all the TK observed candidate arms, i.e., {xi,t}i∈[K],t∈[T ], while
our NTK matrices (Def. 5.1 and 5.2) only rely on arm collection AT and set ĂT , with cardinality
|ĂT | ≤ |AT | = 3T . This results in our parameter norm S that can be tighter compared to existing
works (e.g., [84, 86]), because when constructing the confidence ellipsoid around the initialization
Θ0 in Lemma C.1, our ellipsoid is intuitively tighter, as it only needs to ensure Eq. C.1 holds for
arms in ĂT (with cardinality |ĂT | ≤ 3T ), rather than for all TK candidate arms.

Remark 5.9 (Reducing the order of d̃ and removing the dependency of S for corruption-dependent
terms). For corruption-dependent terms involving C, we have Õ(Cβ−1d̃). Using NTK to align the
information gain definition [16] with our effective dimension d̃, our result improves latest kernelized
bandit works from Õ(d̃3/2) to Õ(d̃) for corruption-dependent terms, given the NTK-induced RKHS
and an indefinite arm space (Corollary 7 in [16]). Meanwhile, our corruption-dependent term is free
of the NTK norm S, while for some existing works with UCB-type exploration (e.g., [15]), they
involve comparable parameter norms in their corruption-dependent regret terms, in order to quantify
corruption impacts w.r.t. the reward mapping function complexity.

6 Experiments
We evaluate R-NeuralUCB and the base algorithm NeuralUCB-WGD (Appendix E) with experiments
on three real data sets, under different adversarial corruption scenarios. Following definition in (2), we
record the cumulative regret in terms of corruption-free rewards R(T ) =

∑
t∈[T ]

[
r̃∗t − r̃t

]
. Note that

the learner will still only have access to the potentially corrupted rewards rt, t ∈ [T ]. Our baselines
consist of linear algorithms: Lin-UCB [24], CW-OFUL [42]; and conventional neural algorithms:
Neural-UCB [86], Neural-TS [84]. Complementary experiment details are in Appendix A.

MovieLens and Amazon Data Sets. From “MovieLens 20M rating data set” [41], we choose 5,000
movies and 10,000 users with most reviews to form the user-movie matrix, and the entries are user
ratings. Then, we consider the arm (user-item pair) features as the concatenation of corresponding
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Figure 1: Regret results on real data sets. (Left three figures: For MovieLens and Amazon, corrupt the chosen arm reward with 20% probability.
For MNIST, consider C = 2000 and randomly sample 2000 rounds for attack); (Right three figures: For MovieLens and Amazon: we corrupt
reward with 50% probability; For MNIST: C = 4000 and randomly sample 4000 corrupted rounds).

user features and item features, which are obtained by singular value decomposition (SVD) and
extracting item genome-scores respectively, with K = 10 and d = 41. The corruption-free arm
rewards r̃i,t are user ratings normalized into range [0, 1]. Here, we consider the “exaggerated reward
corruption”. If one pulled arm xt is attacked and its corruption-free reward r̃t ≥ 0.5, we exaggerate
its reward to rt = 1. Otherwise, if one pulled arm xt is attacked and r̃t < 0.5, we set its reward
rt = 0. Amazon Recommendation data set [43] consists of user reviews and corresponding ratings.
With each piece of review (user-item pair) as an arm, we vectorize the review as the arm features
using the “Sentire” package [85, 58], with K = 10 and d = 41. Similarly, the corruption-free arm
rewards r̃i,t are normalized user ratings with the value range [0, 1]. Different from MovieLens data
set, we here consider the “reverse exaggerated corruption”: if the pulled arm xt is attacked and its
corruption-free reward r̃t ≥ 0.5, we downplay its reward to rt = 0; or if the pulled arm xt is attacked
and r̃t < 0.5, we alternatively set the corrupted reward rt = 1.
MNIST Data Set. To perform online classification with bandit feedback experiment, we adopt
the MNIST data set [56] which consists of 10 image classes. Similar to previous works (e.g.,
[86, 84]), given a sample x ∈ Rd′

in each round, we transform it into K = 10 arms, denoted by
x1 = (x,0, . . . ,0),x2 = (0,x, . . . ,0), . . . ,x10 = (0,0, . . . ,x) ∈ R10×d′

, s.t. d = 10 × d′. The
arm index that the learner chooses will be its predicted class, and the reward is 1 if the sample x
belongs to this class; otherwise, the reward will be 0. Here, we consider the symmetric “label-flipping”
attack [39]. For example, when a sample from digit class 2 is attacked, its corrupted label will be
switched to digit class 9− 2 = 7, and the corrupted arm rewards will also change accordingly.

Experiment Results. The experiment results are shown in Fig. 1, and we also include a parameter
study in Appendix A.2. Due to the representation power of neural networks, neural algorithms
generally perform better than linear ones. In particular, for the MNIST data set, since the reward
mapping can be relatively more complex, neural algorithms manage to achieve more significant
improvements over the linear algorithms. Here, compared with conventional neural methods, our
proposed NeuralUCB-WGD and R-NeuralUCB are more robust against adversarial reward corrup-
tions. In particular, we see that R-NeuralUCB outperforms NeuralUCB-WGD on these three data
sets, which helps support our claim that it is beneficial to involve the uncertainty information in
terms of both training samples and candidate arms. When we increase the corruption intensity (three
figures on the right), the overall results tend to be consistent with previous findings. Notice that
the performance gap among algorithms on the Amazon data set tends to be smaller, as this setting
becomes significantly more difficult (i.e., with up to ∼ 8000 regret) when we increase the corruption
probability to 50%. Meanwhile, for MNIST, when we increase C to 4000, the performance gap
between our proposed algorithms and the conventional neural methods tends to increase, as the task
becomes increasingly more complex. We also see that R-NeuralUCB still outperforms NeuralUCB-
WGD given the increased corruption intensity, showing the benefit of involving the candidate arm
information and customizing arm-specific model parameters.

7 Conclusion and Future Direction
In this paper, we propose a novel neural bandit algorithm named R-NeuralUCB to address poten-
tial adversarial corruption issues on arm rewards. To enhance model robustness against reward
corruptions, R-NeuralUCB applies a refined, context-aware Gradient Descent procedure that incor-
porates arm uncertainty information. To demonstrate its effectiveness, we present a regret analysis
of R-NeuralUCB to quantify the impacts of adversarial corruption. Furthermore, to ensure that
R-NeuralUCB can handle arm contexts deliberately chosen by an adversary (e.g., duplicate arms
across different rounds), our analysis avoids the commonly adopted arm separateness assumption in
neural bandit literature, which can be of independent interest. Empirical evaluations on real datasets
with varied specifications show the effectiveness of our proposed solution over baseline methods. A
challenging future direction is to derive the theoretical lower bound for neural bandits with corruption,
and we provide complementary discussions in Appendix B.7.
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A Experiment Settings and Additional Experiments

A.1 Experiment settings

For all UCB-based baselines, we choose the exploration parameter through grid search over the
range {0.01, 0.1, 1}. We set L = 2 for all deep learning models, including our proposed NeuralUCB-
WGD and R-NeuralUCB, and set the network width to m = 200. The learning rate for all neural
algorithms is chosen by grid search from the range {0.0001, 0.001, 0.01}. For all methods, we select
the regularization parameter λ from the range {0.0001, 0.001, 0.01}. The scaling parameter α for
NeuralUCB-WGD and R-NeuralUCB is chosen from {0.2, 0.5, 1}. All experiments are conducted
on a server with an Intel Xeon CPU and NVIDIA V100 GPUs. Additionally, we provide further
details on our baseline methods, which include two linear algorithms and two conventional neural
algorithms:

• Lin-UCB [24, 59] uses linear regression as the reward estimation model and employs a UCB-based
strategy for exploration.

• CW-OFUL [42] applies weighted linear ridge regression in instead of the standard one from
Lin-UCB, with weights assigned to selected samples in proportion to reward estimation confidence.

• Neural-UCB [86] employs a single neural network to estimate arm rewards and calculates the UCB
based on network gradients for exploration.

• Neural-TS [84] utilizes a fully connected network for arm reward estimation, along with the
Thompson Sampling strategy [2] for exploration.

Additional Data Processing Details for Recommendation Data Sets. Here, we provide additional
details about our data processing procedure. For the first data set, MovieLens 20M rating data set
(https://grouplens.org/datasets/movielens/20m/), we initially select 5,000 movies and
10,000 users with the most reviews to form a user-movie matrix, where the entries represent user
ratings. The user features xu ∈ Rd′

are derived via singular value decomposition (SVD) with a
dimensionality of d′ = 20. Using the genome scores provided for each movie, we select the 20
tags with the highest variance and used their corresponding scores as movie features vi ∈ Rd′

. At
each time step t, given a user ut, we encode user information into the arm contexts following the
Generalized Matrix Factorization (GMF) approach [44, 88] by concatenating the features xi,t =

[xut
;vi] ∈ R2d′

, where c ∈ Ct and i ∈ [K], with K = 10. Finally, we concatenate a constant 0.01 to
each xi,t and normalize the entire vector to obtain xi,t ∈ Rd, where d = 41. The corruption-free arm
rewards r̃i,t are user ratings normalized to the range [0, 1]. We consider the scenario of "exaggerated
reward corruption": If a pulled arm xt is attacked and its corruption-free reward r̃t ≥ 0.5, we
exaggerate its reward to rt = 1. Conversely, if a pulled arm xt is attacked and its corruption-free
reward r̃t < 0.5, we downplay its reward to rt = 0.

For the Amazon Recommendation data set (https://jmcauley.ucsd.edu/data/amazon/
index_2014.html), each user-item pair is associated with a review and the corresponding user
rating. We transform the review text into vector representations to derive the arm contexts, following
the text processing procedure in the "Sentires" package [85, 58]. We then set d = 41 and apply L2

normalization, with an arm pool size of K = 10. Similarly, the corruption-free arm rewards r̃i,t
are normalized user ratings in the range [0, 1]. Unlike the MovieLens data set, we apply a "reverse
exaggerated corruption" approach here: If the pulled arm xt is attacked and its corruption-free reward
r̃t ≥ 0.5, we downplay its reward to rt = 0. Conversely, if the pulled arm xt is attacked and its
corruption-free reward r̃t < 0.5, we set the corrupted reward to rt = 1.

A.2 Additional experiments: parameter study

We also include additional experiments with different regularization parameter values λ and ex-
ploration parameter values ν. On the MNIST data set (corruption level C = 2000), we conduct
experiments for NeuralUCB-WGD and R-NeuralUCB. We present the parameter study results in
Tables 2 and 3. For both of our proposed algorithms, setting ν ∈ (0.1, 0.5] generally yields the
best performance. However, with an overly small exploration coefficient (e.g., ν = 0.05), optimal
empirical performance may not be achievable. Meanwhile, setting λ to smaller values, such as 0.001
or 0.0001, tends to result in the best performance. Increasingly large regularization parameter values
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Algorithm \ λ value λ = 0.1 λ = 0.01 λ = 0.001 λ = 0.0001

NeuralUCB-WGD 3244 ±95 2782 ±90 2156 ±105 2103 ±119
R-NeuralUCB 2933 ±101 2501 ±93 1989 ±67 2127 ±92

Table 2: Regret results for different exploration regularization parameter values λ (with std.)

Algorithm \ ν value ν = 1 ν = 0.5 ν = 0.1 ν = 0.05

NeuralUCB-WGD 2510 ±102 2154 ±121 2103 ±119 2278 ±85
R-NeuralUCB 2793 ±104 2163 ±88 1989 ±67 2197 ±65

Table 3: Regret results for different exploration parameter values ν (with std.)

can cause the trained model parameters θ to remain close to their random initialization θ0, which can
overly constrain the neural network’s capacity to fit the underlying reward mapping function. Thus,
practitioners can adjust the λ value based on specific application needs, as is common in other neural
bandit studies (e.g., [86]). In practice, starting with small values like 10−4 and performing a grid
search to identify the optimal λ is a reasonable approach for R-NeuralUCB and NeuralUCB-WGD.

B Complementary Discussions on the Content of the Main Body

In this section, we provide additional discussion to complement the main body content.

B.1 Boarder impacts

Since our objective is to deal with the potential adversarial attacks in machine learning applications,
this work can contribute to the goal of achieving trustworthy machine learning for general practitioners.
Therefore, we do not perceive significant negative societal impacts that can be generated by this work.

B.2 Limitations

One limitation of this work is the absence of a theoretical lower bound for neural bandits with
adversarial corruptions. We would like to mention that this problem is significantly challenging and
non-trivial. Given that we deal with an arbitrary reward function h(·), which is considerably different
from linear [42] and kernelized bandits [16], deriving the lower bound itself can lead to substantial
contributions, potentially leading to a separate line of research works (e.g., [70] under kernelized
bandit settings). Therefore, we consider the derivation of such a lower bound for neural bandits with
adversarial corruptions as an interesting and challenging future direction of this work. Additional
discussions on the lower bound can be found in Subsec. B.7.

B.3 Theoretical contributions and comparisons with vanilla Neural-UCB

Recall that we propose deriving the regret bound using NTK-based regression techniques. Unlike
linear bandit approaches (e.g., [42]) and kernel bandit methods (e.g., [16]), our regression is conducted
on the network gradients g(·;θ) := vec(∇θf(·;θ)), which serve as the mapping for gradient-based
NTK. In this framework, even for the same arm x, the NTK-embedded arm contexts can differ due
to the corrupted parameters g(x;θ) and the corruption-free parameters g(x; θ̃). To address this
challenge, we define two sets of regression parameters corresponding to the corrupted model and
the corruption-free model respectively. Then, using the corruption-free model f(·; θ̃), we derive the
confidence ellipsoid around its parameters θ̃. This serves as a proxy to quantify the parameter shift of
the trained corrupted model parameters θ, enabling us to establish the regret upper bound.

For the theoretical analysis of R-NeuralUCB presented in Theorem 5.6, we considerably modify
the regret analysis workflow due to the following reasons: (i) To achieve improved performance,
R-NeuralUCB differs from conventional neural bandit approaches by tuning separate sets of network
parameters for each candidate arm after perceiving arm context information; (ii) To achieve a tighter
regret bound and eliminate the assumption of a known corruption level C, unlike in Theorem E.1,
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we cannot quantify the impact of C using the confidence ellipsoid. To address this, let x∗
t and xt

represent the optimal arm and the chosen arm by the corrupted model, respectively. We decompose the
single-round pseudo-regret Rt = min{h(x∗

t )− h(xt), 1} into three components: (i) The prediction
error of the corruption-free model; (ii) The reward estimation discrepancy between the corruption-free
model and the corrupted model on the same arm; (iii) The arm selection discrepancy of the corrupted
model induced by adversarial corruptions. Next, we apply carefully designed arm weights in (4) to
guide the gradient descent process and mitigate the impact of adversarial corruptions. As a result,
R-NeuralUCB achieves non-trivial theoretical improvements: (i) removing the assumption of a known
corruption level C in regret analysis; (ii) eliminating the dependency on the NTK norm term S for
corruption-dependent terms in the regret bound; (iii) reducing the order of corruption-dependent
terms in the regret bound to the effective dimension d̃, from O(d̃3/2) to O(d̃), compared with our
base algorithm NeuralUCB-WGD and existing kernelized bandit algorithms (e.g., [16]).

In addition, as mentioned in Remark 5.3, existing neural bandit approaches typically impose sepa-
rateness assumptions on observed arm contexts, whereas we do not. For example, Neural-UCB [86]
assumes H ≻ 0, which requires that no two arms are parallel among {xi,t}i∈[K],t∈[T ]. In contrast,
by formulating our NTK Gram matrices (Definitions 5.1 and 5.2), we complete our proof without the
separateness assumption, reinforcing the theoretical robustness of our approach against possible arm
contexts selected by an adversary (e.g., duplicate arm contexts across time steps). As in Remark 5.8,
existing methods, including Neural-UCB [86, 84], generally define their NTK Gram matrices over all
TK observed arms, i.e., {xi,t}i∈[K],t∈[T ]. However, our NTK matrices (Definitions 5.1 and 5.2) are
based on AT and ĂT , where |ĂT | ≤ |AT | = 3T . This formulation can result in a tighter NTK norm
S compared with existing methods.

Upper bound for vanilla Neural-UCB. Meanwhile, to provide insights into the regret bound of
Neural-UCB, one possible approach is to follow a similar analysis to the regret bound of NeuralUCB-
WGD. The key idea here is to quantify the impact of adversarial corruptions on the confidence
ellipsoid around the trained parameters. Referring to the derivations in Lemma F.1, and denoting the
corruption-free confidence radius in round t as γ̃t−1, we obtain the corrupted confidence ellipsoid for
Neural-UCB as Ct−1 =

{
θ : ∥θ − θt−1∥Γt−1

≤ γt−1/
√
m
}

, where γt−1 = γ̃t−1 +O(CLλ−1/2).
This result is derived by setting wτ = 1 for τ ∈ [t − 1] and applying the fact that

∑
τ∈[t] cτ ≤ C,

along with Lemma G.2 and the initialization of the gradient covariance matrix Γ. Following the proof

flow of Lemma 5.3 in [86], we obtain a regret upper bound of Õ(d̃
√
T +

√
Sd̃T + CL

√
d̃T/λ),

which introduces an additional Õ(
√
T ) to the corruption-dependent term.

Over-parameterization. For most neural bandit works with experiments (e.g., [84, 86, 25, 9, 11]), a
gap exists between experiments and theoretical analysis. On one hand, as the number of layers L
and hidden dimension m increase, neural networks become progressively harder to train, more time-
consuming in inference, and more resource-intensive. To make neural bandits feasible for practical
applications, these works generally use a neural network of ordinary size for experiments. It has
been shown that even with ordinary-sized neural networks, neural bandit algorithms achieve notable
performance gains over linear and kernel-based methods [86, 84, 9, 11, 67]. On the other hand, from
a theoretical standpoint, neural networks need to be over-parameterized, with m ≥ O(poly(T )), to
approximate any arbitrary reward mapping function h(·). Additionally, with over-parameterization,
the difference between NTK-based regression models and neural networks becomes sufficiently small
for regret analysis, which is essential in neural bandit research. Therefore, we use a two-layer fully
connected network for experiments while performing theoretical analysis under over-parameterized
settings, as in most existing neural bandit works (e.g., [86, 84, 9, 11, 67]).

B.4 The definition and order of NTK norm parameter S

Recall that we have the NTK norm S defined as the upper bound of the weighted norm S ≥ ∥h̆∥H̆−1 ,
where h refers to the vector of expected rewards and H̆ refers to the NTK Gram matrix (Definition
5.2). We can follow existing neural bandit works [86, 50, 51, 84, 48] by considering that the reward
mapping function h(·) in (1) belongs to the Reproducing Kernel Hilbert Space (RKHS)H induced
by NTK. In this case, we can upper bound S with the RKHS norm, such that ∥h∥H ≥ S, and the
RKHS norm ∥h∥H will not grow along with the finite horizon T (Remark 4.8 in [86]).
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Meanwhile, we also would like to mention that this is a common formulation, and nearly all the
neural bandit works (e.g., [86, 50, 51, 84, 9, 48]) will include a comparable NTK norm term in
the regret bound. This is because the regret analysis of neural bandits is generally depending on
the NTK regression approach. In this case, when constructing the confidence ellipsoid within the
NTK-induced RKHS, we will need to involve the RKHS norm as the cost. Analogously, for the
kernelized contextual bandits works (e.g., [72, 28, 16]), they inevitably involve the RKHS norm into
the regret bound. For linear bandit works (e.g., [42]), they will also need to include an assumed
upper bound of the true parameter θ∗ norm in the Euclidean space, such that ∥θ∗∥2 is bounded by a
constant. Meanwhile, since the NTK norm term S stays invariant across candidate arms xi,t ∈ Xt,
we can treat S as a constant in practice (e.g., setting S = 1), and control the exploration intensity by
tuning the exploration parameter ν.

B.5 Details regarding the scaling of arm weights w

Recall that when defining the sample weights w
(τ)
i,t in (4), we use the minimum gradient norm

in the numerator to scale weights across the current candidate arms Xt, while introducing the
scaling parameter α > 0 to provide additional control from the practitioner’s perspective. Under
the stochastic contextual bandit settings, the learner receives the candidate arm pool Xt in each
round t from the environment, having little control over the minimum gradient norm, as Xt is only
revealed at round t. To address this, we introduce a tunable parameter α to control the minimum
value of w(τ)

i,t , aiming for a more stable learning process. Additionally, when deriving the regret
bound for R-NeuralUCB (Theorem 5.6), we scale the α values to ensure that the minimum weight
value is κ2. Without this scaling, such as by setting α = 1, an extra corruption-independent term

O(
√
β−1T d̃ log(1 + TK/λ)) would be added to the current regret bound, making the overall bound

less tight. Therefore, the scaling parameter α is essential for R-NeuralUCB.

Furthermore, the denominator of (4) consists of the product of two gradient norms: (i) the norm of
the previously chosen arm gτ , and (ii) the norm of the candidate arm ∥g(xi,t;θ)/

√
m∥Σ−1 . Here,

we use the squared norm in the numerator to balance with the norm product in the denominator. This
design is also critical for deriving the regret bound in Theorem 5.6. Without using the squared norm,
our current derivation would yield a corruption-dependent term of Õ(d̃

√
Tβ−1C), rather than the

current Õ(d̃β−1C).

To be specific, for scaling the arm weight based on κ, we first recall that in round t ∈ [T ], we have arm
weights w(τ)

i,t , τ ∈ [t − 1], i ∈ [K]. We can also denote w
(τ)
i,t = min

{
1, α · fracτ (xi,t;Xt, Σ̄t−1)

}
.

Here, instead of deeming α as a fixed value across horizon T , we can consider α to be varying
across different rounds, denoted by αt, t ∈ [T ]. With a shorthand for minimum fraction value
fracmin

t = mini∈[K],τ∈[t−1]

[
fracτ (xi,t;Xt, Σ̄t−1)

]
, we can set each αt = κ2/fracmin

t , κ ∈ (0, 1).
As a result, we can consequently have min{w(τ)

i,t }i∈[K],τ∈[t−1] = κ2, ∀t ∈ [T ].

B.6 Warm-start training for candidate arms

Recall that in each round t ∈ {2, . . . , T}, we need to train different sets of arm-specific parameters
θi,t−1, i ∈ [K] according to Algorithm 1, for each of the candidate arms xi,t ∈ Xt, i ∈ [K]. As
we have mentioned in the main body, we can adopt the idea of warm-start GD [13] in practice.
Here, instead of training each set of parameters θi,t−1 from the randomly initialized θ0, we tune
arm-specific parameters for each xi,t ∈ Xt with a small number of samples from current received
records Pt−1. With the formulated arm weights w

(τ)
i,t in (4), we first recall the arm-specific loss

function associated with arm xi,t as

Li,t(Pt−1;θ) =
∑

(xτ ,rτ )∈Pt−1

w
(τ)
i,t

2
·
∣∣f(xτ ;θ)− rτ

∣∣2 + mλ

2
· ∥θ − θ0∥22.

The idea is that instead of starting from θ0, we can initiate the GD process from the existing
network parameters θt−2 from the previous round t − 1, where θt−2 = θit−1,t−2 represents the
parameters associated with the chosen arm xt−1 = xit−1,t−1 in round t− 1. The pseudo-code for
this arm-specific warm-start GD process is provided in Algorithm 2.
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Algorithm 2 Warm-start training for R-NeuralUCB

1: Input: Candidate arm xi,t ∈ Xt. Training steps J̄ . Learning rates η. Batch size B. Regulariza-
tion parameter λ. Network parameters θt−2 from round t− 1. Received records Pt−1.

2: Output: Trained arm-specific network parameters θi,t−1 for arm xi,t ∈ Xt.

3: Sample a batch of training samples from Pt−1, denoted by P̂t−1 ⊆ Pt−1, where |P̂t−1| = B.
Following (4), calculate arm weights w(τ)

i,t for samples in P̂t−1.

4: θ
(0)
i,t−1 ← θt−2.

5: for each training step j ∈ J̄ do
6: θ

(j)
i,t−1 = θ

(j−1)
i,t−1 − η∇θLi,t(P̂t−1;θ

(j−1)
i,t−1 )

7: end for
8: θi,t−1 ← θ

(J̄)
i,t−1.

9: Return arm-specific network parameters θi,t−1.
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Figure 2: Number of parameters with hidden dimensions m. Inference time with warm-start.

As a result, in our experiments, to balance computational costs and model performance, we implement
the following strategies: (1) Inspired by meta-learning approaches [32], we apply warm-start gradient
descent (GD) by adapting previously trained network parameters θt−2 for each candidate arm, using
a small number of training samples rather than starting from θ0 with a large sample size; (2) Based
on our formulation of the warm-start GD process, we sample a fixed number of mini-batch training
samples (i.e., received arm-reward pairs) for each candidate arm to compute arm weights and perform
GD. Using a fixed number of training samples helps keep round-wise inference time relatively stable,
avoiding a drastic increase with T . Figure 2 illustrates the parameter count and inference time across
different hidden dimensions. As shown, inference time remains relatively stable due to the fixed
number of adaptation samples used for warm-start GD.

B.7 Additional discussions on the lower bound

Under linear bandit settings, there is a model-agnostic lower bound of corruption-dependent term
Ω(Cd) with probability at least 1/2 [17], which will also hold for neural bandit works as our h(·)
can be an arbitrary function. Meanwhile, the lower bounds for kernelized bandits tend to vary
depending on kernel characteristics, e.g., Ω(C(log(T ))d/2) for the SE kernel and Ω(C

v
d+v T

v
d+v ) for

the v-Matérn kernel [70, 16]. In this case, the order of term C and whether the lower bound depends
on non-logarithmic T , will both depend on the kernel properties. Therefore, given close connections
between NTK-based regression and over-parameterized networks, we hypothesize that such a lower
bound for neural bandits with corruption can depend on NTK properties. However, it will require
significant efforts and a well-established existing knowledge base (e.g., number of functions M
needed for the functional separateness condition [70, 19] regarding specified kernels) to obtain such
a lower bound for non-linear cases, especially considering few restrictions are imposed for reward
mapping h(·) for neural bandits. Since there are no existing works from neural bandits or NTK
perspectives, it can lead to a different line of research work by proving these results. Therefore, we
consider providing such a corruption-dependent regret lower bound as a challenging future direction.

Meanwhile, when C = 0, we obtain a corruption-free regret of Õ(d̃
√
T + S

√
d̃T ). By setting

C = Ω(RT /d), the regret bound becomes Õ
(
(d̃2
√
T + Sd̃3/2

√
T ) · Cβ−1d−1

)
. We note that,

following the proof flow of Theorem 4.12 in [42] and the learning problem defined in Assumption
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2.1 of [42], our effective dimension term d̃2 may depend on the horizon T and can grow with T [26].
Consequently, although the regret bound contains only

√
T terms, the overall order of the regret

bound could reach or exceed O(T ) due to the effective dimension d̃2, as discussed in [26]. This
behavior differs from that of linear bandits, where regret bounds generally depend on the horizon
T and other T -independent terms, such as context dimension d and a fixed T -independent linear
parameter norm ∥θ∗∥2. Therefore, our Theorem 5.6 will not contradict Theorem 4.12 in [42].
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C Regret Analysis for R-NeuralUCB

To begin with, recall that we aim to minimize the pseudo-regret for T rounds, denoted by

R(T ) =

T∑
t=1

Rt =

T∑
t=1

[
h(x∗

t )− h(xt)

]
where the second equality is due to the definition of reward mapping h in (1). We denote f(·) as
the bandit model we currently possess, which is trained with corrupted records Pt−1 up to round t.
Similarly, we can also suppose a corresponding imaginary corruption-free bandit model, which is
trained with corruption-free records P̃t−1. Similarly, the model parameters of our possessed f(·) are
denoted as θ, while the parameters of the imaginary corruption-free model will be denoted as θ̃.

Subsections outline and proof sketch. The content in this section is organized into the following
sub-components: In Subsection C.1, we first present theoretical properties related to our definitions of
the NTK Gram matrix (Definitions 5.1 and 5.2); In Subsection C.2, we decompose the single-round
objective Rt, t ∈ [T ] into its sub-components: (i) the first component represents the prediction
error of the corruption-free model; (ii) the second component measures the potential arm selection
discrepancy of the corrupted model caused by adversarial corruptions; and (iii) the third component
captures the estimation discrepancy between the corruption-free model and the corrupted model.
Next, in Subsection C.3, we bound the cumulative pseudo-regret R(T ) (proof of Theorem 5.6). Using
the auxiliary sequence introduced in Subsection C.4, we bound the components of the single-round
regret in Subsections C.5 through C.8. Finally, we discuss bounding the minimum fraction term β
in Subsection C.9, particularly when the observed arm contexts lie nearly within a low-dimensional
subspace of the RKHS induced by NTK.

C.1 Theoretical Results with NTK Gram Matrices

We will first introduce some results, in order to link the NTK matrices (Def. 5.1 and Def. 5.2) with
the reward mapping function h(·) and the gradient covariance matrix Σ (Algorithm 1).
Lemma C.1. With probability at least 1− δ, if network width m satisfies the condition in Theorem
5.6, for any x ∈ AT , there exists a set of parameters θ∗ such that

h(x) = ⟨g(x;θ0),θ
∗ − θ0⟩ (C.1)

where parameters θ∗ satisfy ∥θ∗ − θ0∥ ≤ S/
√
m, along with the NTK norm S ≥

√
2h̆

⊺
H̆−1h̆.

Proof. The proof of this lemma is inspired by that of Lemma 5.1 in [86]. However, we build
our proof upon the non-duplicate arms ĂT and the corresponding NTK Gram matrix H̆ (Def. 5.2),
instead of imposing the full-rank assumption on the conventional NTK matrix H (Def. 5.1). Here,
we recall that the matrix H̆ is naturally positive definite (λ̆0 = λmin(H̆) > 0), as it is the NTK Gram
matrix built upon a set of distinct arms that are not parallel (Fact 5.4).

Then, consider the gradient matrix with no-duplicate arms Ğ = [g(x;θ0)]x∈ĂT
/
√
m ∈ Rp×|ĂT |,

where p represents the total number of parameters in the neural network. As a result, by applying
conclusion from Lemma C.3 and due to the fact that |ĂT | ≤ 3T , with the network width m ≥
Ω(L6 log(TL/δ)/ϵ), ∀ϵ > 0 and the probability at least 1− δ, we will have

∥Ğ⊺Ğ− H̆∥F ≤ |ĂT | · ϵ.

By setting ϵ = λ̆0

2|ĂT | , we will have

Ğ⊺Ğ ⪰ H̆− ∥Ğ⊺Ğ− H̆∥F I ⪰ H̆− λ̆0/2I ⪰ H̆/2 ≻ 0.

where the last two inequalities are due to Fact 5.4 that H̆ ⪰ λ̆0I ≻ 0. Analogous to Lemma 5.1 in
[86], we consider the singular value decomposition of Ğ being Ğ = P̆ĂQ̆⊺, where we naturally
have Ă ≻ 0 since H̆ is positive definite. Then, with the expected reward vector h̆ (Def. 5.2), we have

h̆ = (Q̆ĂP̆⊺) · (P̆Ă−1Q̆⊺) · h̆ =
√
m · Ğ⊺(θ∗ − θ0),
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by considering there exists a set of parameters θ∗ = θ0 + (P̆Ă−1Q̆⊺) · h̆/
√
m.

Therefore, since h̆ =
√
m · Ğ⊺(θ∗ − θ0), we will have ∀x ∈ ĂT ,

h(x) = ⟨g(x;θ0),θ
∗ − θ0⟩.

Meanwhile, since Ğ⊺Ğ ⪰ H̆/2, by applying Lemma G.8, we will have the distance

m · ∥θ∗ − θ0∥22 = h⊺Q̆Ă−1P̆⊺ · P̆Ă−1Q̆⊺h = h⊺(Ğ⊺Ğ)−1h ≤ 2h⊺H̆−1h.

Finally, since the above results holds ∀x ∈ ĂT , due to the fact that ĂT contains all the unique
arms of the collection AT , we will directly have the above results regarding parameters θ∗ feasible
∀x ∈ AT . This completes the proof.

Lemma C.2. Suppose m satisfies the conditions in Theorem 5.6. Suppose the gradient matrix with
randomly initialized parameters is Σ(0) = λI+

∑
x∈A g(x;θ0) · g(x;θ0)

⊺/m, upon an arbitrary
subset A ⊆ AT of arm collection AT . With probability at least 1 − δ over the initialization, the
result holds:

log

(
detΣ(0)

detλI

)
≤ d̃ log(1 + TK/λ) + 1.

Proof. First, recall that we have AT as the arm collection of: (i) the chosen arms {xt}Tt=1; (ii) the
optimal arms {x∗

t }Tt=1; (iii) and the imaginary ones {x̃t}Tt=1 chosen by the corruption-free model.
This makes its cardinality |AT | = 3T . Thus, for the left hand side, we have

log
det(Σ(0))

det(λI)
≤ log det(λI+

∑
x∈AT

g(x;θ0)g(x;θ0)
⊺/m) = det(λI+G0G

⊺
0),

where we define gradient matrix G0 =
[
g(x;θ0)/

√
m
]
x∈AT

∈ Rp×(3T ) based on arm collection
AT . Here, based on Lemma C.3, we can bound the distance between the Gradient matrix product
G⊺

0G0 and the NTK matrix H (Def. 5.1), as

∥G⊺
0G0 −H∥ ≤ 3T · 1

3T · O(
√
T/λ)

=
1

O(
√
T/λ)

,

by setting ϵ = 1
3T ·O(

√
T/λ)

. The above results will hold, as long as we have the network width

m ≥ Ω((TL)6 log(TL/δ)/λ4), matching the conditions in Theorem 5.6. As a result, we can have

log det(I+G⊺
0G0/λ)

= log det(I+H/λ+ (G⊺
0G0 −H)/λ)

≤ log det(I+H/λ) + ⟨(I+H/λ)−1, (G⊺
0G0 −H)/λ⟩

≤ log det(I+H/λ) + ∥(I+H/λ)−1∥F ∥G⊺
0G0 −H∥F /λ

≤ log det(I+H/λ) +O(
√
T/λ) · ∥G⊺

0G0 −H∥F
≤ log det(I+H/λ) + 1

= d̃ log(1 + TK/λ) + 1.

The first inequality is because the concavity of log det(·) function; The third inequality is due to
∥(I+Hλ)−1∥F ≤ ∥I−1∥F ≤

√
T ; The fourth inequality is by applying the above distance upper

bound ∥G⊺
0G0 − H∥ ≤ 1

O(
√
T/λ)

. The last inequality is because of the choice the m; The last

equality is because of the Definition of d̃. The proof is completed.

Lemma C.3. With the randomly initialized network parameters θ0 ∈ Rp and a collection of arms
A ⊂ Rd, define the gradient matrix GA = [g(x;θ0)]x∈A ∈ Rp×|A|. Following the recursive
procedure in Def. 5.1 (7), construct the NTK Gram matrix HA based on arms A. Then, with the
probability at least 1− δ, we will have

∥G⊺
AGA −HA∥F ≤ |A| · ϵ,

with the network width m ≥ Ω(L6 log(|A|L/δ)/ϵ4).
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Proof. The proof of this lemma is analogous to the proof of Lemma B.1 in [86]. Based on Theorem 3.1
from [4], we have that for any two arms x,x′ ∈ A, as the network width m ≥ Ω(L6 log(L/δ)/ϵ4),
we will have |⟨g(x;θ0), g(x

′;θ0)⟩/m−HA[x,x
′]| ≤ ϵ, where HA[x,x

′] represents the element
in NTK Gram matrix HA that corresponds to arms x and x′.

Next, taking the union bound over all the arms in A, we will have

∥G⊺
AGA −HA∥F =

√∑
x∈A

∑
x′∈A

|⟨g(x;θ0), g(x′;θ0)⟩/m−HA[x,x′]|2 ≤ |A| · ϵ,

as long as the network width m ≥ Ω(L6 log(|A|L/δ)/ϵ4).

C.2 Bounding single-round regret

With the above results linking the NTK to the neural model, we proceed to bound the single-round
regret Rt for t ∈ [T ]. This single-round regret will then be aggregated to obtain the cumulative regret
R(T ) =

∑
t∈[T ] Rt.

Based on Lemma C.1, we have the expected reward of an arm x ∈ Xt being

E[r|x] = h(x) = ⟨g(x;θ0), θ
∗ − θ0⟩

where there exist parameters θ∗ such that ∥θ∗ − θ0∥ ≤ S/
√
m. Meanwhile, apart from the trained

parameters θt−1 based on chosen arms as well as the corresponding received rewards {xτ , rτ}τ∈[t−1],
we also denote the imaginary corruption-free parameters θ̃t−1, which is trained with the chosen arms
along with their unknown corruption-free rewards {xτ , r̃τ}τ∈[t−1], for the sake of analysis.

C.2.1 Decomposing the single-round regret

To bound the single-round regret Rt, we first decompose the objective into several individual terms,
and then bound them individually. For reference, the parameters θt−1, covariance matrix Σt−1,
confidence ellipsoid Ct−1, and weights wt pertain to the chosen arm xt, with the arm index i ∈ [K]
omitted for simplicity of notation.

Arm selection scores. First, recall that based on the arm pulling mechanism (line 13, Algorithm 1)
and the benefit score (6) (Lemma C.11), the chosen arm xt ∈ Xt is selected by

xt = arg max
xi,t∈Xt

[
f(xi,t;θi,t−1) + γi,t−1 ·

√
g(xi,t;θi,t−1)⊺Σ

−1
i,t−1g(xi,t;θi,t−1)/m

]
= arg max

xi,t∈Xt

U(xi,t),

where we denote the corresponding score shorthand as

U(xi,t) = f(xi,t;θi,t−1) + γi,t−1 ·
√
g(xi,t;θi,t−1)⊺Σ

−1
i,t−1g(xi,t;θi,t−1). (C.2)

Analogously, with θ̃i,t−1 being the parameters trained on same set of chosen arms and the corre-
sponding corruption-free rewards, we denote

Ũ(xi,t) = f(xi,t; θ̃i,t−1) + γ̃i,t−1 ·
√
g(xi,t; θ̃i,t−1)⊺Σ̃

−1

i,t−1g(xi,t; θ̃i,t−1), (C.3)

with corresponding covariance matrix Σ̃i,t−1 = λI+
∑

τ∈[t−1] w
(τ)
i,t ·g(xτ ; θ̃τ−1)g(xτ ; θ̃τ−1)

⊺/m,

and the coefficient γ̃i,t−1 based on Σ̃i,t−1 following the definition from (6). It is obvious that the
arm selection depends on the trained network parameters, and thus if the corruption makes the makes
the trained network parameters θi,t−1 deviate from the corruption-free ones θ̃i,t−1, it will lead to
discrepancy in terms of arm selection decisions.

Alternative forms of selection scores. On the other hand, to maintain the consistency with the form
of (C.1) in Lemma C.1, we can consider an alternative form of arm selection being

V (xi,t) =
〈
g(xi,t;θ0), θi,t−1 − θ0

〉
+ γi,t−1 ·

√
g(xi,t;θi,t−1)⊺Σ

−1
i,t−1g(xi,t;θi,t−1)/m

= max
θ∈Ci,t−1

〈
g(xi,t;θ0), θ − θ0

〉 (C.4)
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where we have Ci,t−1 := {θ : ∥θ − θi,t−1∥Σi,t−1 ≤ γi,t−1/
√
m, γi,t−1 > 0} being the confi-

dence ellipsoid of for the actual trained parameters θi,t−1, trained with possibly corrupted records.
γi,t−1 > 0 represents the radius of the confidence ellipsoid; and the last equality in (C.4) is due
to maxx:∥x−b∥A≤c⟨a,x⟩ = ⟨a, b⟩ + c ·

√
a⊺A−1a [86]. Analogously, for the corruption-free

parameters θ̃i,t−1, we also define its confidence ellipsoid C̃i,t−1 := {θ : ∥θ − θ̃i,t−1∥Σ̃i,t−1
≤

γ̃i,t−1/
√
m, γ̃i,t−1 > 0}, with γ̃i,t−1 > 0 being the radius of the confidence ellipsoid, and by Lemma

C.10, we will have θ∗ ∈ C̃i,t−1. As a result, we can also formulate an alternative form for arm
selection as

Ṽ (xi,t) =
〈
g(xi,t;θ0), θ̃i,t−1 − θ0

〉
+ γ̃i,t−1 ·

√
g(xi,t; θ̃i,t−1)⊺Σ̃

−1

i,t−1g(xi,t; θ̃i,t−1)/m

= max
θ̃∈C̃i,t−1

〈
g(xi,t;θ0), θ̃ − θ0

〉
.

(C.5)

Here, the radius of the confidence ellipsoid for the corruption-free parameters γ̃i,t−1, is provided in
Lemma C.10, ensuring that θ∗ ∈ C̃i,t−1. On the other hand, deriving the radius for the trained model,
γi,t−1 in face of potential corruptions, is considerably more challenging. With our carefully designed
arm weights in (4), we manage to establish the updated confidence ellipsoid in Lemma C.12, along
with the corresponding UCB for reward estimation (Lemma C.11).

Note that our UCB-based exploration score (6) is also motivated by Lemma C.11. For a specific arm
xi,t ∈ Xt, our UCB-type exploration score includes only terms related to xi,t, omitting constant
and arm-invariant parts. This approach is intuitive, as arm-independent terms do not influence arm
selection (line 13, Algorithm 1), and they will remain the same across candidate arms Xt. Moreover,
with a sufficiently large network width m as in Theorem 5.6, a majority of these terms can be further
reduced to O(1).
Decomposing the single-round objective. Up to the time step t ∈ [T ], denoting xt,x

∗
t ∈ Xt being

the chosen arm and the optimal arm in each round respectively, we will have the corresponding regret
bound for step t as:

Rt = min

{
h(x∗

t )− h(xt), 1

}
= min

{
h(x∗

t )− Ṽ (xt) + Ṽ (xt)− h(xt)︸ ︷︷ ︸
ŨCBt(xt)

, 1

}

= min

{
ŨCBt(xt) + h(x∗

t )− V (xt)︸ ︷︷ ︸
IR1

+V (xt)− Ṽ (xt)︸ ︷︷ ︸
IR2

, 1

} (C.6)

where the first equality is because we have the expected rewards in bounded value range [0, 1]. Here,
with the three terms after decomposing the single-round regret Rt, we can bound the first term
ŨCBt(xt) with Lemma C.9, while bounding the two error terms IR1

and IR2
with Lemma C.6 and

Lemma C.4 respectively.

C.3 Bounding cumulative regret R(T ) (Proof of Theorem 5.6)

First, we would like to mention that since both the expected corrupted reward E[r] and the expected
corruption-free reward E[r̃] fall within the range [0, 1], as defined in (1), it follows that C ≤ T . In
this case, as long as the network width requirement m ≥ Ω(poly(T )) in Theorem 5.6 is adequately
satisfied, this naturally implies m ≥ Ω(poly(C, T )) with a sufficiently large network width m. This
also indicates that knowledge of C is not mandatory for setting m before the online learning process
begins. The above clarification will also be used to establish the final regret bound.

Then, with the derived results in terms of single-round regret Rt, t ∈ [T ], we can then
proceed to bound the cumulative regret over T rounds. By definition in (C.6), we have

R(T ) =
∑T

t=1 min

{
ŨCBt(xt)+h(x∗

t )− V (xt)︸ ︷︷ ︸
IR1

+V (xt)− Ṽ (xt)︸ ︷︷ ︸
IR2

, 1

}
. Recall that the first term

ŨCBt(xt) can be bounded with Lemma C.9, while we bound the other two error terms IR1
and IR2
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with Lemma C.6 and Lemma C.4 respectively. Next, with the conclusions from above lemmas, we
will have

R(T ) =

T∑
t=1

min

{
ŨCBt(xt) + h(x∗

t )− V (xt)︸ ︷︷ ︸
IR1

+V (xt)− Ṽ (xt)︸ ︷︷ ︸
IR2

, 1

}

≤
T∑

t=1

min

{
2γ̃t−1 · ∥g(xt; θ̃t−1)/

√
m∥Σ̃−1

t−1
+ γt−1 · ∥g(xt;θt−1)/

√
m∥Σ−1

t−1

+O(αC) ·
∥∥∥∥g(xt;θt−1)/

√
m

∥∥∥∥2
(Σ̄t−1)−1

+O(
√
λS) ·

∥∥∥∥g(x̃t;θĩt,t−1)/
√
m

∥∥∥∥
(Σ′

t−1)
−1

+O(αC) ·
∥∥∥∥g(xt;θt−1)/

√
m

∥∥∥∥2
(Σ̄t−1)−1

+O
(√

λS
)
·
∥∥∥∥g(xt;θt−1)/

√
m

∥∥∥∥
(Σ̄t−1)−1

+O(m−2/3 log(m)L7/2t5/3λ−5/3(1 +
√
t/λ))

+O(m−1/6
√

log(m)t1/6λ−7/6L2/7) +O(Sm−1/6
√

log(m)t1/6λ−1/6L2/7)

+ ν ·
√
1 +O(m−1/6

√
log(m)L4t7/6λ−7/6) · O(m−1/12 log1/4(m)L3t5/6λ−7/12)

+O(m−1/6t2/3λ−2/3
√

log(m)L7/2) +O(m−1/6t1/6λ−7/6
√
log(m)L7/2)

+ γt−1 · O(m−1/12t7/12λ−13/12 log1/4(m)Lt/2) +O(m−2/3 log(m)L7/2t5/3λ−5/3(1 +
√
t/λ)), 1

}
where "weight-free" covariance matrices are Σ̄t−1 = λI+

∑
τ∈[t−1] g(xτ ;θτ−1)g(xτ ;θτ−1)

⊺/m,
and Σ′

t−1 = λI+
∑

τ∈[t−1] g(x̃τ ;θĩτ ,τ−1)g(x̃τ ;θĩτ ,τ−1)
⊺/m. Afterwards, with sufficient network

width m that satisfies the conditions in Theorem 5.6, the majority of the terms on the RHS of (C.7),
which contain m to the negative order, can be reduced to O(1). Thus, we will then have

R(T ) ≤ O(1) +
T∑

t=1

min

{
2γ̃t−1 · ∥g(xt; θ̃t−1)/

√
m∥Σ̃−1

t−1
+ γt−1 · ∥g(xt;θt−1)/

√
m∥Σ−1

t−1

+O(αC) ·
∥∥∥∥g(xt;θt−1)/

√
m

∥∥∥∥2
(Σ̄t−1)−1

+O(
√
λS)

∥∥∥∥g(x̃t;θĩt,t−1)/
√
m

∥∥∥∥
(Σ′

t−1)
−1

+O(αC) ·
∥∥∥∥g(xt;θt−1)/

√
m

∥∥∥∥2
(Σ̄t−1)−1

+O
(√

λS
)
·
∥∥∥∥g(xt;θt−1)/

√
m

∥∥∥∥
(Σ̄t−1)−1

, 1

}

≤ O(1) +
T∑

t=1

min

{
2γ̃t−1 · ∥g(xt; θ̃t−1)/

√
m∥Σ̃−1

t−1
+ γt−1 · ∥g(xt;θt−1)/

√
m∥Σ−1

t−1
1

}

+O(αC) ·
T∑

t=1

min

{∥∥∥∥g(xt;θt−1)/
√
m

∥∥∥∥2
(Σ̄t−1)−1

, 1

}

+O(
√
λS)

√√√√T

T∑
t=1

min

{∥∥∥∥g(x̃t;θĩt,t−1)/
√
m

∥∥∥∥2
(Σ′

t−1)
−1

, 1

}

+O
(√

λS
)
·

√√√√T

T∑
t=1

min

{∥∥∥∥g(xt;θt−1)/
√
m

∥∥∥∥2
(Σ̄t−1)−1

, 1

}
(C.7)

where the second inequality is by applying the triangular inequality. Then, denote wmin =

min[{w(τ)
t , w

(τ)

ĩt,t
}t∈[T ],τ∈[t−1]]. Analogously, we also have the round-wise minimum weight value

being wmin
t = min{w(τ)

i,t }i∈[K],τ∈[t−1] = κ2 < 1, ∀t ∈ [T ], which will be used to determine our

scaling parameter α. With our notation from Theorem 5.6, this intuitively leads to α ≤ κ2

β . As a
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result, we can therefore have

R(T ) ≤ O(1) +
T∑

t=1

min

{
2γ̃t−1 · ∥g(xt; θ̃t−1)/

√
m∥Σ̃−1

t−1
+ γt−1 · ∥g(xt;θt−1)/

√
m∥Σ−1

t−1
, 1

}
+O

(
Cβ−1κ2

)
· log det(Σ̄T )

det(λI)
+O

(√
λS

)
·
√
T log

det(Σ̄T )

det(λI)
+O(

√
λS) ·

√
T log

det(Σ′
T )

det(λI)

≤ O(1) +
T∑

t=1

min

{
2γ̃t−1 · ∥g(xt; θ̃t−1)/

√
m∥Σ̃−1

t−1
+ γt−1 · ∥g(xt;θt−1)/

√
m∥Σ−1

t−1
, 1

}
+O

(
Cβ−1κ2

)
· d̃ log(1 + TK/λ) +O

(√
λS

)
·
√

T d̃ log(1 + TK/λ)

≤ O(1) +
T∑

t=1

min

{
2

γ̃t−1√
wmin

· ∥
√
wming(xt; θ̃t−1)/

√
m∥Σ̃−1

t−1
, 1

}

+

T∑
t=1

min

{
γt−1√
wmin

· ∥
√
wming(xt;θt−1)/

√
m∥Σ−1

t−1
, 1

}
+O

(
Cβ−1κ2

)
· d̃ log(1 + TK/λ) +O

(√
λS

)
·
√

T d̃ log(1 + TK/λ)

(C.8)

where the first inequality is because the auxiliary matrices Σ̄(0)
t−1 and Σ′

t−1 do not involve arm weights,
thus we can directly applying the Lemma G.7 and Lemma G.6. The second inequality is by applying
Lemma C.2. Meanwhile, since Σ′

t−1 is not defined w.r.t. randomly initialized θ0, we additional apply
the Lemma G.6 in terms of the matrix determinant difference to derive the results, where the extra
term will also be reduced toO(1) with sufficiently large m. Afterwards, for the rest of the summation
terms in (C.8), we can have

R(T ) ≤ O( γ̃T√
wmin

)

√√√√T

T∑
t=1

min

{
∥
√
wming(xt; θ̃t−1)/

√
m∥2

Σ̃−1
t−1

, 1

}

+O( γT√
wmin

)

√√√√T

T∑
t=1

min

{
∥
√
wming(xt;θt−1)/

√
m∥2

Σ−1
t−1

, 1

}
+O

(
Cβ−1κ2

)
· d̃ log(1 + TK/λ) +O

(√
λS

)
·
√

T d̃ log(1 + TK/λ) +O(1)

≤ 1
√
wmin

O
(
ν

√
log

det(Σ̃T )

det(λI)
− 2 log(δ) + λ1/2S + ν

√
log

det(ΣT )

det(λI)
− 2 log(δ) + λ1/2S

)
·
√
T d̃ log(1 + TK/λ)

+O
(
Cβ−1κ2

)
· d̃ log(1 + TK/λ) +O

(√
λS

)
·
√

T d̃ log(1 + TK/λ) +O(1)

≤ 1
√
wmin

O
(
λ1/2S + ν

√
log

det(Σ̃
(0)
T )

det(λI)
+O(m−1/6

√
log(m)L4T 5/3λ−1/6)− 2 log(δ)

+ ν

√
log

det(Σ
(0)
T )

det(λI)
+O(m−1/6

√
log(m)L4T 5/3λ−1/6)− 2 log(δ)

)√
T d̃ log(1 + TK/λ)

+O
(
Cβ−1κ2

)
· d̃ log(1 + TK/λ) +O

(√
λS

)
·
√

T d̃ log(1 + TK/λ) +O(1),
(C.9)

where the second inequality is by applying Lemma G.7 and Lemma C.2, as well as the definition
of coefficients γT , γ̃T , along with the fact that γT ≥ γt, γ̃T ≥ γ̃t, t ∈ [T ]. The last inequality is
by applying Lemma G.6. With sufficiently large network width m as in Theorem 5.6, we can have
O(m−1/6

√
log(m)L4T 5/3λ−1/6) ≤ O(1). Then, due to the fact that Σ̄(0)

T ⪰ Σ̃
(0)
T ,Σ

(0)
T , applying
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the Lemma C.2, it will then lead to

R(T ) ≤ 1
√
wmin

O
(
ν

√
d̃ log(1 + TK/λ)− 2 log(δ) + λ1/2S

)√
T d̃ log(1 + TK/λ)

+O
(
Cβ−1κ2

)
· d̃ log(1 + TK/λ) +O(1)

≤ O
(
ν

√
d̃ log(1 + TK/λ)− 2 log(δ) + λ1/2S

)√
T d̃ log(1 + TK/λ)/κ2

+O
(
Cβ−1d̃κ2 log(1 + TK/λ)

)
(C.10)

where the second inequality is by setting the tunable parameter α in each round accordingly, in
order to ensure wmin = κ2 < 1. Here, we remind that our regret analysis does not require
the learner to know the minimum fraction value β before the online learning process, where
β = mint∈[T ],τ∈[t−1]

[
min{fracτ (xt;Xt, Σ̄t−1), fracτ (x̃t;Xt, Σ̄t−1)}

]
. As we have mentioned,

in practice, the learner can scale the α values in each round to make sure the round-wise minimum
weight value wmin

t = min{w(τ)
i,t }i∈[K],τ∈[t−1] = κ2 < 1, ∀t ∈ [T ] (Subsec. B.5).

C.4 Auxiliary sequences: Regression parameters and gradient descent parameters

To bridge neural models with NTK regression, we have two different routes to decouple the effects
of adversarial corruptions from the received arm rewards. First, we define the gradient-based ridge
regression parameters specific to a candidate arm xi,t ∈ Xt in round t ∈ [T ], as

Σ
(0)
i,t−1 = λI+

∑
τ∈[t−1]

w
(τ)
i,t g(xτ ;θ0) · g(xτ ;θ0)

⊺/m,

Σi,t−1 = λI+
∑

τ∈[t−1]

w
(τ)
i,t g(xτ ;θτ−1) · g(xτ ;θτ−1)

⊺/m,

Σ̃i,t−1 = λI+
∑

τ∈[t−1]

w
(τ)
i,t g(xτ ; θ̃τ−1) · g(xτ ; θ̃τ−1)

⊺/m,

b
(0)
i,t−1 =

∑
τ∈[t−1]

w
(τ)
i,t g(xτ ;θ0) · rτ/

√
m, bi,t−1 =

∑
τ∈[t−1]

w
(τ)
i,t g(xτ ;θτ−1) · rτ/

√
m,

b̃
(0)

i,t−1 =
∑

τ∈[t−1]

w
(τ)
t g(xτ ;θ0) · r̃τ/

√
m, b̃i,t−1 =

∑
τ∈[t−1]

w
(τ)
i,t g(xτ ;θτ−1) · r̃τ/

√
m,

(C.11)

where {xτ , rτ}, τ ∈ [t] respectively stand for the chosen arms as well as their rewards, while
{xτ , r̃τ}, τ ∈ [t] refer to chosen arms and their imaginary corruption-free rewards. For notation
simplicity, we use w

(τ)
t , τ ∈ [t− 1] to denote the arm weights for xt.

Meanwhile, given an candidate arm xi,t ∈ Xt with arm weight w(τ)
i,t defined in (4), we can try

to bound the I2 term by decomposing the adversarial corruptions with a series auxiliary gradient
sequences {θ0,Θ

(1), . . . ,Θ(J)} as in Lemma D.1, such that for j-th iteration

Θ(j+1) = Θ(j) − η ·
[
J(0) ·W ·

(
[J(0)]⊺(Θ(j) − θ0)− y

)
+mλ(Θ(j) − θ0)

]
as well as an analogous sequence for corruption-free parameters

Θ̃
(j+1)

= Θ̃
(j)
− η ·

[
J(0) ·W ·

(
[J(0)]⊺(Θ̃

(j)
− θ0)− ỹ

)
+mλ(Θ̃

(j)
− θ0)

]
where J(0) :=

(
g(x1;θ0), g(x2;θ0), . . . , g(xt−1;θ0)

)
∈ Rp×(t−1), and W refers to the diagonal

matrix of arm weights {w(τ)
i,t }τ∈[t−1], along with the reward vectors y, ỹ ∈ Rt−1 separately being

the vector of received rewards and corruption-free rewards. In particular, with [J(0)]τ being the τ -th
column of matrix J(0), the auxiliary sequence Θ(j) can be deemed as applying Gradient Descent to
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solve the following optimization problem

min
Θ
L(Θ) =

∑
τ∈[t−1]

1

2
· w(τ)

i,t ·
∥∥∥∥[J(0)]⊺τ (Θ− θ0)− yτ

∥∥∥∥2
2

+
1

2
·mλ ·

∥∥∥∥Θ− θ0

∥∥∥∥2
2

(C.12)

Analogously, we can also derive the optimization problem for the sequence of corruption-free

auxiliary parameters Θ̃
(j)

, by applying the same definition of weight matrix W. Since the arm
weights w ≤ 1 by definition, we will also have the diagonal matrix norm ∥W∥2 ≤ 1.

Notation simplicity. For reference, we remind that the parameters θt−1, covariance matrix Σt−1,
confidence ellipsoid Ct−1, and weights wt pertain to the chosen arm xt, with the arm index i ∈ [K]
omitted for simplicity of notation. Meanwhile, the gradinet covariance matrix Σi,t−1, confidence
ellipsoid Ci,t−1, and weights wi,t are associated with each candidate arm xi,t for i ∈ [K].

C.5 Bounding the error term IR2 in (C.6)

Recall that to derive the upper bound for the single-round regret Rt, we need to respectively bound
the three error terms on the RHS of (C.6). Here, we first bound term IR2 with the following Lemma
C.4.
Lemma C.4. Suppose the imaginary neural network f(·; θ̃t−1) in round t ∈ [T ] has been trained on
corruption-free rewards {xτ , r̃τ}τ∈[t−1]. Meanwhile, f(·) is an L-layer FC network with width m.
Suppose we have m,J, η satisfying the conditions in Theorem 5.6. Then, for the chosen arm xt ∈ Xt,
with the probability at least 1− δ, we will have

IR2
=V (xt)− Ṽ (xt)

≤ γt−1 · ∥g(xt;θt−1)/
√
m∥Σ−1

t−1
+O(m−1/6

√
log(m)t1/6λ−7/6L2/7)

+O(αC) ·
∥∥∥∥g(xt;θt−1)/

√
m

∥∥∥∥2
(Σ̄t−1)−1

+O(
√
λS)

∥∥∥∥g(xt;θt−1)/
√
m

∥∥∥∥
(Σ̄t−1)−1

+O(m−2/3 log(m)L7/2t5/3λ−5/3(1 +
√
t/λ)) +O(Cm−1/6

√
log(m)t7/6λ−1/6L5)

+O(Cm−1/6
√

log(m)t1/6λ−7/6L4)

+O(m−1/6
√

log(m)t2/3λ−2/3L7/2).

By definition, we have γt−1 = O
(
ν
√
log det(Σt−1)

det(λI) − 2 log(δ) + λ1/2S
)
, as well as the gradient

covariance matrix Σ̄t−1 = λI+
∑

τ∈[t−1] g(xτ ;θτ−1)g(xτ ;θτ−1)
⊺/m. The minimum round-wise

arm weight wmin
t = min{w(τ)

i,t }i∈[K],τ∈[t−1] = κ2 < 1, ∀t ∈ [T ] by scaling parameter α.

Proof. For the error term IR2 , we have

IR2
= V (xt)− Ṽ (xt)

= max
θ∈Ct−1

⟨g(xt;θ0), θ − θ0⟩ − max
θ̃∈C̃t−1

⟨g(xt;θ0), θ̃ − θ0⟩

≤ max
θ∈Ct−1

⟨g(xt;θ0), θ − θ0⟩ − ⟨g(xt;θ0), θ̃t−1 − θ0⟩

≤ max
θ∈Ct−1

⟨g(xt;θ0), θ − θ0⟩ − ⟨g(xt;θt−1), θ̃t−1 − θ0⟩+O(m−1/6
√

log(m)t2/3λ−2/3L7/2)

= max
θ∈Ct−1

⟨g(xt;θ0), θ − θt−1⟩ − ⟨g(xt;θt−1), θ̃t−1 − θt−1⟩+O(m−1/6
√

log(m)t2/3λ−2/3L7/2)

= max
θ∈Ct−1

⟨g(xt;θ0), θ − θt−1⟩︸ ︷︷ ︸
Projection difference

+| ⟨g(xt;θt−1), θ̃t−1 − θt−1⟩︸ ︷︷ ︸
I2

|+O(m−1/6
√
log(m)t2/3λ−2/3L7/2)

(C.13)

where the first inequality is because of the definition of confidence ellipsoids C̃t−1 and Ct−1. The
second inequality is by applying Lemma G.3 and Lemma G.4. Here, we have the first term on
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the RHS is bounded by Corollary C.5, where this term is used to represent the gradient projection
difference, between the confidence ellipsoid center parameters θt−1 and the other parameters in this
confidence ellipsoid θ ∈ Ct−1. Meanwhile, term I2 will be bounded by Corollary C.8.

Corollary C.5. Suppose the imaginary neural network f(·; θ̃t−1) in round t ∈ [T ] has been trained
on corruption-free rewards {xτ , r̃τ}τ∈[t−1]. Meanwhile, f(·) is an L-layer FC network with width
m. Suppose we have m,J, η satisfying the conditions in Theorem 5.6. Then, for the chosen arm
xt ∈ Xt, with the probability at least 1− δ, we will have

max
θ∈Ct−1

⟨g(xt;θ0), θ − θt−1⟩ ≤ γt−1 · ∥g(xt;θt−1)/
√
m∥Σ−1

t−1
+O(m−1/6

√
log(m)t1/6λ−7/6L2/7),

and the corresponding summation value being∑
t∈[T ]

min
{

max
θ∈Ct−1

⟨g(xt;θ0), θ − θt−1⟩, 1
}

≤ 1√
wmin

t

O
(
ν

√
log

det(ΣT )

det(λI)
− 2 log(δ) + λ1/2S

)
·

√
2T · log det(ΣT )

det(λI)
.

+O(Sm−1/6
√
log(m)T 7/6λ−1/6L2/7) +O(m−1/6

√
log(m)T 7/6λ−7/6L2/7).

By definition, we have the radius of Ct−1 being γt−1 = O
(
ν ·

√
log det(Σt−1)

det(λI) − 2 log(δ) + λ1/2S
)
,

and the gradient covariance matrix Σt−1 = λI+
∑

τ∈[t−1] w
(τ)
t · g(xτ ;θτ−1)g(xτ ;θτ−1)

⊺/m.

Proof. The proof of this corollary follows an analogous approach as Lemma C.9. By definition, we
have the gradient inner product for the chosen arm xt in round t as

max
θ∈Ct−1

⟨g(xt;θ0), θ − θt−1⟩

≤ max
θ∈Ct−1

∥θ − θt−1∥Σt−1
· ∥g(xt;θ0)∥Σ−1

t−1

≤ γt−1 · ∥g(xt;θt−1)/
√
m∥Σ−1

t−1
+O(m−1/6

√
log(m)t1/6λ−7/6L2/7)

(C.14)

where the first inequality is due to Holder’s inequality. The second inequality is by applying the
definition of confidence ellipsoid Ct−1, as well as Lemma G.4 and Lemma G.6. Then, similarly,
we will also need to bound the summation over T rounds. Following an analogous procedure as in
Lemma C.9, we will have∑
t∈[T ]

min{ max
θ∈Ct−1

⟨g(xt;θ0), θ − θt−1⟩, 1}

≤ 1√
wmin

t

O
(
ν

√
log

det(ΣT )

det(λI)
− 2 log(δ) + λ1/2S

)
·

√
2T · log det(ΣT )

det(λI)
.

+O(Sm−1/6
√

log(m)T 7/6λ−1/6L2/7) +O(m−1/6
√
log(m)T 7/6λ−7/6L2/7).

By the definition β = mint∈[T ],τ∈[t−1][min{fracτ (xt;Xt, Σ̄t−1), fracτ (x̃t;Xt, Σ̄t−1)}], we have
the lower bound of arm weights being wmin

t ≥ α · β. Note that we also scale the α parameter to
ensure wmin

t = κ2 as indicated in the Subsec. B.5, which requires no prior knowledge for β.

C.6 Bounding the error term IR1 in (C.6)

In this subsection, we bound the error term IR1 in (C.6), with the following Lemma C.6. Meanwhile,
we denote an extra weight-free gradient covariance matrix for the chosen arms {x̃τ}τ∈[t] of the
corruption-free model. The corresponding arm index is denoted as ĩt, t ∈ [T ], such that xĩt,t

= x̃t.

Lemma C.6. Suppose the imaginary neural network f(·; θ̃t−1) in round t ∈ [T ] has been trained on
corruption-free rewards {xτ , r̃τ}τ∈[t−1]. Meanwhile, f(·) is an L-layer FC network with width m.
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Suppose we have m,J, η satisfying the conditions in Theorem 5.6. Then, for the chosen arm xt ∈ Xt,
with the probability at least 1− δ, we will have
IR1 = h(x∗

t )− V (xt)

≤ O(αC)

∥∥∥∥g(xt;θt−1)/
√
m

∥∥∥∥2
(Σ̄t−1)−1

+O(
√
λS) ·

∥∥∥∥g(x̃t;θĩt,t−1)/
√
m

∥∥∥∥
(Σ′

t−1)
−1

+O(m−2/3 log(m)L7/2t5/3λ−5/3(1 +
√
t/λ)) +O(Cm−1/6

√
log(m)t7/6λ−1/6L5)

+O(Cm−1/6
√

log(m)t1/6λ−7/6L4)

+ ν ·
√
1 +O(m−1/6

√
log(m)L4t7/6λ−7/6) · O(m−1/12 log1/4(m)L3t5/6λ−7/12)

+O(m−1/6t2/3λ−2/3
√

log(m)L7/2) +O(m−1/6t1/6λ−7/6
√
log(m)L7/2)

+ γĩt,t−1 · O(m
−1/12t7/12λ−13/12 log1/4(m)Lt/2).

By definition, we have the coefficient γĩt,t−1 = O
(
ν
√
log

det(Σĩt,t−1)

det(λI) − 2 log(δ) + λ1/2S
)
, as well

as the gradient covariance matrices Σ′
t−1 = λI +

∑
τ∈[t−1] g(x̃τ ;θĩτ ,τ−1)g(x̃τ ;θĩτ ,τ−1)

⊺/m,
and Σ̄t−1 = λI +

∑
τ∈[t−1] g(xτ ;θτ−1)g(xτ ;θτ−1)

⊺/m. The minimum round-wise arm weight

wmin
t = min{w(τ)

i,t }i∈[K],τ∈[t−1] = κ2 < 1, ∀t ∈ [T ] by scaling parameter α.

Proof. By definition, we can have IR1
= h(x∗

t )− U(xt) + U(xt)− V (xt). Here, in terms of the
distance between U(xi,t) and V (xi,t) given a candidate arm xi,t ∈ Xt, we have

|U(xi,t)− V (xi,t)| = |f(xi,t;θi,t−1)−
〈
g(xi,t;θ0), θi,t−1 − θ0

〉
|

≤ |f(xi,t;θi,t−1)−
〈
g(xi,t;θi,t−1), θi,t−1 − θ0

〉
|

+ |
〈
g(xi,t;θi,t−1), θi,t−1 − θ0

〉
−
〈
g(xi,t;θ0), θi,t−1 − θ0

〉
|

≤ O(m−1/6
√
log(m)t2/3λ−2/3L3) +O(m−1/6t2/3λ−2/3

√
log(m)L7/2).

where the first inequality is by triangular inequality, and the second inequality is by applying a similar
approach as in (B.12) from [86] as well as Lemma G.4. Next, we proceed to bound term IR1

. Here,
for a candidate arm xi,t ∈ Xt and the associated corruption-free confidence ellipsoid C̃i,t−1, we have
θ∗ ∈ C̃i,t−1 based on Lemma C.10. Thus, with x̃t = argmaxxi,t∈Xt

Ṽ (xi,t) being the arm chosen
by the corruption-free neural model, with the highest score Ṽ (x̃t), there will be

IR1 = h(x∗
t )− U(xt) + U(xt)− V (xt)

= ⟨g(x∗
t ;θ0), θ

∗ − θ0⟩ − U(xt) + U(xt)− V (xt)

≤ max
θ̃∈C̃ĩt,t−1

⟨g(x∗
t ;θ0), θ̃ − θ0⟩ − U(xt) + U(xt)− V (xt)

≤ max
θ̃∈C̃ĩt,t−1

⟨g(x̃t;θ0), θ̃ − θ0⟩ − U(xt) + |U(xt)− V (xt)|,

where C̃ĩt,t−1 refers to the confidence ellipsoid of corruption-free parameters θ̃ĩt,t−1, associated to
arm x̃t ∈ Xt. Afterwards, it further leads to

IR1 ≤ max
θ̃∈C̃ĩt,t−1

⟨g(x̃t;θ0), θ̃ − θ0⟩ − U(xt)

+O(m−1/6
√

log(m)t2/3λ−2/3L3) +O(m−1/6t2/3λ−2/3
√
log(m)L7/2)

≤ max
θ̃∈C̃ĩt,t−1

⟨g(x̃t;θ0), θ̃ − θ0⟩ − V (xt)

+O(m−1/6
√

log(m)t2/3λ−2/3L3) +O(m−1/6t2/3λ−2/3
√
log(m)L7/2)

≤ max
θ̃∈C̃ĩt,t−1

⟨g(x̃t;θ0), θ̃ − θ0⟩ − V (x̃t)

+O(m−1/6
√

log(m)t2/3λ−2/3L3) +O(m−1/6t2/3λ−2/3
√
log(m)L7/2)

= Ṽ (x̃t)− V (x̃t) +O(m−1/6
√
log(m)t2/3λ−2/3L3) +O(m−1/6t2/3λ−2/3

√
log(m)L7/2)
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To bound the output difference between V (xi,t) and Ṽ (xi,t) for an arm xi,t, we can decompose
them into separate terms. Recall the definition of V (·) in (C.4), and we can also define the analogous
Ṽ (·) by applying the corruption-free parameters θ̃ and covariance matrix Σ̃. Therefore, for arm
xi,t ∈ Xt, we have

V (xi,t)− Ṽ (xi,t) ≤ |V (xi,t)− V (0)(xi,t)|+ |V (0)(xi,t)− Ṽ (0)(xi,t)|+ |Ṽ (0)(xi,t)− Ṽ (xi,t)|,
(C.15)

where for the sake of analysis, we define two variants with randomly initialized parameters θ0

being: V (0)(xi,t) =
〈
g(xi,t;θ0), θt−1 − θ0

〉
+ γt−1 ·

√
g(xi,t;θ0)⊺(Σ

(0)
t−1)

−1g(xi,t;θ0)/m, and

Ṽ (0)(xi,t) =
〈
g(xi,t;θ0), θ̃t−1 − θ0

〉
+ γ̃t−1 ·

√
g(xi,t;θ0)⊺(Σ

(0)
t−1)

−1g(xi,t;θ0)/m. With this
result, our objective then is to derive the upper bounds for the three terms on the RHS of (C.15).

Bounding the second term |V (0)(xi,t)− Ṽ (0)(xi,t)| in (C.15). For the second term, we have

|V (0)(xi,t)− Ṽ (0)(xi,t)|

≤ |
〈
g(xi,t;θ0), θi,t−1 − θ̃i,t−1

〉
|

+ |γi,t−1 ·
√
g(xi,t;θ0)⊺(Σ

(0)
i,t−1)

−1g(xi,t;θ0)/m− γ̃i,t−1 ·
√

g(xi,t;θ0)⊺(Σ
(0)
i,t−1)

−1g(xi,t;θ0)/m|

= |
〈
g(xi,t;θ0), θi,t−1 − θ̃i,t−1

〉
|+ |γi,t−1 − γ̃i,t−1| ·

√
g(xi,t;θ0)⊺(Σ

(0)
i,t−1)

−1g(xi,t;θ0)/m

≤ |
〈
g(xi,t;θ0), θi,t−1 − θ̃i,t−1

〉
|+ |γi,t−1 − γ̃i,t−1| · O(L/

√
λ).

Due to the fact that |
√
a−
√
b| ≤

√
|a− b|, based on the definition of γi,t−1 and γ̃i,t−1, we will have

|γi,t−1 − γ̃i,t−1| ≤ ν ·
√
1 +O(m−1/6

√
log(m)L4t7/6λ−7/6)

·

√√√√∣∣∣∣∣log(detΣi,t−1

detλI
)− log(

detΣ0

detλI
) + log(

detΣ0

detλI
)− log(

det Σ̃i,t−1

detλI
)

∣∣∣∣∣
≤ ν ·

√
1 +O(m−1/6

√
log(m)L4t7/6λ−7/6) · O(m−1/12 log1/4(m)L2t5/6λ−1/12),

based on Lemma G.6. Therefore, we will end up with

|V (0)(xi,t)− Ṽ (0)(xi,t)| ≤ |
〈
g(xi,t;θ0), θi,t−1 − θ̃i,t−1

〉
|

+ ν ·
√
1 +O(m−1/6

√
log(m)L4t7/6λ−7/6) · O(m−1/12 log1/4(m)L3t5/6λ−7/12).

Bounding Term |V (xi,t) − V (0)(xi,t)| and term |Ṽ (0)(xi,t) − Ṽ (xi,t)| in (C.15). On the other
hand, for the first term on the RHS, |V (xi,t)− V (0)(xi,t)|, we can bound this difference term by

V (xi,t)− V (0)(xi,t)

=
γi,t−1√

m

(√
g(xi,t;θi,t−1)⊺Σ

−1
i,t−1g(xi,t;θi,t−1)−

√
g(xi,t;θ0)⊺(Σ

(0)
i,t−1)

−1g(xi,t;θ0)

)
=

γi,t−1√
m

(∥∥g(xi,t;θi,t−1)
∥∥
Σ−1

i,t−1

−
∥∥g(xi,t;θ0)

∥∥
(Σ

(0)
i,t−1)

−1

)
≤ γi,t−1√

m

(∥∥g(xi,t;θi,t−1)
∥∥
Σ−1

i,t−1

−
∥∥g(xi,t;θi,t−1)

∥∥
(Σ

(0)
i,t−1)

−1 +
∥∥g(xi,t;θ0)− g(xi,t;θi,t−1)

∥∥
(Σ

(0)
i,t−1)

−1

)
≤ O(m−1/6t1/6λ−7/6

√
log(m)L7/2) +

γi,t−1√
m
·
(∥∥g(xi,t;θi,t−1)

∥∥
Σ−1

i,t−1

−
∥∥g(xi,t;θi,t−1)

∥∥
(Σ

(0)
i,t−1)

−1

)
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≤ O(m−1/6t1/6λ−7/6
√

log(m)L7/2)

+
γi,t−1√

m
·
(√

g(xi,t;θi,t−1)⊺Σ
−1
i,t−1g(xi,t;θi,t−1)− g(xi,t;θi,t−1)⊺(Σ

(0)
i,t−1)

−1g(xi,t;θi,t−1)

)
≤ O(m−1/6t1/6λ−7/6

√
log(m)L7/2) +

γi,t−1√
m
·
(√
⟨g(xi,t;θi,t−1), (Σ

−1
i,t−1 − (Σ

(0)
i,t−1)

−1)g(xi,t;θi,t−1)⟩
)

= O(m−1/6t1/6λ−7/6
√

log(m)L7/2)

+
γi,t−1√

m
·
(√〈

g(xi,t;θi,t−1),

(
Σ−1

i,t−1 · (Σ
(0)
i,t−1 −Σi,t−1) · (Σ(0)

i,t−1)
−1

)
· g(xi,t;θi,t−1)

〉)
≤ O(m−1/6t1/6λ−7/6

√
log(m)L7/2) + γi,t−1 · O(m−1/12t7/12λ−13/12 log1/4(m)Lt/2)

where the first inequality is because of the triangular inequality. The second inequality is by applying
Lemma G.4. The third inequality is again the application of triangular inequality, and the last
inequality is the application of Lemma G.6. Since the similar procedure can also be applied to bound
the third term |Ṽ (0)(xi,t)− Ṽ (xi,t)|, after summing up the results, we will have

|V (xi,t)− V (0)(xi,t)|, |Ṽ (0)(xi,t)− Ṽ (xi,t)|

≤ O(m−1/6t2/3λ−2/3
√

log(m)L7/2) +O(m−1/6t1/6λ−7/6
√
log(m)L7/2)

+ γi,t−1 · O(m−1/12t7/12λ−13/12 log1/4(m)Lt/2).

Summing up results. Combining the results, we finally have the upper bound for IR1
being

IR1 ≤ |
〈
g(x̃t;θ0), θĩt,t−1 − θ̃ĩt,t−1

〉
|

+ ν ·
√
1 +O(m−1/6

√
log(m)L4t7/6λ−7/6) · O(m−1/12 log1/4(m)L3t5/6λ−7/12)

+O(m−1/6t2/3λ−2/3
√

log(m)L7/2) +O(m−1/6t1/6λ−7/6
√
log(m)L7/2)

+ γĩt,t−1 · O(m
−1/12t7/12λ−13/12 log1/4(m)Lt/2)

≤ |
〈
g(x̃t;θĩt,t−1), θĩt,t−1 − θ̃ĩt,t−1

〉
|

+ ν ·
√
1 +O(m−1/6

√
log(m)L4t7/6λ−7/6) · O(m−1/12 log1/4(m)L3t5/6λ−7/12)

+O(m−1/6t2/3λ−2/3
√

log(m)L7/2)

+O(m−1/6t2/3λ−2/3
√

log(m)L7/2) +O(m−1/6t1/6λ−7/6
√
log(m)L7/2)

+ γĩt,t−1 · O(m
−1/12t7/12λ−13/12 log1/4(m)Lt/2),

and therefore we can formulate our objective to bound as

IR1
≤ |

〈
g(x̃t;θĩt,t−1), θĩt,t−1 − θ̃ĩt,t−1

〉︸ ︷︷ ︸
I1

|

+ ν ·
√
1 +O(m−1/6

√
log(m)L4t7/6λ−7/6) · O(m−1/12 log1/4(m)L3t5/6λ−7/12)

+O(m−1/6t2/3λ−2/3
√

log(m)L7/2) +O(m−1/6t1/6λ−7/6
√
log(m)L7/2)

+ γĩt,t−1 · O(m
−1/12t7/12λ−13/12 log1/4(m)Lt/2),

(C.16)

where we recall that ν is the pre-defined exploration parameter that echoes the sub-Gaussian noise
variance proxy. Finally, using the upper bound for term I1 from Lemma C.7 will finish the proof.

C.7 Bounding the terms I1, I2

Here, we see that there are still two terms in Rt, t ∈ [T ] that need to be bounded, which are

I1 =
〈
g(x̃t;θĩt,t−1), θĩt,t−1 − θ̃ĩt,t−1

〉
, I2 = ⟨g(xt;θt−1), θ̃t−1 − θt−1⟩,
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where we recall xt ∈ Xt is the actual chosen arm that is selected by the corrupted model θt−1,
while we have x̃t ∈ Xt being the imaginary arm chosen by the corruption-free model θ̃t−1. In this
subsection, the error term I1 will be bounded by Lemma C.7, while term I2 will be bounded by
Corollary C.8.

Recap of auxiliary parameter definitions. With definitions in Subsection C.4, we can have two
different alternatives to decouple the adversarial corruptions from arm rewards: (i) the gradient-based
regression parameters; and, (ii) the auxiliary sequence of gradient descent. For reference, recall that
we denote the a series of gradient-based regression parameters, specified to candidate arm xi,t ∈ Xt,
as

Σ
(0)
i,t−1 = λI+

∑
τ∈[t−1]

w
(τ)
i,t · g(xτ ;θ0) · g(xτ ;θ0)

⊺/m,

Σi,t−1 = λI+
∑

τ∈[t−1]

w
(τ)
i,t · g(xτ ;θτ−1) · g(xτ ;θτ−1)

⊺/m,

b
(0)
i,t−1 =

∑
τ∈[t−1]

w
(τ)
i,t · g(xτ ;θ0) · rτ/

√
m, bi,t−1 =

∑
τ∈[t−1]

w
(τ)
i,t · g(xτ ;θτ−1) · rτ/

√
m,

b̃
(0)

i,t−1 =
∑

τ∈[t−1]

w
(τ)
i,t · g(xτ ;θ0) · r̃τ/

√
m, b̃i,t−1 =

∑
τ∈[t−1]

w
(τ)
i,t · g(xτ ;θτ−1) · r̃τ/

√
m,

where {xτ , rτ}, τ ∈ [t] respectively stands for the chosen arms as well as their received rewards,
while {xτ , r̃τ}, τ ∈ [t] refer to the imaginary corruption-free rewards.

We also recall that with the chosen arm xt ∈ Xt in round t with arm weights w(τ)
t , τ ∈ [t−1], defined

in (4), we will have a series of auxiliary gradient sequences {θ0,Θ
(1), . . . ,Θ(J)} as in Lemma D.1,

such that for j-th, j ∈ [J ], iteration

Θ(j+1) = Θ(j) − η ·
[
J(0) ·W

(
[J(0)]⊺(Θ(j) − θ0)− y

)
+mλ(Θ(j) − θ0)

]
where the diagonal weight matrix is made up with the arm weights, as W = diag

(
[w

(τ)
t ]τ∈[t−1]

)
∈

R(t−1)×(t−1). Similarly, we will also have the sequence definition for corruption-free parameters

Θ̃
(j+1)

= Θ̃
(j)
−η ·

[
J(0) ·W

(
[J(0)]⊺(Θ̃

(j)
−θ0)− ỹ

)
+mλ(Θ̃

(j)
−θ0)

]
, along with the Jacobian

matrix J(0) :=
(
g(x1;θ0), g(x2;θ0), . . . , g(xt−1;θ0)

)
∈ Rp×(t−1). Here, we have y, ỹ ∈ Rt−1

separately being the vector of received rewards and that of the imaginary corruption-free rewards.
In particular, with [J(0)]τ being the τ -th column of matrix J(0), the auxiliary sequence Θ(j) can be
deemed as applying Gradient Descent to solve the following optimization problem

min
Θ
L(Θ) =

∑
τ∈[t−1]

1

2
· w(τ)

i,t

∥∥∥∥[J(0)]⊺τ (Θ− θ0)− yτ

∥∥∥∥2
2

+
1

2
·mλ

∥∥∥∥Θ− θ0

∥∥∥∥2
2

Consequently, we can follow an analogous approach as in Lemma D.1 with the above optimization
problem, to bound the difference between gradient-based parameters and the auxiliary sequence.

C.7.1 Bounding the error term I1

We bound the error term using Lemma C.7. Following the notation in the main body, let θt−1

denote the trained parameters associated with the chosen arm xt, and let θĩt,t−1 represent the trained
parameters of the arm x̃t = xĩt,t

, t ∈ [T ], which corresponds to the chosen arm of the hypothetical

corruption-free model f(·; θ̃). Additionally, we define a weight-free gradient covariance matrix for
the arm collection {x̃τ}τ∈[t] containing arms selected by the corruption-free model, which will be
denoted by Σ′

t−1 = λI+
∑

τ∈[t−1] g(x̃τ ;θĩτ ,τ−1)g(x̃τ ;θĩτ ,τ−1)
⊺/m.

Lemma C.7. Suppose the imaginary corruption-free neural network f(·; θ̃i,t−1) for arm xi,t ∈
Xt has been trained on corruption-free rewards {xτ , r̃τ}τ∈[t−1], while the other trained network
f(·;θi,t−1) is trained on the received records {xτ , rτ}τ∈[t−1]. Suppose f(·) is an L-layer FC
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network with width m that satisfies the conditions in Theorem 5.6. Then, for the arms xt, x̃t ∈ Xt,
with the probability at least 1− δ, we will have

I1 =

∣∣∣∣⟨g(x̃t;θĩt,t−1), θĩt,t−1 − θ̃ĩt,t−1⟩
∣∣∣∣

≤ O(αC) ·
∥∥∥∥g(xt;θt−1)/

√
m

∥∥∥∥2
(Σ̄t−1)−1

+O(
√
λS) ·

∥∥∥∥g(x̃t;θĩt,t−1)/
√
m

∥∥∥∥
(Σ′

t−1)
−1

+O(m−2/3 log(m)L7/2t5/3λ−5/3(1 +
√
t/λ)) +O(Cm−1/6

√
log(m)t7/6λ−1/6L5)

+O(Cm−1/6
√
log(m)t1/6λ−7/6L4).

where θt−1 are the parameters associated to chosen arm xt, and θĩt,t−1 are those parameters of arm
x̃t. The gradient matrix is defined as Σ′

t−1 = λI +
∑

τ∈[t−1] g(x̃τ ;θĩτ ,τ−1)g(x̃τ ;θĩτ ,τ−1)
⊺/m,

and we also have Σ̄t−1 = λI+
∑

τ∈[t−1] g(xτ ;θτ−1)g(xτ ;θτ−1)
⊺/m.

Proof. Since the only difference between term I1 and term I2 is the gradients w.r.t. different arms,
we begin with term I1 = ⟨g(x̃t;θt−1), θ̃t−1 − θt−1⟩, and the results can be readily generalized
to term I2. Here, recall that we have ∥θ∗ − θ̃t∥Σ̃t−1

≤ γ̃t/
√
m based on Lemma C.10, as well as

∥θt − θ0∥2, ∥θ̃t − θ0∥2 ≤ O(
√

t/mλ) based on lemma G.3.

Simplifying the notation. For the following proof, for the sake of notation simplicity, we directly

use Θ̃
(J)

,Θ(J) to respectively represent Θ̃
(J)

ĩt,t−1,Θ
(J)

ĩt,t−1
, which are the gradient descent based

parameters associated with the arm x̃t. On the other hand, for the terms that belong to arm x̃t = xĩt,t
,

we use θĩt
,Σĩt

and bĩt to separately represent θĩt,t−1,Σĩt,t−1 and bĩt,t−1 by omitted the subscript
of time step t− 1 to simplify the notation.

Afterwards, it can further lead to

I1 =

∣∣∣∣⟨g(x̃t;θĩt
), θĩt

− θ̃ĩt
⟩
∣∣∣∣

≤
∣∣∣∣⟨g(x̃t;θĩt

), θĩt
−Θ(J)⟩

∣∣∣∣+ ∣∣∣∣⟨g(x̃t;θĩt
), Θ̃

(J)
− θ̃ĩt

⟩
∣∣∣∣+ ∣∣∣∣⟨g(x̃t;θĩt

), Θ̃
(J)
−Θ(J)⟩

∣∣∣∣︸ ︷︷ ︸
I1.1

≤ O(m−2/3 log(m)L7/2t5/3λ−5/3(1 +
√

t/λ)) +

∣∣∣∣⟨g(x̃t;θĩt
), Θ(J) − Θ̃

(J)
⟩
∣∣∣∣︸ ︷︷ ︸

I1.1

,

where the first inequality is due to triangular inequality, and the last inequality is by applying Lemma
C.4 in [86], with the optimization problem being (C.12) which bounds the difference between
gradient-based parameters and the auxiliary sequence. Here, term I1.1 measures the distance between
the auxiliary sequence trained with corrupted records, and that trained by imaginary corruption-free
records.

Next, recall that with randomly initialized network parameters θ0, we can formulate the least
square parameters as (Σ(0)

ĩt
)−1b

(0)

ĩt
/
√
m, while the least square parameters trained by corruption-free

rewards are analogously denoted by (Σ
(0)

ĩt
)−1b̃

(0)

ĩt /
√
m. In this case, the term I1.1 can be alternatively

transformed to

I1.1 =

∣∣∣∣〈g(x̃t;θĩt
), Θ(J) − Θ̃

(J)
〉∣∣∣∣

≤
∣∣∣∣〈g(x̃t;θĩt

), (Θ(J) − θ0 − (Σ
(0)

ĩt
)−1b

(0)

ĩt
/
√
m)− (Θ̃

(J)
− θ0 − (Σ

(0)

ĩt
)−1b

(0)

ĩt
/
√
m)

〉∣∣∣∣
≤

∣∣∣∣〈g(x̃t;θĩt
), Θ(J) − θ0 − (Σ

(0)

ĩt
)−1b

(0)

ĩt
/
√
m

〉∣∣∣∣
+

∣∣∣∣〈g(x̃t;θĩt
), Θ̃

(J)
− θ0 − (Σ

(0)

ĩt
)−1b

(0)

ĩt
/
√
m

〉∣∣∣∣
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which further leads to

I1.1 ≤
∣∣∣∣〈g(x̃t;θĩt

), Θ(J) − θ0 − (Σ
(0)

ĩt
)−1b

(0)

ĩt
/
√
m

〉∣∣∣∣
+

∣∣∣∣〈g(x̃t;θĩt
), Θ̃

(J)
− θ0 − (Σ

(0)

ĩt
)−1b̃

(0)

ĩt /
√
m

〉∣∣∣∣
+

∣∣∣∣〈g(x̃t;θĩt
), (Σ

(0)

ĩt
)−1(

∑
τ∈[t−1]

w
(τ)

ĩt,t
· g(xτ ;θ0) · cτ )/m

〉∣∣∣∣︸ ︷︷ ︸
I1.2

(C.17)

where the inequality is due to the definition of gradient-based regression parameters and triangular
inequality. It is obvious that for the third term on the RHS, the only thing we have control on
is θĩt

. When trying to bound the first two terms on the RHS for the arm x̃t, we can first apply
Holder’s inequality with Σ′

t−1 = λI +
∑

τ∈[t−1] g(x̃τ ;θĩτ ,τ−1)g(x̃τ ;θĩτ ,τ−1)
⊺/m. Note that

for the purpose of analysis and different from previous ones defined in (C.11), the new matrix
(Σ′

t−1) contains gradients of the sequence of arms {x̃τ}τ∈[t−1] chosen by the corruption-free model
f(·; θ̃τ−1), τ ∈ [t− 1], with the parameters θ̃τ−1, τ ∈ [t− 1].

In this case, we use the Holder’s inequality to the first term on the RHS of (C.17) as〈
g(x̃t;θĩt

), Θ(J) − θ0 − (Σ
(0)

ĩt
)−1b

(0)

ĩt
/
√
m

〉
≤

∥∥g(x̃t;θĩt
)/
√
m
∥∥
(Σ′

t−1)
−1 ·
√
m ·

∥∥Θ(J) − θ0 − (Σ
(0)

ĩt
)−1b

(0)

ĩt
/
√
m
∥∥
(Σ′

t−1)

≤
∥∥g(x̃t;θĩt

)/
√
m
∥∥
(Σ′

t−1)
−1 ·
√
m ·

∥∥Θ(J) − θ0 − (Σ
(0)

ĩt
)−1b

(0)

ĩt
/
√
m
∥∥
2
·
∥∥(Σ′

t−1)
∥∥
2

≤
∥∥g(x̃t;θĩt

)/
√
m
∥∥
(Σ′

t−1)
−1 · O(λ+ tL) ·

∥∥√m(Θ(J) − θ0)− (Σ
(0)

ĩt
)−1b

(0)

ĩt

∥∥
2

≤
∥∥g(x̃t;θĩt

)/
√
m
∥∥
(Σ′

t−1)
−1 · O(

√
λ+ tL)

· O
(
(1− ηmλ)J/2

√
t/λ+m−1/6

√
log(m)L7/2t5/3λ−5/3(1 +

√
t/λ)

)
≤

∥∥g(x̃t;θĩt
)/
√
m
∥∥
(Σ′

t−1)
−1 · O(

√
λS)

where the first two inequalities are by the Holder’s inequality and Cauchy-Schwartz inequality.
The third inequality is by Lemma G.6. The fourth inequality is by applying Lemma D.1, with
the optimization problem being (C.12) bounding the difference between gradient-based parameters
and the auxiliary sequence. Finally, with wt ≤ 1 and the conditions in Theorem 5.6, applying the
conclusion from Remark 4.7 in [86] will give the last inequality. Following a similar approach can
also lead to the identical upper bound for the second term on the RHS of (C.17).

Bounding Term I1.2 Based on Arm Weights. Next, we proceed to bound term I1.2. Recall that we
need to derive the upper bound for the following term

I1.2 =

∣∣∣∣〈g(x̃t;θĩt
), (Σ

(0)

ĩt
)−1(

∑
τ∈[t−1]

w
(τ)

ĩt,t
· g(xτ ;θ0) · cτ )/m

〉∣∣∣∣
≤

∣∣∣∣ ∑
τ∈[t−1]

〈
g(x̃t;θĩt

), (Σ
(0)

ĩt
)−1 · w(τ)

ĩt,t
· g(xτ ;θ0) · cτ/m

〉∣∣∣∣
≤

∣∣∣∣ ∑
τ∈[t−1]

〈
g(x̃t;θĩt

), w
(τ)

ĩt,t
· (Σ(0)

ĩt
)−1g(xτ ;θτ−1)cτ/m

〉∣∣∣∣
+

∣∣∣∣ ∑
τ∈[t−1]

〈
g(x̃t;θĩt

), w
(τ)

ĩt,t
· (Σ(0)

ĩt
)−1(g(xτ ;θ0)− g(xτ ;θτ−1))cτ/m

〉∣∣∣∣
≤

∣∣∣∣ ∑
τ∈[t−1]

〈
g(x̃t;θĩt

), w
(τ)

ĩt,t
· (Σ(0)

ĩt
)−1g(xτ ;θτ−1) · cτ/m

〉∣∣∣∣+O(Cm−1/6
√

log(m)t1/6λ−7/6L4)
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≤
∣∣∣∣ ∑
τ∈[t−1]

〈
g(x̃t;θĩt

), w
(τ)

ĩt,t
· (Σĩt

)−1g(xτ ;θτ−1) · cτ/m
〉∣∣∣∣+O(Cm−1/6

√
log(m)t1/6λ−7/6L4)

+

∣∣∣∣ ∑
τ∈[t−1]

〈
g(x̃t;θĩt

), w
(τ)

ĩt,t
· ((Σ(0)

ĩt
)−1 − (Σĩt

)−1)g(xτ ;θτ−1) · cτ/m
〉∣∣∣∣

≤
∣∣∣∣ ∑
τ∈[t−1]

〈
g(x̃t;θĩt

), w
(τ)

ĩt,t
· (Σĩt

)−1g(xτ ;θτ−1) · cτ/m
〉∣∣∣∣︸ ︷︷ ︸

I1.3

+O(Cm−1/6
√

log(m)t7/6λ−1/6L5)

+O(Cm−1/6
√
log(m)t1/6λ−7/6L4)

where the second and fourth inequality is due to triangular inequality. The third inequality is by
Lemma G.4, and the last inequality is due to Lemma G.6.

In particular, we aim to train separate neural models f(·;θi,t) for each candidate arm xi,t ∈
Xt, such that the term I1.2 can be minimized. Recall that we denote Σ̄t−1 = λI +∑

τ∈[t−1] g(xτ ;θτ−1)g(xτ ;θτ−1)
⊺/m as the "vanilla" gradient covariance matrix without the arm

weights, in terms of the potentially corrupted network parameters θτ−1.

In this case, with w
(τ)

ĩt,t
referring to the weight of arm x̃t, the above formulation of term I1.3 can be

further transformed into

I1.3 ≤
∣∣∣∣ ∑
τ∈[t−1]

w
(τ)

ĩt,t
· cτ

m
·
〈
g(x̃t;θĩt

), (Σĩt
)−1 · g(xτ ;θτ−1)

〉∣∣∣∣
≤

∣∣∣∣ ∑
τ∈[t−1]

w
(τ)

ĩt,t
· cτ ·

∥∥∥∥g(x̃t;θĩt
)/
√
m

∥∥∥∥
(Σĩt

)−1

·
∥∥∥∥(Σĩt

)−1 · g(xτ ;θτ−1)/
√
m

∥∥∥∥
Σĩt

∣∣∣∣
≤

∣∣∣∣ ∑
τ∈[t−1]

w
(τ)

ĩt,t
· cτ ·

∥∥∥∥g(x̃t;θĩt
)/
√
m

∥∥∥∥
(Σĩt

)−1

·
∥∥∥∥g(xτ ;θτ−1)/

√
m

∥∥∥∥
(Σĩt

)−1

∣∣∣∣
≤

∣∣∣∣ ∑
τ∈[t−1]

w
(τ)

ĩt,t
· cτ ·

∥∥∥∥g(x̃t;θĩt
)/
√
m

∥∥∥∥
(Σ̄

(κ)
t−1)

−1

·
∥∥∥∥g(xτ ;θτ−1)/

√
m

∥∥∥∥
(Σ̄

(κ)
τ−1)

−1

∣∣∣∣
≤ αC · min

x∈Xt

∥∥∥∥g(x;θt−1)/
√
m

∥∥∥∥2
(Σ̄t−1)−1

≤ αC ·
∥∥∥∥g(xt;θt−1)/

√
m

∥∥∥∥2
(Σ̄t−1)−1

where the first inequality follows from applying Holder’s inequality, and the second and third
inequalities are obtained by using Lemma G.8, along with the fact that Σĩt

⪰ Σ̄
(κ)
t−1 ⪰ Σ̄

(κ)
τ−1 by

definition. The last two inequalities are derived from the definition of the arm weight w(τ)

ĩt,t
and

the corruption level C =
∑

t∈[T ] |ct|. Recall that for each arm xi,t ∈ Xt, we define its weight as

w
(τ)
i,t = min

{
1,

α· min
x∈Xt

∥g(x;θt−1)/
√
m∥2

Σ̄
−1
t−1

gτ ·∥g(xi,t;θt−1)/
√
m∥

(Σ̄
(κ)
t−1

)−1

}
, where α > 0 is the tunable parameter. As a result,

we will have the upper bound for I1.2, being

I1.2 ≤ O(αC) ·
∥∥∥∥g(xt;θt−1)/

√
m

∥∥∥∥2
(Σ̄t−1)−1

+O(Cm−1/6
√
log(m)t7/6λ−1/6L5)

+O(Cm−1/6
√
log(m)t1/6λ−7/6L4)

In this case, since the weights are lower bounded by κ2, the only way to ensure this is by adjusting
the tunable parameter α > 0 accordingly. We remind that this does not require the learner to have a
global view of the minimum fraction value β. In practice, the learner can adjust the α values in each
round to ensure that the round-wise minimum weight value wmin

t = min{w(τ)
i,t }i∈[K] = κ2 < 1, for
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all t ∈ [T ] and τ ∈ [t− 1], by tuning the parameter α. By summing up all the results, we obtain the
single-round bound for term I1, which leads to

I1 ≤ O(αC) ·
∥∥∥∥g(xt;θt−1)/

√
m

∥∥∥∥2
(Σ̄t−1)−1

+O(
√
λS) ·

∥∥∥∥g(x̃t;θĩt,t−1)/
√
m

∥∥∥∥
(Σ′

t−1)
−1

+O(m−2/3 log(m)L7/2t5/3λ−5/3(1 +
√
t/λ)) +O(Cm−1/6

√
log(m)t7/6λ−1/6L5)

+O(Cm−1/6
√
log(m)t1/6λ−7/6L4).

(C.18)

C.7.2 Bounding the error term I2

Similarly, for the term I2 related to the chosen arm xt ∈ Xt, we can follow the below procedure to
obtain a comparable bound as for term I1.

Corollary C.8. Suppose the imaginary corruption-free neural network f(·; θ̃i,t−1) for arm xi,t ∈ Xt

has been trained on corruption-free rewards {xτ , r̃τ}τ∈[t−1]. f(·) is an L-layer FC network with
width m that satisfy the conditions in Theorem 5.6. Then, for the chosen arm xt ∈ Xt, with the
probability at least 1− δ, we will have

I2 ≤ O(αC) ·
∥∥∥∥g(xt;θt−1)/

√
m

∥∥∥∥2
(Σ̄t−1)−1

+O(
√
λS) ·

∥∥∥∥g(xt;θt−1)/
√
m

∥∥∥∥
(Σ̄t−1)−1

+O(m−2/3 log(m)L7/2t5/3λ−5/3(1 +
√
t/λ)) +O(Cm−1/6

√
log(m)t7/6λ−1/6L5)

+O(Cm−1/6
√
log(m)t1/6λ−7/6L4).

where θt−1 are the trained parameters associated to chosen arm xt ∈ Xt in round t, and θĩt,t−1 are
the trained parameters of arm x̃t, along with the corresponding weight-free gradient covariance
matrix Σ̄t−1 = λI+

∑
τ∈[t−1] g(xτ ;θτ−1)g(xτ ;θτ−1)

⊺/m.

Proof. The proof of this corollary follows an analogous procedure as in Lemma C.7.

Simplifying the notation. For notation simplicity, we apply Θ̃
(J)

and Θ(J) to represent the gradient
descent-based parameters associated with the arm xt. For terms specific to the arm xt = xit,t, we
simplify notation by using θt−1, Σt−1, and bt−1 to denote θit,t−1, Σit,t−1, and bit,t−1, respectively.

Then, with the simplified notation, it leads to

I2 =

∣∣∣∣⟨g(xt;θt−1), θt−1 − θ̃t−1⟩
∣∣∣∣

≤
∣∣∣∣⟨g(xt;θt−1), θt−1 −Θ(J)⟩

∣∣∣∣+ ∣∣∣∣⟨g(xt;θt−1), Θ̃
(J)
− θ̃t−1⟩

∣∣∣∣+ ∣∣∣∣⟨g(xt;θt−1), Θ̃
(J)
−Θ(J)⟩

∣∣∣∣︸ ︷︷ ︸
I2.1

≤ O(m−2/3 log(m)L7/2t5/3λ−5/3(1 +
√

t/λ)) +

∣∣∣∣⟨g(xt;θt−1), Θ
(J) − Θ̃

(J)
⟩
∣∣∣∣︸ ︷︷ ︸

I2.1

where the first inequality is due to triangular inequality, and the last inequality is by applying
Lemma C.4 in [86], with the optimization problem being (C.12) bounding the difference between
gradient-based parameters and the auxiliary sequence.

Next, recall that with randomly initialized network parameters θ0, we can formulate the least square
parameters as (Σ

(0)
t−1)

−1b
(0)
t−1/
√
m, while the least square parameters trained by corruption-free
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rewards are (Σ
(0)
t−1)

−1b̃
(0)

t−1/
√
m. In this case, the term I2.1 can be alternatively transformed to

I2.1 =

∣∣∣∣〈g(xt;θt−1), Θ
(J) − Θ̃

(J)
〉∣∣∣∣

≤
∣∣∣∣〈g(xt;θt−1), Θ

(J) − θ0 − (Σ
(0)
t−1)

−1b
(0)
t−1/
√
m

〉∣∣∣∣
+

∣∣∣∣〈g(xt;θt−1), Θ̃
(J)
− θ0 − (Σ

(0)
t−1)

−1b̃
(0)

t−1/
√
m

〉∣∣∣∣
+

∣∣∣∣〈g(xt;θt−1), (Σ
(0)
t−1)

−1(
∑

τ∈[t−1]

w
(τ)
t g(xτ ;θ0) · cτ )/m

〉∣∣∣∣︸ ︷︷ ︸
I2.2

(C.19)

where the inequality is due to the definition of gradient-based regression parameters.

When trying to bound the first two terms on the RHS, we first apply Holder’s inequality with
Σ̄t−1 = λI+

∑
τ∈[t−1] g(x̃τ ;θτ−1)g(x̃τ ;θτ−1)

⊺/m, and it further leads to〈
g(xt;θt−1), Θ

(J) − θ0 − (Σ
(0)
t−1)

−1b
(0)
t−1/
√
m

〉
≤

∥∥g(xt;θt−1)/
√
m
∥∥
(Σ̄t−1)−1 ·

√
m ·

∥∥Θ(J) − θ0 − (Σ
(0)
t−1)

−1b
(0)
t−1/
√
m
∥∥
(Σ̄t−1)

≤
∥∥g(xt;θt−1)/

√
m
∥∥
(Σ̄t−1)−1 ·

√
m ·

∥∥Θ(J) − θ0 − (Σ
(0)
t−1)

−1b
(0)
t−1/
√
m
∥∥
2
·
∥∥(Σ̄t−1)

∥∥
2

≤
∥∥g(xt;θt−1)/

√
m
∥∥
(Σ̄t−1)−1 · O(λ+ tL) ·

∥∥√m(Θ(J) − θ0)− (Σ
(0)
t−1)

−1b
(0)
t−1

∥∥
2

≤
∥∥g(xt;θt−1)/

√
m
∥∥
(Σ̄t−1)−1 · O(

√
λ+ tL)

· O
(
(1− ηmλ)J/2

√
t/λ+m−1/6

√
log(m)L7/2t5/3λ−5/3(1 +

√
t/λ)

)
≤

∥∥g(xt;θt−1)/
√
m
∥∥
(Σ̄t−1)−1 · O(

√
λS)

where the first two inequalities is by Holder’s inequality and Cauchy-Schwartz inequality. The third
inequality is by Lemma G.6. The fourth inequality is by applying Lemma D.1, with the optimization
problem being (C.12), in terms of the difference between gradient-based parameters and the auxiliary
sequence. Finally, with wt ≤ 1 and the conditions in Theorem 5.6, applying the conclusion from
Remark 4.7 in [86] will give the last inequality. Following a similar approach can also lead to the
upper bound for the second term on the RHS of (C.19).

Bounding Term I2.2 Based on Arm Weights. Next, we need to bound term I2.2. Recall that we
want to have an upper bound for the following term

I2.2 =

∣∣∣∣〈g(xt;θt−1), (Σ
(0)
t−1)

−1(
∑

τ∈[t−1]

g(xτ ;θ0) · cτ )/m
〉∣∣∣∣

≤
∣∣∣∣ ∑
τ∈[t−1]

〈
g(xt;θt−1), (Σ

(0)
t−1)

−1g(xτ ;θτ−1) · cτ/m
〉∣∣∣∣+O(Cm−1/6

√
log(m)t1/6λ−7/6L4)

≤
∣∣∣∣ ∑
τ∈[t−1]

〈
g(xt;θt−1), (Σt−1)

−1g(xτ ;θτ−1) · cτ/m
〉∣∣∣∣+O(Cm−1/6

√
log(m)t1/6λ−7/6L4)

+

∣∣∣∣ ∑
τ∈[t−1]

〈
g(xt;θt−1), ((Σ

(0)
t−1)

−1 − (Σt−1)
−1)g(xτ ;θτ−1) · cτ/m

〉∣∣∣∣
≤

∣∣∣∣ ∑
τ∈[t−1]

〈
g(xt;θt−1), (Σt−1)

−1g(xτ ;θτ−1) · cτ/m
〉∣∣∣∣︸ ︷︷ ︸

I2.3

+O(Cm−1/6
√
log(m)t7/6λ−1/6L5)

+O(Cm−1/6
√

log(m)t1/6λ−7/6L4)
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where the first inequality follows from applying the triangle inequality and Lemma G.4. The second
inequality is also due to the triangle inequality, and the last inequality follows from Lemma G.6.
In particular, we aim to train separate neural models f(·;θi,t) for each candidate arm xi,t ∈ Xt to
minimize the term I2.2. Similarly, recall that Σ̄t−1 = λI+

∑
τ∈[t−1] g(xτ ;θτ−1)g(xτ ;θτ−1)

⊺/m

is the gradient covariance matrix without arm weights, and w
(τ)
t is the weight of arm xt, defined as

w
(τ)
t = min{1,

α·minx∈Xt ∥g(x;θt−1)/
√
m∥2

Σ̄
−1
t−1

gτ ·∥g(xt;θt−1)/
√
m∥

(Σ̄
(κ)
t−1

)−1

}, where α > 0 is the tunable parameter. Similar to

the derivation of term I1.3, it can further lead to

I2.3 ≤
∣∣∣∣ ∑
τ∈[t−1]

w
(τ)
t · cτ
m

·
〈
g(xt;θt−1), (Σt−1)

−1 · g(xτ ;θτ−1)

〉∣∣∣∣
≤

∣∣∣∣ ∑
τ∈[t−1]

w
(τ)
t · cτ ·

∥∥∥∥g(xt;θt−1)/
√
m

∥∥∥∥
(Σt−1)−1

·
∥∥∥∥(Σt−1)

−1 · g(xτ ;θτ−1)/
√
m

∥∥∥∥
Σt−1

∣∣∣∣
≤

∣∣∣∣ ∑
τ∈[t−1]

w
(τ)
t · cτ ·

∥∥∥∥g(xt;θt−1)/
√
m

∥∥∥∥
(Σt−1)−1

·
∥∥∥∥g(xτ ;θτ−1)/

√
m

∥∥∥∥
(Σt−1)−1

∣∣∣∣
≤

∣∣∣∣ ∑
τ∈[t−1]

w
(τ)
t · cτ ·

∥∥∥∥g(xt;θt−1)/
√
m

∥∥∥∥
(Σ̄

(κ)
t−1)

−1

·
∥∥∥∥g(xτ ;θτ−1)/

√
m

∥∥∥∥
(Σ̄

(κ)
τ−1)

−1

∣∣∣∣
≤ αC · min

x∈Xt

∥∥∥∥g(x;θt−1)/
√
m

∥∥∥∥2
(Σ̄t−1)−1

≤ αC ·
∥∥∥∥g(xt;θt−1)/

√
m

∥∥∥∥2
(Σ̄t−1)−1

where the first inequality is by applying the Holder’s inequality, and the second and third inequalities
are by applying Lemma G.8 with the fact that Σt−1 ⪰ Σ̄

(κ)
t−1 ⪰ Σ̄

(κ)
τ−1 by definition. The last two

inequalities are due to the definition of arm weight w(τ)
t , as well as the definition of corruption level

C =
∑

t∈[T ] |ct|. As a result, by combining the upper bounds for the terms I2.4 and I2.5, we obtain
the following upper bound for I2.2:

I2.2 ≤ O(αC) ·
∥∥∥∥g(xt;θt−1)/

√
m

∥∥∥∥2
(Σ̄t−1)−1

+O(Cm−1/6
√
log(m)t7/6λ−1/6L5)

+O(Cm−1/6
√
log(m)t1/6λ−7/6L4).

In this case, since we need to ensure that the minimum weight is κ2, we scale the tunable parameter
α > 0 accordingly. Recall that this does not require the learner to have the prior knowledge of the
minimum fraction value β, and the learner can adjust the α values in each round to ensure that the
round-wise minimum weight wmin

t = min{w(τ)
i,t }i∈[K] < 1, for all t ∈ [T ] and τ ∈ [t − 1]. By

summing up all the results, we have

I2 ≤ O(αC) ·
∥∥∥∥g(xt;θt−1)/

√
m

∥∥∥∥2
(Σ̄t−1)−1

+O(
√
λS) ·

∥∥∥∥g(xt;θt−1)/
√
m

∥∥∥∥
(Σ̄t−1)−1

+O(m−2/3 log(m)L7/2t5/3λ−5/3(1 +
√
t/λ)) +O(Cm−1/6

√
log(m)t7/6λ−1/6L5)

+O(Cm−1/6
√
log(m)t1/6λ−7/6L4).

C.8 Deriving the UCB and confidence ellipsoid for corruption-free parameters and corrupted
parameters

In this subsection, we provide upper bounds for ŨCBt(xt) in terms of the corruption-free param-
eters θ̃t−1. Recall that without the arm index i ∈ [K], the parameters θ, covariance matrix Σt−1,
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confidence ellipsoid Ct−1, and weights wt pertain to the chosen arm xt. For the hypothetical
corruption-free parameters θ̃, trained with corruption-free rewards, Lemma C.9 provides the cor-
responding UCB result, and Lemma C.10 introduces the associated confidence ellipsoid. For the
trained parameters θi,t−1, based on the received records Pt−1 with potentially corrupted rewards,
Lemma C.11 presents the corresponding UCB for each candidate arm xi,t ∈ Xt, while Lemma C.12
provides the corresponding confidence ellipsoid. Note that Lemmas C.11 and C.12 are used solely to
motivate the design of our UCB-type exploration strategy and are not applied to derive the cumulative
regret analysis result.

Lemma C.9. Suppose the imaginary neural network f(·; θ̃t−1) in round t ∈ [T ] has been trained on
corruption-free rewards {xτ , r̃τ}τ∈[t−1], and f(·) is an L-layer FC network with width m. Suppose
we have m,J, η satisfying the conditions in Theorem 5.6. Then, for the chosen arm xt ∈ Xt, with the
probability at least 1− δ, we will have

ŨCBt(xt) = Ṽ (xt)− h(xt) ≤ 2γ̃t−1 · ∥g(xt; θ̃t−1)/
√
m∥Σ̃−1

t−1
+O(Sm−1/6

√
log(m)t1/6λ−1/6L2/7)

+O(m−1/6
√
log(m)t1/6λ−7/6L2/7),

and the corresponding summation value across T rounds will be∑
t∈[T ]

min
{

ŨCBt(xt), 1
}
=

∑
t∈[T ]

min
{
Ṽ (xt)− h(xt), 1

}

≤ 1√
wmin

t

O
(
ν

√
log

det(Σ̃T )

det(λI)
− 2 log(δ) + λ1/2S

)
·

√
2T · log det(Σ̃T )

det(λI)

+O(Sm−1/6
√

log(m)T 7/6λ−1/6L2/7) +O(m−1/6
√
log(m)T 7/6λ−7/6L2/7)

By definitions in Lemma C.10, we have the corresponding radius term for confidence ellipsoid C̃t−1

as γ̃t−1 = O
(
ν ·

√
log det(Σ̃t−1)

det(λI) − 2 log(δ) + λ1/2S

)
, and the gradient covariance matrix as

Σ̃t−1 = λI+
∑

τ∈[t−1] w
(τ)
t · g(xτ ; θ̃τ−1)g(xτ ; θ̃τ−1)

⊺/m.

Proof. With the confidence ellipsoid around the corruption-free parameters C̃t−1 := {θ : ∥θ −
θ̃t−1∥Σ̃t−1

≤ γ̃t−1/
√
m, γ̃t−1 > 0}, we have θ∗ ∈ C̃t−1 according to Lemma C.10. In this case,

with the coefficient γ̃t−1 = O
(
ν ·

√
log det(Σ̃t−1)

det(λI) − 2 log(δ) + λ1/2S
)

and the gradient covariance

matrix Σ̃t−1 = λI+
∑

τ∈[t−1] w
(τ)
t · g(xτ ; θ̃τ−1)g(xτ ; θ̃τ−1)

⊺/m, we have

ŨCBt(xt) = Ṽ (xt)− h(xt)

= max
θ∈C̃t−1

〈
g(xt;θ0), θ − θ0

〉
−
〈
g(xt;θ0), θ

∗ − θ0

〉
≤ max

θ∈C̃t−1

〈
g(xt; θ̃0), θ − θ̃t−1

〉
−

〈
g(xt; θ̃t−1), θ

∗ − θ̃t−1

〉
+O(Sm−1/6

√
log(m)t1/6λ−1/6L2/7)

≤ max
θ∈C̃t−1

∥θ − θ̃t−1∥Σ̃t−1
∥g(xt; θ̃0)∥Σ̃−1

t−1
+ ∥g(xt; θ̃t−1)∥Σ̃−1

t−1
∥θ∗ − θ̃t−1∥Σ̃t−1

+O(Sm−1/6
√

log(m)t1/6λ−1/6L2/7)

≤ 2γ̃t−1 · ∥g(xt; θ̃t−1)/
√
m∥Σ̃−1

t−1
+O(Sm−1/6

√
log(m)t1/6λ−1/6L2/7)

+O(m−1/6
√
log(m)t1/6λ−7/6L2/7)

(C.20)

where the first inequality is by Lemma G.4, second inequality is by Holder’s inequality, and the
last inequality is by applying the definition of confidence ellipsoid C̃t−1, Lemma G.4, and Lemma
G.6. Next, recall that the above ŨCBt is one term composing the single-round regret Rt, and for the
cumulative regret, it will be summed up across T rounds. In this case, for the first term on the RHS
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above, we have∑
t∈[T ]

2 ·min
{
γ̃t−1 · ∥g(xt; θ̃t−1)/

√
m∥Σ̃−1

t−1
, 1

}
=

∑
t∈[T ]

2 ·min
{ γ̃t−1√

wt
· ∥
√
wtg(xt; θ̃t−1)/

√
m∥Σ̃−1

t−1
, 1

}
≤ 2(1 +

γ̃T√
wmin

t

) ·
∑
t∈[T ]

min
{
∥
√
wtg(xt; θ̃t−1)/

√
m∥Σ̃−1

t−1
, 1

}
≤ 2(1 +

γ̃T√
wmin

t

) ·
√
T ·

∑
t∈[T ]

min
{
∥
√
wtg(xt; θ̃t−1)/

√
m∥2

Σ̃−1
t−1

, 1
}

where we have wmin
t < 1. Then, applying Lemma G.7 and by the definition of γT as well as supposing

that γ̃T√
wmin

t

≥ 1, we will have∑
t∈[T ]

2min
{
γ̃t−1 · ∥g(xt; θ̃t−1)/

√
m∥Σ̃−1

t−1
, 1

}

≤ 1√
wmin

t

O
(
ν

√
log

det(Σ̃T )

det(λI)
− 2 log(δ) + λ1/2S

)
·

√
2T · log det(Σ̃T )

det(λI)
.

Next, for the corrupted parameters θi,t−1, we consider the confidence ellipsoid Ci,t−1 := {θ :
∥θ − θi,t−1∥Σi,t−1

≤ γi,t−1/
√
m} constructed around the corrupted parameters θi,t−1 , with the

coefficient γi,t−1 = O
(
ν ·

√
log

det(Σi,t−1)
det(λI) − 2 log(δ) + λ1/2S

)
and the gradient covariance matrix

Σi,t−1 = λI+
∑

τ∈[t−1] w
(τ)
i,t · g(xτ ;θτ−1)g(xτ ;θτ−1)

⊺/m.

Lemma C.10. In round t, with the notation and conditions in Theorem 5.6, suppose the corruption-
free parameters θ̃i,t−1 associated with a candidate arm xi,t ∈ Xt are trained by L(θ) =
1
2

∑
τ∈[t−1] w

(τ)
i,t · |f(xτ ;θ) − r̃τ |2 + mλ

2 · ∥θ − θ0∥22. Then, we have the corresponding confi-
dence ellipsoid

C̃i,t−1 := {θ : ∥θ − θ̃i,t−1∥Σ̃i,t−1
≤ γ̃i,t−1/

√
m},

such that θ∗ ∈ C̃i,t−1, where γ̃i,t−1 = O
(
ν ·

√
log

det(Σ̃i,t−1)
det(λI) − 2 log(δ)+λ1/2S

)
, and the gradient

covariance matrix Σ̃i,t−1 = λI+
∑

τ∈[t−1] w
(τ)
i,t · g(xτ ; θ̃τ−1)g(xτ ; θ̃τ−1)

⊺/m.

Proof. The proof of this lemma follows an analogous approach as in Lemma 5.2 in [86]. Recall
that based on Lemma C.1, we have the expected reward of an arm x ∈ Xt being E[r|x] = h(x) =
⟨g(x;θ0), θ∗ − θ0⟩ where there exist parameters θ∗ such that ∥θ∗ − θ0∥ ≤ S/

√
m,S > 0.

Intuitively, for each previously chosen arm xτ , τ ∈ [t− 1], we can consider an alternative form being

E
[√

w
(τ)
i,t · r

∣∣∣∣ xτ

]
=

√
w

(τ)
i,t · h(xτ ) =

〈√
w

(τ)
i,t · g(xτ ;θ0)/

√
m,
√
m(θ∗ − θ0)

〉
where w > 0 refers to the weight associated with arm x in our settings of R-NeuralUCB. Afterwards,
with the weighted sequence of chosen arm gradients as well as their expected corruption-free rewards,
we can have

∥
√
m(θ∗ − θ0)− (Σ̃

(0)
i,t−1)

−1b̃
(0)

i,t−1∥Σ̃(0)
i,t−1

≤ ν ·

√
log

det(Σ̃
(0)
i,t−1)

det(λI)
− 2 log(δ) + λ1/2S,

by applying the conclusion of Theorem 2 from [1]. In this case, by triangular inequality, we also have

∥θ∗ − θ0∥Σ̃i,t−1

≤ ∥θ∗ − θ0 − (Σ̃
(0)
i,t−1)

−1b̃
(0)

i,t−1/
√
m∥Σ̃i,t−1

+ ∥θ̃i,t−1 − θ0 − (Σ̃
(0)
i,t−1)

−1b̃
(0)

i,t−1/
√
m∥Σ̃i,t−1

.
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Then, for the first term on the right hand side, we have

∥θ∗ − θ0 − (Σ̃
(0)
i,t−1)

−1b̃
(0)

i,t−1/
√
m∥2

Σ̃i,t−1

= (θ∗ − θ0 − (Σ̃
(0)
i,t−1)

−1b̃
(0)

i,t−1/
√
m)⊺Σ̃i,t−1(θ

∗ − θ0 − (Σ̃
(0)
i,t−1)

−1b̃
(0)

i,t−1/
√
m)

= (θ∗ − θ0 − (Σ̃
(0)
i,t−1)

−1b̃
(0)

i,t−1/
√
m)⊺Σ̃

(0)
i,t−1(θ

∗ − θ0 − (Σ̃
(0)
i,t−1)

−1b̃
(0)

i,t−1/
√
m)

+ (θ∗ − θ0 − (Σ̃
(0)
i,t−1)

−1b̃
(0)

i,t−1/
√
m)⊺ · (Σ̃i,t−1 − Σ̃

(0)
i,t−1) · (θ

∗ − θ0 − (Σ̃
(0)
i,t−1)

−1b̃
(0)

i,t−1/
√
m)

≤ (θ∗ − θ0 − (Σ̃
(0)
i,t−1)

−1b̃
(0)

i,t−1/
√
m)⊺Σ̃

(0)
i,t−1(θ

∗ − θ0 − (Σ̃
(0)
i,t−1)

−1b̃
(0)

i,t−1/
√
m)

+
∥Σ̃i,t−1 − Σ̃

(0)
i,t−1∥2

λ
· (θ∗ − θ0 − (Σ̃

(0)
i,t−1)

−1b̃
(0)

i,t−1/
√
m)⊺Σ̃

(0)
i,t−1(θ

∗ − θ0 − (Σ̃
(0)
i,t−1)

−1b̃
(0)

i,t−1/
√
m)

≤ (1 +
∥Σ̃i,t−1 − Σ̃

(0)
i,t−1∥2

λ
) ·

(
ν ·

√
log

det(Σ̃
(0)
i,t−1)

det(λI)
− 2 log(δ) + λ1/2S

)
/m

≤ m−1/2 ·
√

1 +O(m−1/6
√
log(m)L4t7/6λ−7/6)

·
(
ν ·

√
log

det(Σ̃i,t−1)

det(λI)
+O(m−1/6

√
log(m)L4t5/3λ−1/6)− 2 log(δ) + λ1/2S

)
where the first inequality is because x⊺Ax ≤ x⊺Bx · ∥A∥2/λmin(B) for some 0 ≺ B and the fact
that the minimum eigenvalue λmin(Σ̃

(0)
i,t−1) ≥ λ, and the last inequality is by Lemma G.6 as well as

due to the fact w(τ)
i,t ≤ 1. Afterwards, for the second term, we have

∥θ̃i,t−1−θ0 − (Σ̃
(0)
i,t−1)

−1b̃
(0)

i,t−1/
√
m∥Σ̃i,t−1

≤
√
∥Σ̃i,t−1∥2 · ∥θ̃i,t−1 − θ0 − (Σ̃

(0)
i,t−1)

−1b̃
(0)

i,t−1/
√
m∥2

≤ O(
√
λ+ tL) · O

(
(1− ηmλ)J/2

√
t/mλ+m−2/3

√
log(m)L7/2t5/3λ−5/3(1 +

√
t/λ)

)
.

The first inequality follows from applying Lemma G.6. For the second inequality, we apply a similar
approach as in Lemma D.1, with the optimization problem given by (C.12). Since we scale the α

parameter to ensure 1 > w
(τ)
i,t ≥ κ2, we can follow the proof of Lemma B.2 in [86] to bound the

difference between GD-based optimization and gradient-based regression. With the minimum weight
value lower bounded by κ2 and under the conditions in Theorem 5.6, applying Remark 4.7 in [86]
completes the proof.

Lemma C.11. For candidate arm xi,t ∈ Xt, suppose its associated neural network f(·;θi,t−1) has
been trained on received records {xτ , rτ}τ∈[t−1], with J iterations of GD and learning rate η. Let
f(·;θi,t−1) be an L-layer FC network with width m. Suppose conditions in Theorem 5.6 are satisfied.
Then, given the candidate arm xi,t ∈ Xt, with a constant ζ > 0 and probability at least 1− δ, we
will have∣∣f(xi,t;θi,t−1)− h(xi,t)

∣∣
≤ ∥g(xi,t;θi,t−1)/

√
m∥Σ−1

i,t−1
·
[
ζ ·

(
ν

√
log

det(Σi,t−1)

det(λI)
− 2 log(δ) + λ1/2S

)
+ (1− ηmλ)J/2

√
t/λ+O(m−1/6

√
log(m)L7/2t5/3λ−5/3(1 +

√
t/λ))

+O(Cm−1/6
√
log(m)t1/6λ−7/6L7/2) +O(Cm−1/6

√
log(m)t7/6λ−13/6L9/2)

+ ν ·
√
1 +O(m−1/6

√
log(m)L4t7/6λ−7/6) · O(m−1/12 log1/4(m)L2t5/6λ−1/12)

]
+O(αC) · min

x∈Xt

∥g(x;θi,t−1)/
√
m∥2

Σ̄−1
t−1

+O(Sm−1/6
√

log(m)t1/6λ−1/6L2/7) +O(m−1/6
√

log(m)t2/3λ−2/3L3),
(C.21)
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with notation and definitions in Theorem 5.6. We also have the covariance matrix Σi,t−1 = λI +∑
τ∈[t] w

(τ)
i,t · g(xτ ;θτ−1)g(xτ ;θτ−1)

⊺, with gradient vector g(xi,t;θ) = vec(∇θf(xi,t;θ)).

Proof. Applying the Lemma C.1, we can transform the objective by substituting the reward mapping
function h(·), as

∣∣f(xi,t;θi,t−1)− h(xi,t)
∣∣ = ∣∣f(xi,t;θi,t−1)−

〈
g(xi,t;θ0),θ

∗ − θ0

〉∣∣
≤

∣∣f(xi,t;θi,t−1)−
〈
g(xi,t;θi,t−1),θ

∗ − θ0

〉∣∣+O(Sm−1/6
√
log(m)t1/6λ−1/6L2/7)

≤
∣∣f(xi,t;θi,t−1)−

〈
g(xi,t;θi,t−1),θi,t−1 − θ0

〉∣∣
+
∣∣〈g(xi,t;θi,t−1),θi,t−1 − θ0

〉
−

〈
g(xi,t;θi,t−1),θ

∗ − θ0

〉∣∣
+O(Sm−1/6

√
log(m)t1/6λ−1/6L2/7)

where the first equality is due to Lemma C.1, while the first inequality is due to Lemma G.4 and
Lemma C.1, and the last inequality is because of the triangular inequality. Then, we proceed to
separately bound the first and second term on the RHS. For the first term, we will have

∣∣f(xi,t;θi,t−1)−
〈
g(xi,t;θi,t−1),θi,t−1 − θ0

〉∣∣
=

∣∣f(xi,t;θi,t−1)− f(xi,t;θ0)−
〈
g(xi,t;θi,t−1),θi,t−1 − θ0

〉∣∣
≤ O(m−1/6

√
log(m)t2/3λ−2/3L3)

where the first equality is due to the fact that f(xi,t;θ0) = 0 based on our parameter initialization
approach, and the inequality is by applying Lemma G.5 and Lemma G.3. Then, for the second term,
we will have

∣∣〈g(xi,t;θi,t−1),θi,t−1 − θ0

〉
−

〈
g(xi,t;θi,t−1),θ

∗ − θ0

〉∣∣
=

∣∣〈g(xi,t;θi,t−1),θ
∗ − θi,t−1

〉∣∣
≤ ∥g(xi,t;θi,t−1)/

√
m∥Σ−1

i,t−1
·
√
m · ∥θ∗ − θi,t−1∥Σi,t−1

≤ γi,t−1 · ∥g(xi,t;θi,t−1)/
√
m∥Σ−1

i,t−1

where the first inequality is by applying the Holder’s inequality, and the last inequality is by applying
Lemma 5.2 in [86], Lemma C.1 in terms of the confidence set Ci,t−1 and the fact that θ∗ ∈ Ci,t−1.
Then, with the confidence ellipsoid introduced and discussed in Lemma C.12, summing up the results
above, we will then have

∣∣∣∣f(xi,t;θi,t−1)− h(xi,t)

∣∣∣∣
≤ ∥g(xi,t;θi,t−1)/

√
m∥Σ−1

i,t−1

·
[
O
(
ν

√
log

det(Σi,t−1)

det(λI)
− 2 log(δ) + λ1/2S

)
+O(αC) ·

min
x∈Xt

∥g(x;θi,t−1)/
√
m∥2

Σ̄−1
t−1

∥g(xi,t;θi,t−1)/
√
m∥

(Σ̄
(κ)
t−1)

−1

+ (1− ηmλ)J/2
√
t/λ+O(m−1/6

√
log(m)L7/2t5/3λ−5/3(1 +

√
t/λ))

+O(Cm−2/3
√

log(m)t1/6λ−7/6L7/2) +O(Cm−1/6
√
log(m)t7/6λ−13/6L9/2)

+ ν ·
√
1 +O(m−1/6

√
log(m)L4t7/6λ−7/6) · O(m−1/12 log1/4(m)L2t5/6λ−1/12)

]
+O(Sm−1/6

√
log(m)t1/6λ−1/6L2/7) +O(m−1/6

√
log(m)t2/3λ−2/3L3)
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= ∥g(xi,t;θi,t−1)/
√
m∥Σ−1

i,t−1

·
[
O
(
ν

√
log

det(Σi,t−1)

det(λI)
− 2 log(δ) + λ1/2S

)
+ (1− ηmλ)J/2

√
t/λ+O(m−1/6

√
log(m)L7/2t5/3λ−5/3(1 +

√
t/λ))

+O(Cm−1/6
√

log(m)t1/6λ−7/6L7/2) +O(Cm−1/6
√
log(m)t7/6λ−13/6L9/2)

+ ν ·
√
1 +O(m−1/6

√
log(m)L4t7/6λ−7/6) · O(m−1/12 log1/4(m)L2t5/6λ−1/12)

]

+ ∥g(xi,t;θi,t−1)/
√
m∥Σ−1

i,t−1
· O(αC) ·

min
x∈Xt

∥g(x;θi,t−1)/
√
m∥2

Σ̄−1
t−1

∥g(xi,t;θi,t−1)/
√
m∥

(Σ̄
(κ)
t−1)

−1

+O(Sm−1/6
√

log(m)t1/6λ−1/6L2/7) +O(m−1/6
√
log(m)t2/3λ−2/3L3).

where we naturally have Hermitian matrices Σi,t−1 ⪰ Σ̄
(κ)
t−1 by definition, which leads to

(Σi,t−1)
−1 ⪯ (Σ̄

(κ)
t−1)

−1 by applying the conclusion from Lemma G.8. Afterwards, due to the
fact that the minimum round-wise arm weight wmin

t = min{w(τ)
i,t }i∈[K],τ∈[t−1] = κ2 < 1, ∀t ∈ [T ]

by scaling parameter α, we can further have∣∣∣∣f(xi,t;θi,t−1)− h(xi,t)

∣∣∣∣
≤ ∥g(xi,t;θi,t−1)/

√
m∥Σ−1

i,t−1

·
[
O
(
ν

√
log

det(Σi,t−1)

det(λI)
− 2 log(δ) + λ1/2S

)
+ (1− ηmλ)J/2

√
t/λ+O(m−1/6

√
log(m)L7/2t5/3λ−5/3(1 +

√
t/λ))

+O(Cm−2/3
√
log(m)t1/6λ−7/6L7/2) +O(Cm−1/6

√
log(m)t7/6λ−13/6L9/2)

+ ν ·
√
1 +O(m−1/6

√
log(m)L4t7/6λ−7/6) · O(m−1/12 log1/4(m)L2t5/6λ−1/12)

]
+O(αC) · min

x∈Xt

∥g(x;θi,t−1)/
√
m∥2

Σ̄−1
t−1

+O(Sm−1/6
√
log(m)t1/6λ−1/6L2/7) +O(m−1/6

√
log(m)t2/3λ−2/3L3),

which completes the proof for this lemma.

Lemma C.12. In round t ∈ [T ], with the notation and conditions from Theorem 5.6, suppose the
corrupted parameters θi,t−1 associated with a candidate arm xi,t ∈ Xt are trained by L(θ) =
1
2

∑
τ∈[t−1] w

(τ)
i,t · |f(xτ ;θ)− rτ |2 + mλ

2 · ∥θ − θ0∥22. Then, we have the confidence ellipsoid

Ci,t−1 =

{
θ : ∥θ − θi,t−1∥Σi,t−1 ≤ γi,t−1/

√
m

}
where we have the unknown parameter θ∗ ∈ Ci,t−1, and we denote

γi,t−1 = O
(
ν

√
log

det(Σi,t−1)

det(λI)
− 2 log(δ) + λ1/2S

)
+O(αC) ·

min
x∈Xt

∥g(x;θi,t−1)/
√
m∥2

Σ̄−1
t−1

∥g(xi,t;θi,t−1)/
√
m∥

(Σ̄
(κ)
t−1)

−1

+ (1− ηmλ)J/2
√
t/λ+O(m−1/6

√
log(m)L7/2t5/3λ−5/3(1 +

√
t/λ))

+O(Cm−1/6
√

log(m)t1/6λ−7/6L7/2) +O(Cm−1/6
√

log(m)t7/6λ−13/6L9/2)

+ ν ·
√
1 +O(m−1/6

√
log(m)L4t7/6λ−7/6) · O(m−1/12 log1/4(m)L2t5/6λ−1/12).
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Proof. Recall that for the imaginary corruption-free parameters θ̃i,t−1, trained on corruption-free
records P̃t−1, we can construct the confidence interval C̃i,t−1 := {θ : ∥θ − θ̃i,t−1∥Σ̃i,t−1

≤
γ̃i,t−1/

√
m, γ̃i,t−1 > 0}, ensuring that the unknown θ∗ in Lemma C.1 satisfies θ∗ ∈ C̃i,t−1. The

corresponding confidence ellipsoid is presented in Lemma C.10.

With the ellipsoid centered at θi,t−1 and the gradient covariance matrix defined as Σi,t−1 = λI +∑
τ∈[t−1] w

(τ)
i,t · g(xτ ;θτ−1) · g(xτ ;θτ−1)

⊺/m, we proceed to derive the corresponding radius.

Recall that w(τ)
i,t denotes the sample weight associated with the chosen arm xτ . For reference, we first

recall the preliminary bounds: ∥Σi,t−1 − Σ̃i,t−1∥F ≤ O(m−1/6
√

log(m)L4t7/6λ−1/6) by Lemma
G.6 and ∥θi,t−1 − θ̃i,t−1∥2 ≤ O(

√
t/(mλ)) as shown in Lemma G.3. Next, as we already have

∥θ − θ̃i,t−1∥Σ̃i,t−1
≤ γ̃i,t−1/

√
m, we then proceed to transform the objective to

∥θ∗−θi,t−1∥Σi,t−1
≤ ∥θ∗ − θ̃i,t−1∥Σi,t−1

+ ∥θ̃i,t−1 − θi,t−1∥Σi,t−1

≤ ∥θ∗ − θ̃i,t−1∥Σi,t−1 + ∥θ̃i,t−1 − θi,t−1∥Σi,t−1

≤ ∥θ∗ − θ̃i,t−1∥Σi,t−1−Σ̃i,t−1+Σ̃i,t−1
+ ∥θ̃i,t−1 − θi,t−1∥Σi,t−1

≤ ∥θ∗ − θ̃i,t−1∥Σ̃i,t−1
+ ∥θ∗ − θ̃i,t−1∥Σi,t−1−Σ̃i,t−1

+ ∥θ̃i,t−1 − θi,t−1∥Σi,t−1

≤ γ̃i,t−1/
√
m+ ∥θ̃i,t−1 − θi,t−1∥Σi,t−1

+O(
√

t/(mλ)) · O(m−1/6
√
log(m)L4t7/6λ−1/6)

≤ γ̃i,t−1/
√
m+ ∥θ̃i,t−1 − θi,t−1∥Σi,t−1

+O(m−2/3
√

log(m)L4t13/6λ−2/3).

For the first term on the RHS, we can follow the proof flow in Lemma C.6, by applying Lemma
G.4 to substitute Σ̃i,t−1 with corresponding Σi,t−1, which will consequently lead to |γi,t−1/

√
m−

γ̃i,t−1/
√
m| ≤ ν ·

√
1 +O(m−1/6

√
log(m)L4t7/6λ−7/6) · O(m−7/12 log1/4(m)L2t5/6λ−1/12).

Meanwhile, for the second term on the RHS, we first define the gradient-based regression parameters
as

Σ
(0)
i,t−1 = λI+

∑
τ∈[t−1]

w
(τ)
i,t · g(xτ ;θ0) · g(xτ ;θ0)

⊺/m,

b
(0)
i,t−1 =

∑
τ∈[t−1]

w
(τ)
i,t · g(xτ ;θ0) · rτ/

√
m,

b̃
(0)

i,t−1 =
∑

τ∈[t−1]

w
(τ)
i,t · g(xτ ;θ0) · r̃τ/

√
m,

Then, we can proceed to have

∥θ̃i,t−1 − θi,t−1∥Σi,t−1

≤ ∥θ̃i,t−1 − θ0 − (Σ
(0)
i,t−1)

−1b
(0)
i,t−1/

√
m+ (Σ

(0)
i,t−1)

−1b
(0)
i,t−1/

√
m+ θ0 − θi,t−1∥Σi,t−1

≤ ∥θi,t−1 − θ0 − (Σ
(0)
i,t−1)

−1b
(0)
i,t−1/

√
m∥Σi,t−1

+ ∥θ̃i,t−1 − θ0 − (Σ
(0)
i,t−1)

−1b
(0)
i,t−1/

√
m∥Σi,t−1

≤ ∥θi,t−1 − θ0 − (Σ
(0)
i,t−1)

−1b
(0)
i,t−1/

√
m∥Σi,t−1

+ ∥θ̃i,t−1 − θ0 − (Σ
(0)
i,t−1)

−1b̃
(0)

i,t−1/
√
m∥Σi,t−1

+m−1∥(Σ(0)
i,t−1)

−1 · (
∑

τ∈[t−1]

w
(τ)
i,t · g(xτ ;θ0) · cτ )∥Σi,t−1

.

(C.22)

Bounding the first two term in Inequality C.22. Here, for the first term on the RHS, we can
individually apply Lemma D.1, by considering the auxiliary sequence in j-th iteration (j ∈ [J ]) with
Θ(0) = θ0, as

Θ(j+1) = Θ(j) − η ·
[
J(0) ·W ·

(
[J(0)]⊺(Θ(j) − θ0)− y

)
+mλ(Θ(j) − θ0)

]
where the Jacobian matrix J(0) :=

(
g(x1;θ0), g(x2;θ0), . . . , g(xi,t−1;θ0)

)
∈ Rp×(t−1), vector

y ∈ Rt−1 contains the received arm rewards rτ , τ ∈ [t − 1], and matrix W ∈ R(t−1)×(t−1) is the
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diagonal matrix that contains sample weights w
(τ)
i,t , τ ∈ [t − 1]. In particular, we have its norm

∥W∥2 ≤ 1 by definition. Here, with [J(0)]τ being the τ -th column of matrix J(0), the above sequence
is expected to solve the following problem

min
Θ
L(Θ) =

∑
τ∈[t−1]

w
(τ)
i,t

2
·
∥∥∥∥[J(0)]⊺τ (Θ− θ0)− rτ

∥∥∥∥2
2

+
1

2
·mλ ·

∥∥∥∥Θ− θ0

∥∥∥∥2
2

.

As a result, following an analogous approach as in Lemma C.4 in [86], we can have ∥Θ(j) − θ0 −
(Σ

(0)
i,t−1)

−1b
(0)
i,t−1/

√
m∥Σi,t−1

≤ (1− ηmλ)j/2
√
t/(mλ). Furthermore, by applying the conclusion

of Lemma D.1, we can have

∥θi,t−1 − θ0−(Σ(0)
i,t−1)

−1b
(0)
i,t−1/

√
m∥2

≤ (1− ηmλ)J/2
√
t/(mλ) +O(m−2/3

√
log(m)L7/2t5/3λ−5/3(1 +

√
t/λ)).

Similarly, for the second term in Inequality C.22, we also can apply a comparable approach by solving
the problem:

min
Θ
L(Θ) =

∑
τ∈[t−1]

w
(τ)
i,t

2

∥∥∥∥[J(0)]⊺τ (Θ− θ0)− r̃τ

∥∥∥∥2
2

+
1

2
mλ ·

∥∥∥∥Θ− θ0

∥∥∥∥2
2

,

and constructing the corresponding auxiliary sequence. This will lead to a similar bound for the

second term on the RHS of inequality C.22, such that ∥θ̃i,t−1 − θ0 − (Σ
(0)
i,t−1)

−1b̃
(0)

i,t−1/
√
m∥2 ≤

(1− ηmλ)J/2
√

t/(mλ) +O(m−2/3
√
log(m)L7/2t5/3λ−5/3(1 +

√
t/λ)).

Bounding the third term in Inequality C.22. Then, for the third term on the RHS, we first have

m−1 · ∥(Σ(0)
i,t−1)

−1 · (
∑

τ∈[t−1]

w
(τ)
i,t · g(xτ ;θ0) · cτ )∥Σi,t−1

≤ m−1∥(Σi,t−1)
−1(

∑
τ∈[t−1]

w
(τ)
i,t · g(xτ ;θ0) · cτ )∥Σi,t−1

+m−1∥
(
(Σi,t−1)

−1 − (Σ
(0)
i,t−1)

−1
)
· (

∑
τ∈[t−1]

w
(τ)
i,t · g(xτ ;θ0) · cτ )∥Σi,t−1

≤ m−1∥(Σi,t−1)
−1(

∑
τ∈[t−1]

w
(τ)
i,t · g(xτ ;θ0) · cτ )∥Σi,t−1

+m−1∥(Σi,t−1)
−1

(
Σi,t−1 −Σ

(0)
i,t−1

)
(Σ

(0)
i,t−1)

−1 · (
∑

τ∈[t−1]

w
(τ)
i,t · g(xτ ;θ0) · cτ )∥Σi,t−1

≤ m−1∥(Σi,t−1)
−1(

∑
τ∈[t−1]

w
(τ)
i,t · g(xτ ;θ0) · cτ )∥Σi,t−1

+O(Cm−2/3
√

log(m)t7/6λ−13/6L9/2)

≤ m−1∥(Σi,t−1)
−1(

∑
τ∈[t−1]

w
(τ)
i,t · g(xτ ;θτ−1) · cτ )∥Σi,t−1

+O(Cm−2/3
√

log(m)t7/6λ−13/6L9/2)

+m−1∥(Σi,t−1)
−1(

∑
τ∈[t−1]

w
(τ)
i,t · (g(xτ ;θτ−1)− g(xτ ;θ0)) · cτ )∥Σi,t−1

≤ m−1∥(Σi,t−1)
−1(

∑
τ∈[t−1]

w
(τ)
i,t · g(xτ ;θτ−1) · cτ )∥Σi,t−1 +O(Cm−7/6

√
log(m)t1/6λ−7/6L7/2)

+O(Cm−2/3
√
log(m)t7/6λ−13/6L9/2),

where the third inequality is due to Lemma G.6, and the last inequality is due to Lemma G.4. Then,
recall that the weight w(τ)

i,t from (4) for each previously chosen arm xτ . In this case, we can further
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have

m−1/2∥(Σi,t−1)
−1(

∑
τ∈[t−1]

w
(τ)
i,t · g(xτ ;θτ−1) · cτ )/

√
m∥Σi,t−1

= m−1/2∥
∑

τ∈[t−1]

w
(τ)
i,t · g(xτ ;θτ−1) · cτ/

√
m∥(Σi,t−1)−1

≤ m−1/2
∑

τ∈[t−1]

w
(τ)
i,t cτ · ∥g(xτ ;θτ−1)/

√
m∥(Σi,t−1)−1

where the first inequality is by applying the triangular inequality. By definition, we naturally
have Σi,t−1 ⪰ Σ̄

(κ)
τ−1,∀τ ∈ [t − 1]. Next, we utilize Lemmas G.8 and the fact that wmin

t =

min{w(τ)
i,t }i∈[K],τ∈[t−1] = κ2 < 1, ∀t ∈ [T ] by scaling the parameter α, which will lead to

m−1/2∥(Σi,t−1)
−1(

∑
τ∈[t−1]

w
(τ)
i,t · g(xτ ;θτ−1) · cτ )/

√
m∥Σi,t−1

≤ O(m−1/2)
∑

τ∈[t−1]

w
(τ)
i,t cτ · ∥g(xτ ;θτ−1)/

√
m∥(Σi,t−1)−1

≤ O(m−1/2)
∑

τ∈[t−1]

w
(τ)
i,t cτ · ∥g(xτ ;θτ−1)/

√
m∥

(Σ̄
(κ)
τ−1)

−1

≤ O(m−1/2)
∑

τ∈[t−1]

cτ ·
α · min

x∈Xt

∥g(x;θi,t−1)/
√
m∥2

Σ̄−1
t−1

∥g(xi,t;θi,t−1)/
√
m∥

(Σ̄
(κ)
t−1)

−1

≤ O(m−1/2) · C ·
α · min

x∈Xt

∥g(x;θi,t−1)/
√
m∥2

Σ̄−1
t−1

∥g(xi,t;θi,t−1)/
√
m∥

(Σ̄
(κ)
t−1)

−1

,

where the third and the last inequalities are due to the definition of w
(τ)
i,t and the definition of

corruption level C. Finally, summing up all the results will give the lemma.

C.9 Discussion on the Minimum Fraction Value β

In this subsection, we provide an exemplary upper bound of O(1/β). Inspired by [84], the following
analysis is based on a scenario where the arm contexts nearly lie within a low-dimensional subspace
of the RKHS, induced by the NTK defined in Definition 5.2. To begin, we recall that, as defined in
(4), each candidate arm xi,t ∈ Xt is associated with the corresponding arm weight:

w
(τ)
i,t = min

1,
α ·minx∈Xt

∥g(x;θt−1)/
√
m∥2

Σ̄−1
t−1

gτ · ∥g(xi,t;θt−1)/
√
m∥

(Σ̄
(κ)
t−1)

−1

 = min
{
1, α · fracτ (xi,t;Xt, Σ̄t−1)

}
,

where α > 0 is a tunable scaling parameter to control the arm weight value range, and frac(·)
is a shorthand for the fraction term. We denote the data-dependent minimum fraction value as
β = mint∈[T ],τ∈[t−1]

[
min

{
fracτ (xt;Xt, Σ̄t−1), fracτ (x̃t;Xt, Σ̄t−1)

}]
. In this case, the lower

bound for fracτ (xi,t;Xt, Σ̄t−1), represented by β, can be expressed as

minx∈Xt
∥g(x;θt−1)/

√
m∥2

Σ̄−1
t−1

∥g(xτ ;θτ−1)/
√
m∥

(Σ̄
(κ)
τ−1)

−1 · ∥g(xi,t;θt−1)/
√
m∥

(Σ̄
(κ)
t−1)

−1

≥
minx∈Xt

∥g(x;θt−1)/
√
m∥2

Σ̄−1
t−1

O(L · λ−1)

≥
minx∈Xt

∥g(x;θt−1)/
√
m∥22 · λmin(Σ̄

−1
t−1)

O(L · λ−1)

where the first inequality is because of Lemma G.2 and Lemma G.6. The second inequality is by
applying Rayleigh-Ritz theorem.
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Then, we let P̆t−1 ⊆ Pt−1 being the collection of received records that only consists of unique
chosen arms from Pt−1. With θ̆t−1 be the parameters trained on P̆t−1, applying Lemma G.4 and
Lemma G.3, we have ∥g(x′;θt−1)/

√
m− g(x′; θ̆t−1)/

√
m∥2 ≤ O(m−1/6λ−1/6t1/6L7/2 log(m)),

where x′ = argminx∈Xt ∥g(x;θt−1)/
√
m∥2. Given the over-parameterization settings in Theorem

5.6 with sufficiently large m, we can have ∥g(x′;θt−1)/
√
m− g(x′; θ̆t−1)/

√
m∥2 ≪ O(1). As a

result, it leads to

minx∈Xt
∥g(x;θt−1)/

√
m∥2

Σ̄−1
t−1

∥g(xτ ;θτ−1)/
√
m∥

(Σ̄
(κ)
τ−1)

−1 · ∥g(xi,t;θt−1)/
√
m∥

(Σ̄
(κ)
t−1)

−1

≥
minx∈Xt

∥g(x;θt−1)/
√
m∥22 · λmin(Σ̄

−1
t−1)

O(L · λ−1)

≥
(
∥g(x′; θ̆t−1)/

√
m∥22 + ∥g(x′;θt−1)/

√
m∥22 − ∥g(x′; θ̆t−1)/

√
m∥22

)
· λmin(Σ̄

−1
t−1)

O(L · λ−1)

≥
O(1) · λmin(Σ̄

−1
t−1)

O(L · λ−1)

where the second inequality is derived based on ∥g(x′;θt−1)/
√
m∥22 − ∥g(x′; θ̆t−1)/

√
m∥22 ≥

−1 · (∥g(x′;θt−1)/
√
m− g(x′; θ̆t−1)/

√
m∥2 · ∥g(x′;θt−1)/

√
m+ g(x′; θ̆t−1)/

√
m∥2), and we

bound the two multipliers separately with choice of m. The last inequality is by applying Theorem 3
of [3] with the fact that f(·;θt−1) = O(1) (Lemma B.2 in [21]).

Afterwards, regarding the lower bound of λmin(Σ̄
−1
t−1), since λmin(Σ̄

−1
t−1) =

1
λmax(Σ̄t−1)

, we need to

find the upper bound for ∥Σ̄t−1∥2. Denoting G
(0)
t−1 = [g(x1;Θ0), g(x2;Θ0), . . . , g(xt−1;Θ0)]

⊺ ∈
R(t−1)×p as the gradient matrix, as well as Ht−1 ∈ R(t−1)×(t−1) as the NTK matrix constructed
from the chosen arms {xτ}τ∈[t−1], with sufficient network width m (Theorem 5.6), we first have

∥G(0)
t−1(G

(0)
t−1)

⊺/m−Ht−1∥2 ≤ O(1)

and this inequality is because of Lemma B.1 in [86] by setting ϵ = t− 1. In this case, we will have

∥Σ̄t−1∥2 − λmax(Ht−1) ≤ ∥Σ̄t−1∥2 − ∥(G(0)
t−1)

⊺G
(0)
t−1/m∥2 + ∥G

(0)
t−1(G

(0)
t−1)

⊺/m∥2 − λmax(Ht−1)

≤ ∥Σ̄t−1 − (G
(0)
t−1)

⊺G
(0)
t−1/m∥2 + ∥G

(0)
t−1(G

(0)
t−1)

⊺/m−Ht−1∥2
≤ O(m−1/6

√
log(m)L4t7/6λ−1/6) +O(λ) +O(1)

where the last inequality is by applying Lemma G.6. This leads to the result that ∥Σ̄t−1∥2 ≤
λmax(Ht−1) +O(m−1/6

√
log(m)L4t7/6λ−1/6) +O(λ) +O(1).

Then, inspired by Section D in [84], based on the formulation from [14] and [20], we can consider
that each entry of Ht−1 is generated by

[Ht−1]i,i′ =

∞∑
k=0

µk

N(d,k)∑
j=1

Yk,j(xi)Yk,j(xi′),

where Yk,j are linearly independent spherical harmonics, w.r.t. degree k and d variables. N(d, k) =
2k+d−2

k · Cd−2
k+d−3, µk = Θ(max{k−d, (d− 1)1−k}). With the above feature mapping, if we have a

subspace of the RKHS, such that the feature mapping in the RKHS is close enough to its projection
onto this subspace, we can have λmax(Ht−1) = ∥Ht−1∥2 ≤ O(1). As a result, summing up the
results and with sufficiently large m, we can have 1

β ≤ O(Lλ
−1).

D Bounding the Difference of Trained Parameters and Regression
Parameters

In section, with weighted Gradient Descent, we provide the upper bound in terms of the distance
between GD trained parameters θt−1 and the regression parameters (Σ(0)

t−1)
−1b

(0)
t−1. The results will

be applied to the proof flow of both NeuralUCB-WGD and R-NeuralUCB. First, with the definitions
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in Subsec. C.2, we have the gradient-based regression parameters specified to arm xt ∈ Xt as

Σ
(0)
t−1 = λI+

∑
τ∈[t−1]

w
(τ)
t g(xτ ;θ0)g(xτ ;θ0)

⊺/m,

Σt−1 = λI+
∑

τ∈[t−1]

w
(τ)
t g(xτ ;θτ−1)g(xτ ;θτ−1)

⊺/m,

b
(0)
t−1 =

∑
τ∈[t−1]

w
(τ)
t g(xτ ;θ0) · rτ/

√
m, bt−1 =

∑
τ∈[t−1]

w
(τ)
t g(xτ ;θτ−1) · rτ/

√
m

where {xτ , rτ}, τ ∈ [t] respectively stands for the chosen arms as well as their rewards. For notation
simplicity, we also use w(τ)

t , τ ∈ [t− 1] to denote the arm weights for the chosen arm xt respectively.

Analogously, given an candidate arm xi,t ∈ Xt with arm weight w(τ)
i,t defined in (4), we have a series

auxiliary gradient sequences {Θ(0),Θ(1), . . . ,Θ(J)} as in G.3, such that for j-th iteration

Θ(j+1) = Θ(j) − η ·
[
J(0) ·W ·

(
[J(0)]⊺(Θ(j) − θ0)− y

)
+mλ(Θ(j) − θ0)

]
where J(0) :=

(
g(x1;θ0), g(x2;θ0), . . . , g(xt−1;θ0)

)
∈ Rp×(t−1), and W refers to the diagonal

matrix of arm weights {w(τ)
i,t }τ∈[t−1], along with the reward vectors y ∈ Rt−1 separately being the

vector of received rewards and corruption-free rewards. In particular, the auxiliary sequence Θ(j)

can be deemed as applying Gradient Descent to solve the following optimization problem

min
Θ
L(Θ) =

∑
τ∈[t−1]

1

2
· w(τ)

i,t ·
∥∥∥∥[J(0)]⊺τ (Θ− θ0)− yτ

∥∥∥∥2
2

+
1

2
·mλ ·

∥∥∥∥Θ− θ0

∥∥∥∥2
2

where [J(0)]τ refers to the τ -th column of the matrix J(0). Analogously, we can also derive the

optimization problem for the sequence of corruption-free auxiliary parameters Θ̃
(j)

, by applying the
same definition of weight matrix W. By the definition of arm weights, we will also have ∥W∥2 ≤ 1.
Lemma D.1 (Lemma B.2 of [86]). With the notation and conditions in Theorem 5.6, consider
m ≥ Ω(poly(T, L, λ̆−1

0 , λ−1) and η ≤ O( 1
mλ+tmL ). For round t ∈ [T ], we have

∥θt−1 − θ0 − (Σ
(0)
t−1)

−1b
(0)
t−1∥2

≤ (1− ηmλ)J/2
√

t/(mλ) +O(m−2/3t5/3
√

log(m)L7/2λ−5/3(1 +
√
t/λ))

with the J iterations of Gradient Descent process.

Proof. The proof of this lemma follows an analogous approach as in Lemma B.2 of [86]. Here, similar
to the previous sequence {Θ(0),Θ(1), . . . ,Θ(J)}, we denote another set of auxiliary sequences to
simulate the J iterations of GD, by

θ(j+1) = θ(j) − η ·
[
J(j) ·W ·

(
f (j) − y

)
+mλ(θ(j) − θ0)

]
where we denote the corresponding gradient matrix at the j-th iteration as J(j) =(
g(x1;θ

(j)), g(x2;θ
(j)), . . . , g(xt−1;θ

(j))
)
∈ Rp×(t−1) , as well as the vector of network out-

puts f (j) =
(
f(x1;θ

(j)), f(x2;θ
(j)), . . . , f(xt−1;θ

(j))
)
∈ Rt−1. In this case, we can have the

difference between parameter sequences as

∥θ(j+1) −Θ(j+1)∥
= ∥(1− ηmλ) · (θ(j) −Θ(j))− ηW(J(j) − J(0))(f (j) − y)− ηW(f (j) − [J(0)]⊺(Θ(j) − θ0))∥
≤ ∥(1− ηmλ) · (θ(j) −Θ(j))∥+ η∥W(J(j) − J(0))(f (j) − y)∥+ η∥J(0)W(f (j) − [J(0)]⊺(Θ(j) − θ0))∥
≤ ∥(1− ηmλ)(θ(j) −Θ(j))∥+ η∥W∥∥(J(j) − J(0))(f (j) − y)∥+ η∥J(0)W∥∥f (j) − [J(0)]⊺(Θ(j) − θ0)∥
≤ ∥(1− ηmλ) · (θ(j) −Θ(j))∥︸ ︷︷ ︸

I4

+ η · ∥(J(j) − J(0))(f (j) − y)∥︸ ︷︷ ︸
I5

+ η · ∥J(0)∥∥f (j) − [J(0)]⊺(Θ(j) − θ0)∥︸ ︷︷ ︸
I6
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where the first inequality is by applying the triangular inequality. The second inequality is by using
Cauchy-Schwartz inequality, and the third inequality is due to the fact that ∥W∥2 ≤ 1. Here, the first
term I4 can be bounded recursively. For the second term I5 on the RHS, we have

I5 = η∥(J(j) − J(0))(f (j) − y)∥ ≤ η∥(J(j) − J(0))∥∥(f (j) − y)∥ ≤ O(ηt7/6m1/3
√

log(m)L7/2λ−1/6)

by extending Lemma G.4 to the matrix J. Since we have the arm weights w(τ)
i,t ≤ O(1) due to the

maximum cap as well as the choice of parameter α, we can also directly apply the conclusion of
Lemma C.3 in [86] for the second inequality. Meanwhile, for the third term I6, we will have

I6 = η · ∥J(0)∥∥f (j) − [J(0)]⊺(Θ(j) − θ0)∥
≤ η · ∥J(0)∥ · max

τ∈[t−1]

√
t · |f(xτ ;θ

j)− f(xτ ;θ0)− ⟨g(xτ ;θ0),θ
j − θ0⟩|

≤ O(ηt5/3m1/3
√
log(m)L7/2λ−2/3)

by extending Lemma G.2 to the gradient matrix setting, as well as applying the Lemma G.5 on the
absolute value. Afterwards, we can integrate these three terms, which will lead to

∥θ(j+1) −Θ(j+1)∥ ≤ ∥(1− ηmλ) · (θ(j) −Θ(j))∥

+O(ηt7/6m1/3
√
log(m)L7/2λ−1/6) +O(ηt5/3m1/3

√
log(m)L7/2λ−2/3)

≤ (1− ηmλ)∥θ(j) −Θ(j)∥+O(ηt7/6m1/3
√

log(m)L7/2λ−1/6) +O(ηt5/3m1/3
√

log(m)L7/2λ−2/3)

≤ O(m−2/3t5/3
√

log(m)L7/2λ−5/3(1 +
√
t/λ))

where for term I4, the last inequality is obtained by recursively applying the process to ∥θ(0) −
Θ(0)∥ = 0 and substituting the chosen upper bound for the learning rate η. Then, with a sufficiently
large network width m as indicated in the lemma, we have

∥θt−1 − θ0 − (Σ
(0)
t−1)

−1b
(0)
t−1∥2 ≤ ∥θ

(j+1) −Θ(j+1)∥+ ∥Θ(j+1) − θ0 − (Σ
(0)
t−1)

−1b
(0)
t−1∥2

≤ ∥Θ(j+1) − θ0 − (Σ
(0)
t−1)

−1b
(0)
t−1∥2 +O(m−2/3t5/3

√
log(m)L7/2λ−5/3(1 +

√
t/λ))

≤ (1− ηmλ)j/2
√
t/(mλ) +O(m−2/3t5/3

√
log(m)L7/2λ−5/3(1 +

√
t/λ))

where the first inequality is by applying triangular inequality, and the second inequality is by applying
the previous conclusion. The last inequality is by applying Lemma C.4 in [86] with the fact that
∥θ(j+1) −Θ(j+1)∥ ≤

√
t/(mλ). Since we have the arm weights w

(τ)
i,t ≤ 1 due to its maximum

bound, we apply the conclusion of Lemma C.4 in [86] for the last inequality.
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E A Base Algorithm: NeuralUCB-WGD

Recall that for each candidate arm xi,t ∈ Xt, its corruption-free expected reward is generated by
an unknown reward mapping function h(·). Following existing neural bandit approaches, we use a
neural network f(·) to approximate h(·) for estimating arm rewards. Consistent with the main text
and R-NeuralUCB, we consider the network f(·;θ) to be a fully connected (FC) network with depth
L ≥ 2 and width m ∈ N+:

f(x;θ) :=
√
mθLσ(θL−1σ(θL−2 . . . σ(θ1x))),

where σ(·) denotes the ReLU activation function, and the trainable weight matrices are θ1 ∈ Rm×d,
θl ∈ Rm×m for 2 ≤ l ≤ L − 1, and θL ∈ R1×m. For simplicity, we also denote the vectorized
parameters as

θ := [vec(θ1)
⊺, vec(θ2)

⊺, . . . , vec(θL)]
⊺ ∈ Rp,

with dimensionality p and randomly initialized parameters θ0. Similar to R-NeuralUCB, we also
define g(x;θ) = vec(∇θf(x;θ)) ∈ Rp as the vectorized network gradients, for input x and
parameters θ.

E.1 NeuralUCB-WGD: Neural-UCB with Weighted GD

Then, we introduce the workflow of our base algorithm NeuralUCB-WGD (Algorithm 3), which
stands for Neural-UCB with Weighted GD. Here, NeuralUCB-WGD can be considered as a simplified
version of R-NeuralUCB, where all the candidate arms Xt in round t will share the same neural
network for decision making. The idea is that although we do not know which training samples are
corrupted, we can reduce the effects caused by the potential corruption instead, by paying relatively
more attention on the samples with low uncertainty for a stable training process.

Algorithm 3 Neural-UCB with Weighted GD (NeuralUCB-WGD)

1: Input: Time horizon T . GD steps J . Learning rate η. Exploration coefficient ν ≥ 0. Scaling
coefficient α > 0. Norm parameter S, regularization parameter λ.

2: Initialization: Initialized parameters θ0. Covariance matrix Γ0 = λI. Received records P0 = ∅.
3: for each round t ∈ [T ] do
4: Observe candidate arms Xt = {xi,t}i∈[K].
5: for each arm xi,t ∈ Xt do
6: Calculate its benefit score U(xi,t), based on reward estimation f(xi,t;θi,t−1) and the

UCB-type exploration score for arm xi,t, (E.1).
7: end for
8: Recommend arm based on benefit scores xt = argmaxxi,t∈Xt

[
U(xi,t)

]
.

9: Receive arm reward rt, and update the records, such that Pt = Pt−1 ∪ {(xt, rt)}. Then, save
the corresponding weight for chosen arm xt, as wt = min{1, α/∥g(xt;θt−1)/

√
m∥Γ−1

t−1
}.

10: Update the gradient covariance matrix Γt = Γt−1 + wt · g(xt;θt−1) · g(xt;θt−1)
⊺/m.

11: Starting from random initialization θ0, update the network parameters to θt, based on J
iterations of Gradient Descent and training data Pt.

12: end for

Arm Selection. In each round t ∈ [T ], after observing the candidate arms Xt for selection, we
calculate the reward estimation and the UCB score for arm selection (lines 5-7, Algorithm 3). Similar
to R-NeuralUCB, in terms of the arm selection (line 8, Algorithm 3), we determine the chosen arm
xt ∈ Xt with the highest benefit score, by xt = argmaxxi,t∈Xt

[
U(xi,t)

]
. Here, with the NTK

norm parameter S > 0 and the probability at least 1 − δ given probability parameter δ ∈ (0, 1),
we formulate the benefit score U(xi,t), along with a UCB-type exploration strategy (motivated by
Lemma F.1), as

U(xi,t) = f(xi,t;θt−1) +O
(
ν

√
log

det(Γt−1)

det(λI)
− 2 log(δ) + λ1/2S

)
· ∥g(xi,t;θt−1)/

√
m∥Γ−1

t−1

(E.1)

where θt−1 refer to network parameters in round t before GD, which have been trained with
received records Pt−1, and λ > 0 is regularization parameter. Different from conventional
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neural bandit works, our gradient covariance matrix is defined as Γt−1 = λI +
∑

τ∈[t−1] wτ ·
g(xτ ;θτ−1)g(xτ ;θτ−1)

⊺/m. Here, to quantify the arm uncertainty level, inspired by [42], we
define the sample weight as wτ = min{1, α/∥g(xτ ;θτ−1)/

√
m∥Γ−1

τ−1
} based on the gradient vector

g(xτ ;θτ−1) = vec
(
∇θf(xτ ;θτ−1)

)
∈ Rp, and it is scaled by a tunable parameter α > 0. Notice

that the arm weight wτ is inversely proportional to our UCB-type exploration score in (E.1). Since
the UCB-based exploration score can be considered to quantify reward estimation uncertainty levels
[24, 72, 86], we thus assign small weights to training samples with high uncertainty. Recall that in
(1), we apply ν to characterize the random noise ϵ. Similar to R-NeuralUCB, when this value is
unknown, we alternatively deem ν ≥ 0 as a tunable exploration parameter to control the exploration
intensity analogous to existing works (e.g., [86]).

After receiving the reward rt for the chosen arm xt, we update the records to Pt. The arm
context xt and its received reward rt are added to the collection Pt, along with their weight
wt = min{1, α/∥g(xt;θt−1)/

√
m∥Γ−1

t−1
} (line 9, Algorithm 3).

Model Training. Afterwards, we perform J iterations of GD to update the network parameters
(line 11, Algorithm 3). With Pt = {xτ , rτ}τ∈[t] up to round t, we train the model parameters θt,
through θ

(j)
t = θ

(j−1)
t − η∇θL(Pt;θ

(j−1)
t ). Here, θ(j)

t , j ∈ [J ] are the parameters after the j-th
GD iteration, starting from randomly initialized ones θ(0)

t = θ0, and η > 0 refers to the learning rate.
Different from existing neural bandit works (e.g., [86, 84]) which consider all received records to
be equally important with the ordinary L2 loss function, we alternatively define the weighted loss
function as

L(P;θ) =
∑

(xτ ,rτ )∈P

wτ

2

∣∣f(xτ ;θ)− rτ
∣∣2 + mλ

2
∥θ − θ0∥22

where λ > 0 is the regularization parameter as in (E.1), and we have previously defined sample
weights wτ , τ ∈ [t] associated with each chosen arm-reward pair (xτ , rτ ) ∈ Pt. In summary, the
intuition is that, when defining the loss function for the received records Pt = {xτ , rτ}τ∈[t] up
to round t, we aim to give extra emphasis to samples with low estimation uncertainty. Intuitively,
if samples with high uncertainty are indeed corrupted by the adversary, they are more likely to
significantly disrupt the internal decision-making process, thereby impacting the stability of reward
estimation. To mitigate this risk, even though we cannot identify which training samples are corrupted,
we conservatively assign smaller weights to high-uncertainty samples, supporting a stable and robust
GD training process.

E.2 Regret Analysis for NeuralUCB-WGD

For the theoretical analysis, different from that of R-NeuralUCB (Subsection 5.1), we focus on the
case where the corruption level C is known, a common setting in existing works [16, 42, 76, 17]. This
assumption allows us to appropriately select the parameter α in Algorithm 3 to achieve a tighter regret
bound. Additionally, we briefly discuss potential outcomes if C is unknown. Recall that our objective
(2) is to minimize the overall pseudo-regret in terms of the corruption-free expected reward over a
finite horizon of T rounds: R(T ) =

∑T
t=1 E[r̃∗t − r̃t], where E[r̃t] = h(xt) denotes the expected

corruption-free reward from the chosen arm xt, and E[r̃∗t ] = maxxi,t∈Xt [h(xi,t)] represents the
expected reward of the optimal arm.

To address challenges in regret analysis, we define two sets of regression parameters corresponding
to the corrupted model and the corruption-free model. Using the corruption-free model f(·; θ̃), we
derive the confidence ellipsoid around its parameters θ̃, which serves as a proxy for updating the
confidence ellipsoid around the trained corrupted model parameters θ. With the updated confidence
ellipsoid and concentration results, we then finalize the regret upper bound. Here, without carefully
designing the arm weights wτ , τ ∈ [t] (Algorithm 3) and structuring the regret analysis workflow,
deriving the regret upper bound under adversarial corruption settings would be impractical. The
following Theorem E.1 provides a bound on the cumulative pseudo-regret for NeuralUCB-WGD.

Theorem E.1. Given the finite horizon T ∈ N+, denote S ≥
√

2h̆
⊺
H̆−1h̆. Suppose prob-

ability parameter δ ∈ (0, 1), network width m ≥ Ω(poly(T, L,C, λ̆−1
0 , λ−1, S−1) · log(1/δ)),

η ≤ O((TmL+mλ)−1), J ≥ Õ(TL/λ), and λ ≥ S−2. Let f(·) be the L-layer FC network with
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width m, and set α = 1/C without the prior knowledge of d̃. Then, with probability at least 1− δ
over random initialization, NeuralUCB-WGD achieves the regret upper bound:

R(T ) ≤ Õ
(√

d̃T

)
· Õ

(
ν

√
d̃− 2 log(δ) + λ1/2S

)
+O

(
Cd̃ log(1 + TK/λ)

)
+O

(
Cd̃ · λ1/2S

)
+O

(
Cd̃ ·

(
ν

√
d̃ log(1 + TK/λ)− 2 log(δ)

))

The proof of Theorem E.1 is provided in Appendix F. The first term on the RHS represents the
corruption-independent regret upper bound, which matches the bound Õ(d̃

√
T ) in corruption-

free neural bandit studies [86, 84]. For terms that depend on the corruption level C, we obtain
Õ(Cd̃λ1/2S + Cd̃3/2) by omitting logarithmic terms. When aligning the definition of information
gain [16] with the effective dimension d̃, our results are consistent with the latest kernelized bandit
research in terms of the horizon T and effective dimension d̃, given the NTK-induced RKHS and an
indefinite arm space (Corollary 7 in [16]). Additionally, we can bound the NTK norm term S by a
constant if h(·) belongs to the RKHS norm induced by NTK (Subsection B.4). The regularization
parameter λ can also be tuned to account for the NTK norm S. Different from the vanilla Neural-
UCB [86], we quantify the impact of corruption by deriving a new confidence ellipsoid around the
corrupted parameters θt−1, ensuring that the corruption-related terms remain independent of the
non-logarithmic T term.

Inspired by [42], when C is unknown to the learner, an estimated corruption level C̄ > 0 can be
utilized based on prior knowledge of the adversary. In this case, we can set the scaling parameter
α = 1/C̄. If the actual C ≤ C̄, then the corresponding regret upper bound in Theorem 5.6 still
holds. Conversely, if C > C̄, the regret bound will no longer hold, leading to a trivial upper bound
of R(T ) ≤ O(T ), similar to existing works (e.g., [42]). Here, practically, one approach is to set
C̄ =

√
T . For C ≤

√
T , the overall regret is then bounded by Õ(d̃3/2

√
T ), which matches [16]

and improves upon Õ(d̃T ) from [15]. When C >
√
T , our trivial regret bound of O(T ) also

aligns with the state-of-the-art kernelized method [15] with unknown C, which has a bound of
Õ(d̃
√
T +Cd̃

√
T ) =⇒ Õ(d̃

√
T + d̃T ). Thus, the regret bound for NeuralUCB-WGD comparably

matches the latest theoretical results from the kernelized bandit research [16, 15] under the indefinite
arm space setting. While the problem definition of neural contextual bandits (1) is more general and
reduce restrictions from the reward mapping function aspect, it is also significantly distinct from the
problem definitions of linear or kernelized bandits, which makes lots of techniques from existing
works on tackling adversarial corruptions (e.g., [42, 16]) infeasible.

F Proof of Regret Bound for NeuralUCB-WGD (Proof of Theorem E.1)

By definition in (1), recall that we aim to minimize the pseudo-regret for T rounds, denoted by

R(T ) =

T∑
t=1

[
h(x∗

t )− h(xt)

]
=

T∑
t=1

Rt

=

T∑
t=1

[
⟨g(x∗

t ;θ0), θ
∗ − θ0⟩ − ⟨g(xt;θ0), θ

∗ − θ0⟩
]

where xt is the chosen arm and x∗
t = argmaxxi,t∈Xt

[h(xi,t)] being the optimal arm in round t.
The third equality is due to Lemma C.1. Then, we denote f(·) as the bandit model we currently
possess, which is trained with corrupted records Pt−1 up to round t, and also suppose an imaginary
corruption-free bandit model accordingly, which is trained with corruption-free records P̃t−1. The
corresponding model parameters of f(·) will be denoted as θ, while the parameters of the imaginary
corruption-free model will be denoted as θ̃.

Proof sketch. To begin with, we first analyze the single-round pseudo-regret Rt for t ∈ [T ], where the
cumulative regret is given by R(T ) =

∑
t∈[T ] Rt. Here, we demonstrate that the single-round regret

with corruption can be upper bounded by using the updated confidence ellipsoid (Lemma F.1) around
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the corrupted network parameters θt. Since we cannot directly apply the self-regularized martingale
concentration results from existing studies [1, 86], we instead derive updated concentration results
that account for adversarial corruptions, as shown in Lemma F.2. These results are then combined to
establish the cumulative regret over T rounds. Additionally, we provide the optimal value for the
scaling parameter α based on the known corruption level C, demonstrating why setting α = 1/C
yields the desired regret bound.

F.1 Bounding the Single-round Regret

Following analogous approach as the proof of Lemma 5.3 in [86], we can transform the regret for a
single round t ∈ [T ] to

Rt = ⟨g(x∗
t ;θ0), θ

∗ − θ0⟩ − ⟨g(xt;θ0), θ
∗ − θ0⟩

≤ ⟨g(x∗
t ;θt−1), θ

∗ − θ0⟩ − ⟨g(xt;θt−1), θ
∗ − θ0⟩+O(Sm−1/6

√
log(m)t1/6λ−1/6L2/7)

≤ max
θ∈Ct−1

⟨g(x∗
t ;θt−1), θ − θ0⟩ − ⟨g(xt;θt−1), θ

∗ − θ0⟩+O(Sm−1/6
√

log(m)t1/6λ−1/6L2/7).

where the first inequality is by the gradient difference in Lemma G.4, and the bound of ∥θ∗ − θ0∥
in Lemma C.1. Here, based on Lemma F.1, we have the unknown parameter θ∗ ∈ Ct−1 with the
confidence ellipsoid Ct−1 = {θ : ∥θ− θt−1∥Γ−1

t−1
≤ γt−1/

√
m} induced by our currently possessed

parameters θt−1 as well as the chosen arms {xτ}τ∈[t−1]. Here, with γ̃t−1 being the corresponding
corruption-free radius term, we have

γt−1 = γ̃t−1 + α · C + (1− ηmλ)J/2
√

t/λ+O(m−1/6
√
log(m)L7/2t5/3λ−5/3(1 +

√
t/λ))

+O(Cm−2/3
√
log(m)t1/6λ−7/6L7/2) +O(Cm−1/6

√
log(m)t7/6λ−13/6L9/2).

Then, based on the arm pulling mechanism, we denote the estimated arm benefit score as U(xi,t) =

f(xi,t;θt−1) + γt−1 ·
√

g(xi,t;θt−1)⊺Γ
−1
t−1g(xi,t;θt−1), and we also define its alternative based

on the confidence ellipsoid as

V (xi,t) =
〈
g(xi,t;θt−1), θt−1 − θ0

〉
+ γt−1 ·

√
g(xi,t;θt−1)⊺Γ

−1
t−1g(xi,t;θt−1)/m

= max
θ∈Ct−1

〈
g(xi,t;θt−1), θ − θ0

〉
based on the confidence interval Ct−1 induced by the corrupted parameters θt−1. Regarding their
distance, we can further derive |U(xi,t)−V (xi,t)| ≤ O(m−1/6

√
log(m)t2/3λ−2/3L3) by applying

Lemma G.5, as well as the fact that f(x;θ0) = 0 based on random initialization. It then leads to

Rt ≤ max
θ∈Ct−1

⟨g(x∗
t ;θt−1), θ − θ0⟩ − ⟨g(xt;θt−1), θ

∗ − θ0⟩+O(Sm−1/6
√
log(m)t1/6λ−1/6L2/7)

= V (x∗
t )− ⟨g(xt;θt−1), θ

∗ − θ0⟩+O(Sm−1/6
√

log(m)t1/6λ−1/6L2/7)

≤ U(x∗
t )− ⟨g(xt;θt−1), θ

∗ − θ0⟩

+O(Sm−1/6
√

log(m)t1/6λ−1/6L2/7) +O(m−1/6
√

log(m)t2/3λ−2/3L3)

≤ U(xt)− ⟨g(xt;θt−1), θ
∗ − θ0⟩

+O(Sm−1/6
√
log(m)t1/6λ−1/6L2/7) +O(m−1/6

√
log(m)t2/3λ−2/3L3)

≤ V (xt)− ⟨g(xt;θt−1), θ
∗ − θ0⟩

+O(Sm−1/6
√
log(m)t1/6λ−1/6L2/7) +O(m−1/6

√
log(m)t2/3λ−2/3L3)

≤ max
θ∈Ct−1

⟨g(xt;θt−1), θ − θ0⟩ − ⟨g(xt;θt−1), θ
∗ − θ0⟩

+O(Sm−1/6
√
log(m)t1/6λ−1/6L2/7) +O(m−1/6

√
log(m)t2/3λ−2/3L3)

where the third inequality is due to the arm pulling mechanism. The second and the fourth inequality
is due to the distance between V (·) and U(·). Since we have θ∗ ∈ Ct−1, by Holder’s inequality, it
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will further lead to

Rt ≤ max
θ∈Ct−1

⟨g(xt;θt−1), θ − θ0⟩ − ⟨g(xt;θt−1), θ
∗ − θ0⟩+O(Sm−1/6

√
log(m)t1/6λ−1/6L2/7)

+O(m−1/6
√

log(m)t2/3λ−2/3L3)

≤ max
θ∈Ct−1

∥g(xt;θt−1)∥Γ−1
t−1
· ∥θ − θ0∥Γt−1

+ ∥g(xt;θt−1)∥Γ−1
t−1
· ∥θ∗ − θ0∥Γt−1

+O(Sm−1/6
√
log(m)t1/6λ−1/6L2/7) +O(m−1/6

√
log(m)t2/3λ−2/3L3)

≤ 2γt−1 · ∥g(xt;θt−1)/
√
m∥Γ−1

t−1
+O(Sm−1/6

√
log(m)t1/6λ−1/6L2/7) +O(m−1/6

√
log(m)t2/3λ−2/3L3)

where the last inequality is due to the definition of confidence ellipsoid Ct−1. This gives the upper
bound for our single-round regret.

F.2 Bounding the cumulative regret

On the other hand, based on the conclusion from Subsec. F.1, the cumulative regret upper bound can
be transformed to

R(T ) =

T∑
t=1

[
h(x∗

t )− h(xt)

]
=

T∑
t=1

Rt

≤
T∑

t=1

[
2 ·min

{
γt−1 · ∥g(xt;θt−1)/

√
m∥Γ−1

t−1
, 1

}
+O(Sm−1/6

√
log(m)t1/6λ−1/6L2/7)

+O(m−1/6
√
log(m)t2/3λ−2/3L3)

]
≤

T∑
t=1

[
2 ·min

{
γt−1 · ∥g(xt;θt−1)/

√
m∥Γ−1

t−1
, 1

}]
+O(1)

where the last inequality is because of sufficiently large network width m that satisfies conditions in
Theorem E.1. Then, for the first term on the RHS, we can further have
T∑

t=1

2 ·min

{
γt−1 · ∥g(xt;θt−1)/

√
m∥Γ−1

t−1
, 1

}
≤ 2γT ·

√
d̃T log(1 + TK/λ) + (1 +

γT
α

) · d̃ log(1 + TK/λ)

= d̃ log(1 + TK/λ) + 2γT ·
(√

d̃T log(1 + TK/λ) +
1

α
· d̃ log(1 + TK/λ)

)
≤ d̃ log(1 + TK/λ) +

(√
d̃T log(1 + TK/λ) +

1

α
· d̃ log(1 + TK/λ)

)
·
(
2γ̃t−1 + 2α · C + 2(1− ηmλ)J/2

√
t/λ+O(m−1/6

√
log(m)L7/2t5/3λ−5/3(1 +

√
t/λ))

+O(Cm−2/3
√

log(m)t1/6λ−7/6L7/2) +O(Cm−1/6
√

log(m)t7/6λ−13/6L9/2)

)
≤ d̃ log(1 + TK/λ) +

(√
d̃T log(1 + TK/λ) +

1

α
· d̃ log(1 + TK/λ)

)
·
((

ν

√
d̃ log(1 + TK/λ)− 2 log(δ) + λ1/2S

)
+ 2α · C

+ 2(1− ηmλ)J/2
√

t/λ+O(m−1/6
√
log(m)L7/2t5/3λ−5/3(1 +

√
t/λ))

+O(Cm−2/3
√

log(m)t1/6λ−7/6L7/2) +O(Cm−1/6
√

log(m)t7/6λ−13/6L9/2)

)
≤

(√
d̃T log(1 + TK/λ) +

d̃

α
log(1 + TK/λ)

)
· O

(
ν

√
d̃ log(1 + TK/λ)− 2 log(δ) + λ1/2S + 2αC

)
+O(1)
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where the first inequality is due to Lemma F.2, and the second inequality is due to Lemma F.1. The
third inequality can be derived following an analogous approach as Lemma 5.2 in [86], and the last
inequality is due to the sufficiently large network width m as mentioned in Theorem E.1, as well as
the sufficient number of GD iterations J = Õ(TL/λ).
Discussion on the value of α. Here, notice that we have the tunable parameter α > 0 nested in the
regret bound. Taking some more steps, we can have

T∑
t=1

2min

{
γt−1 · ∥g(xt;θt−1)/

√
m∥Γ−1

t−1
, 1

}
≤

(√
d̃T log(1 + TK/λ) +

1

α
· d̃ log(1 + TK/λ)

)
· O

(
ν

√
d̃ log(1 + TK/λ)− 2 log(δ) + λ1/2S + 2α · C

)
≤ Õ

(√
d̃T +

1

α
· d̃

)
·
(
ν

√
d̃− 2 log(δ) + λ1/2S + 2α · C

)
≤ Õ

(√
d̃T +

1

α
· d̃

)
·
(
ν

√
d̃− 2 log(δ) + λ1/2S

)
+ Õ

(
αC

√
d̃T + Cd̃

)
Since we have no prior knowledge of effective dimension d̃, we can set α = 1

C . It will then lead to

T∑
t=1

2min

{
γt−1 · ∥g(xt;θt−1)/

√
m∥Γ−1

t−1
, 1

}
≤ Õ

(√
d̃T +

1

α
· d̃

)
·
(
ν

√
d̃− 2 log(δ) + λ1/2S

)
+ Õ

(
αC

√
d̃T + Cd̃

)
≤ Õ

(√
d̃T

)
·
(
ν

√
d̃− 2 log(δ) + λ1/2S

)
+ Õ

(
Cd̃+ Cd̃ ·

(
ν

√
d̃− 2 log(δ) + λ1/2S

))
.

Finally, summing up all the results above will give the conclusion.

F.3 Confidence ellipsoid for corrupted parameters

Lemma F.1. With the notation and conditions in Theorem E.1, train the network parameters θt−1

based on received records Pt−1. The confidence ellipsoid around the corrupted network parameters
θt−1 can be defined as

Ct−1 =

{
θ : ∥θ − θt−1∥Γt−1 ≤ γt−1/

√
m

}
where we have the unknown parameter θ∗ ∈ Ct−1, and we denote

γt−1 = γ̃t−1 + α · C + (1− ηmλ)J/2
√

t/λ+O(m−1/6
√
log(m)L7/2t5/3λ−5/3(1 +

√
t/λ))

+O(Cm−2/3
√
log(m)t1/6λ−7/6L7/2) +O(Cm−1/6

√
log(m)t7/6λ−13/6L9/2)

Proof. The proof follows an analogous approach as in Lemma C.12. For the imaginary corruption-free
parameters θ̃t−1, which are trained on corruption-free records P̃t−1, we can construct the confidence
interval C̃t−1 := {θ : ∥θ− θ̃t−1∥Γ̃t−1

≤ γ̃t−1/
√
m, γ̃t−1 > 0}, such that the unknown θ∗ in Lemma

C.1 satisfies θ∗ ∈ C̃t−1. However, since we do not possess θ̃t−1, we need to alternatively derive the
confidence ellipsoid Ct−1 around the possessed corrupted parameters θt−1, such that θ∗ ∈ Ct−1.

With the ellipsoid center θt−1 as well as the weighted gradient covariance matrix Γt−1 = λI +∑
τ∈[t−1] wτ · g(xτ ;θτ−1) · g(xτ ;θτ−1)

⊺/m, we need to derive the corresponding radius. Recall
that wτ is the sample weight associated with chosen arm xτ . Here, we first recall some preliminaries
that ∥Γt−1 − Γ̃t−1∥F ≤ O(m−1/6

√
log(m)L4t7/6λ−1/6) due to Lemma G.6, as well as ∥θt−1 −

θ̃t−1∥2 ≤ O(
√

t/(mλ)) due to Lemma G.3.
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Next, as we already have ∥θ − θ̃t−1∥Γ̃t−1
≤ γ̃t−1/

√
m, we proceed to transform the objective to

∥θ∗−θt−1∥Γt−1
≤ ∥θ∗ − θ̃t−1∥Γt−1

+ ∥θ̃t−1 − θt−1∥Γt−1

≤ ∥θ∗ − θ̃t−1∥Γt−1
+ ∥θ̃t−1 − θt−1∥Γt−1

≤ ∥θ∗ − θ̃t−1∥Γt−1−Γ̃t−1+Γ̃t−1
+ ∥θ̃t−1 − θt−1∥Γt−1

≤ ∥θ∗ − θ̃t−1∥Γ̃t−1
+ ∥θ∗ − θ̃t−1∥Γt−1−Γ̃t−1

+ ∥θ̃t−1 − θt−1∥Γt−1

≤ γ̃t−1/
√
m+ ∥θ̃t−1 − θt−1∥Γt−1

+O(
√
t/(mλ)) · O(m−1/6

√
log(m)L4t7/6λ−1/6)

≤ γ̃t−1/
√
m+ ∥θ̃t−1 − θt−1∥Γt−1

+O(m−2/3
√
log(m)L4t13/6λ−2/3).

For the second term on the RHS, we first define the gradient-based regression parameters as

Γ
(0)
t−1 = λI+

∑
τ∈[t−1]

wτ · g(xτ ;θ0) · g(xτ ;θ0)
⊺/m,

b
(0)
t−1 =

∑
τ∈[t−1]

wτ · g(xτ ;θ0) · rτ/
√
m,

b̃
(0)

t−1 =
∑

τ∈[t−1]

wτ · g(xτ ;θ0) · r̃τ/
√
m,

Then, with the triangular inequality, we can proceed to have

∥θ̃t−1− θt−1∥Γt−1 ≤ ∥θ̃t−1 − θ0 − (Γ
(0)
t−1)

−1b
(0)
t−1/
√
m+ (Γ

(0)
t−1)

−1b
(0)
t−1/
√
m+ θ0 − θt−1∥Γt−1

≤ ∥θt−1 − θ0 − (Γ
(0)
t−1)

−1b
(0)
t−1/
√
m∥Γt−1

+ ∥θ̃t−1 − θ0 − (Γ
(0)
t−1)

−1b
(0)
t−1/
√
m∥Γt−1

≤ ∥θt−1 − θ0 − (Γ
(0)
t−1)

−1b
(0)
t−1/
√
m∥Γt−1 + ∥θ̃t−1 − θ0 − (Γ

(0)
t−1)

−1b̃
(0)

t−1/
√
m∥Γt−1

+m−1∥(Γ(0)
t−1)

−1 · (
∑

τ∈[t−1]

wτ · g(xτ ;θ0) · cτ )∥Γt−1
.

(F.1)

Bounding the first two term on the RHS of Inequality F.1. Here, for the first term on the RHS, we
can individually apply Lemma D.1, by considering the auxiliary sequence in j-th iteration (j ∈ [J ])
with Θ(0) = θ0, as

Θ(j+1) = Θ(j) − η ·
[
J(0) ·W ·

(
[J(0)]⊺(Θ(j) − θ0)− y

)
+mλ(Θ(j) − θ0)

]
where the Jacobian matrix J(0) :=

(
g(x1;θ0), g(x2;θ0), . . . , g(xt−1;θ0)

)
∈ Rp×(t−1), and vector

y ∈ Rt−1 contains the received arm rewards rτ , τ ∈ [t − 1], while matrix W ∈ R(t−1)×(t−1) is
the diagonal matrix that contains sample weights wτ , τ ∈ [t− 1]. We have its norm ∥W∥2 ≤ 1 by
definition. Here, the above sequence is expected to solve the following problem with gradient descent

min
Θ
L(Θ) =

∑
τ∈[t−1]

wτ

2
·
∥∥∥∥[J(0)]⊺τ (Θ− θ0)− rτ

∥∥∥∥2
2

+
1

2
·mλ ·

∥∥∥∥Θ− θ0

∥∥∥∥2
2

.

As a result, following an analogous approach as in Lemma C.4 in [86], we can have ∥Θ(j) − θ0 −
(Γ

(0)
t−1)

−1b
(0)
t−1/
√
m∥Γt−1 ≤ (1− ηmλ)j/2

√
t/(mλ). Furthermore, by applying the conclusion of

Lemma D.1, we can have

∥θt−1−θ0−(Γ(0)
t−1)

−1b
(0)
t−1/
√
m∥2 ≤ (1−ηmλ)J/2

√
t/(mλ)+O(m−2/3

√
log(m)L7/2t5/3λ−5/3(1+

√
t/λ)).

Similarly, for the second term in Inequality F.1, we also can apply a comparable approach by solving
the problem:

min
Θ
L(Θ) =

∑
τ∈[t−1]

wτ

2

∥∥∥∥[J(0)]⊺τ (Θ− θ0)− r̃τ

∥∥∥∥2
2

+
1

2
mλ ·

∥∥∥∥Θ− θ0

∥∥∥∥2
2

,
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and constructing the corresponding auxiliary sequence. Following an analogous approach, it will

lead to a similar bound for the second term, such that ∥θ̃t−1 − θ0 − (Γ
(0)
t−1)

−1b̃
(0)

t−1/
√
m∥2 ≤

(1− ηmλ)J/2
√

t/(mλ) +O(m−2/3
√
log(m)L7/2t5/3λ−5/3(1 +

√
t/λ)).

Bounding the third term on the RHS of Inequality F.1. Afterwards, for the third term on the RHS,
we first have

m−1 · ∥(Γ(0)
t−1)

−1 · (
∑

τ∈[t−1]

wτ · g(xτ ;θ0) · cτ )∥Γt−1

≤ m−1∥(Γt−1)
−1(

∑
τ∈[t−1]

wτ · g(xτ ;θ0) · cτ )∥Γt−1

+m−1∥
(
(Γt−1)

−1 − (Γ
(0)
t−1)

−1
)
· (

∑
τ∈[t−1]

wτ · g(xτ ;θ0) · cτ )∥Γt−1

≤ m−1∥(Γt−1)
−1(

∑
τ∈[t−1]

wτ · g(xτ ;θ0) · cτ )∥Γt−1

+m−1∥(Γt−1)
−1

(
Γt−1 − Γ

(0)
t−1

)
(Γ

(0)
t−1)

−1 · (
∑

τ∈[t−1]

wτ · g(xτ ;θ0) · cτ )∥Γt−1

≤ m−1∥(Γt−1)
−1(

∑
τ∈[t−1]

wτ · g(xτ ;θ0) · cτ )∥Γt−1
+O(Cm−2/3

√
log(m)t7/6λ−13/6L9/2)

≤ m−1∥(Γt−1)
−1(

∑
τ∈[t−1]

wτ · g(xτ ;θτ−1) · cτ )∥Γt−1 +O(Cm−2/3
√
log(m)t7/6λ−13/6L9/2)

+m−1∥(Γt−1)
−1(

∑
τ∈[t−1]

wτ · (g(xτ ;θτ−1)− g(xτ ;θ0)) · cτ )∥Γt−1

≤ m−1∥(Γt−1)
−1(

∑
τ∈[t−1]

wτ · g(xτ ;θτ−1) · cτ )∥Γt−1

+O(Cm−7/6
√

log(m)t1/6λ−7/6L7/2) +O(Cm−2/3
√

log(m)t7/6λ−13/6L9/2)

where the third inequality is due to Lemma G.6, and the last inequality is due to Lemma G.4. Then,
recall that the weight wτ = {1, α/∥g(xτ ;θτ−1)/

√
m∥Γ−1

τ−1
} for each chosen arm xτ . In this case,

we can further have

m−1/2∥(Γt−1)
−1(

∑
τ∈[t−1]

wτ · g(xτ ;θτ−1) · cτ )/
√
m∥Γt−1

= m−1/2∥
∑

τ∈[t−1]

wτ · g(xτ ;θτ−1) · cτ/
√
m∥(Γt−1)−1

≤ m−1/2
∑

τ∈[t−1]

wτ |cτ | · ∥g(xτ ;θτ−1)/
√
m∥(Γt−1)−1

≤ m−1/2
∑

τ∈[t−1]

wτ |cτ | · ∥g(xτ ;θτ−1)/
√
m∥(Γτ−1)−1

≤ α · C/
√
m.

where the first inequality is by applying the Cauchy-Schwartz inequality, while the second inequality
is due to Γτ−1 ⪯ Γt−1 and Lemma G.8. The last inequality is by the definition of corruption level C.
Finally, summing up all the results will give the desired lemma.

F.4 Self-regularized Martingale Sequence with Weighted Matrix

Recall that we have the weighted gradient covariance matrix Γt−1 = λI+
∑

τ∈[t−1] wτ ·g(xτ ;θτ−1)·
g(xτ ;θτ−1)

⊺/m, where g(xτ ;θτ−1) is the vectorized gradient vector, and wτ ≤ 1 refers to the
sampled associated with chosen arm xτ .
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By existing works [1, 86], we can have the self-normalized martingale such that∑
τ∈[t]

min

{∥∥g(xτ ;θτ−1)/
√
m
∥∥2
Γ−1

τ−1

, 1

}
≤ 2 log

det(Γt)

det(λI)
.

if weights in Γt are all set to 1. However, since in our settings the gradient covariance matrix
Γt involves sample weights, we will need to further discuss the upper bound for this sequence
summation.
Lemma F.2. With the definition of γt−1 from Lemma F.1 as well as the notation and conditions in
Theorem E.1, we have the following inequality∑
t∈[T ]

min

{
γt−1 ·

∥∥g(xt;θt−1)/
√
m
∥∥
Γ−1

t−1

, 1

}
≤ γT

√
d̃T log(1 + TK/λ) + (1 +

γT
α

) · d̃ log(1 + TK/λ),

where Γt−1 = λI+
∑

τ∈[t−1] wτ · g(xτ ;θτ−1) · g(xτ ;θτ−1)
⊺/m.

Proof. The proof of this lemma follows an analogous approach as Theorem 4.2 in [42]. Recall that
sample weights wτ ≤ 1, τ ∈ [T ]. In this case, we separately consider two scenarios when (i) wτ = 1,
then τ ∈ T (T )

w=1; and (ii) the scenario when wτ < 1, then τ ∈ T (T )
w<1. In this case, the original objective

will become the following inequality∑
t∈[T ]

min

{∥∥g(xt;θt−1)/
√
m
∥∥
Γ−1

t−1

, 1

}

=
∑

t∈T (T )
w=1

min

{∥∥g(xt;θt−1)/
√
m
∥∥
Γ−1

t−1

, 1

}
+

∑
t∈T (T )

w<1

min

{∥∥g(xt;θt−1)/
√
m
∥∥
Γ−1

t−1

, 1

}

First, for the scenario where wτ = 1, τ ∈ T (T )
w=1, we have∑

t∈T (T )
w=1

min

{∥∥g(xt;θt−1)/
√
m
∥∥
Γ−1

t−1

, 1

}
≤

√√√√ ∑
t∈T (T )

w=1

min

{∥∥g(xt;θt−1)/
√
m
∥∥2
Γ−1

t−1

, 1

}

≤
√√√√ ∑

t∈T (T )
w=1

min

{∥∥g(xt;θt−1)/
√
m
∥∥2
(Γw=1

t−1 )−1 , 1

}
.

Here, we define an extra auxiliary matrix Γw=1
t−1 = λI +

∑
τ∈T (t−1)

w=1
wτ · g(xτ ;θτ−1) ·

g(xτ ;θτ−1)
⊺/m. Compared with the original gradient covariance matrix Γt−1, since we have

Γw=1
t−1 ⪯ Γt−1 and they are both Hermitian matrices, we can derive the last inequality based on

Lemma G.8. Then, by applying Lemma G.7 and Lemma C.2, it will lead to∑
t∈T (T )

w=1

min

{∥∥g(xt;θt−1)/
√
m
∥∥
Γ−1

t−1

, 1

}
≤

√√√√|T (T )
w=1| ·

∑
t∈T (T )

w=1

min

{∥∥g(xt;θt−1)/
√
m
∥∥2
(Γw=1

t−1 )−1 , 1

}

≤
√
|T (T )

w=1| · d̃ log(1 + TK/λ)

≤
√
d̃T log(1 + TK/λ).

Then, since we have γt−1 ≤ γT , plugging in the γT will complete the proof.

Afterwards, for the second scenario when wτ < 1, τ ∈ T (T )
w<1, we will have∑

t∈T (T )
w<1

min

{
γt−1 ·

∥∥g(xt;θt−1)/
√
m
∥∥
Γ−1

t−1

, 1

}
=

∑
t∈T (T )

w<1

{
γt−1 ·

wt

α
·
∥∥g(xt;θt−1)/

√
m
∥∥2
Γ−1

t−1

, 1

}

≤ (1 +
γT
α

) ·
∑

t∈T (T )
w<1

{
wt ·

∥∥g(xt;θt−1)/
√
m
∥∥2
Γ−1

t−1

, 1

}

≤ (1 +
γT
α

) ·
∑

t∈T (T )
w<1

{
wt ·

∥∥g(xt;θt−1)/
√
m
∥∥2
(Γw<1

t−1 )−1 , 1

}

60

19437https://doi.org/10.52202/079017-0612



where the inequality is because we have γt−1 ≤ γT ,∀t ∈ [T ].

Following the previous approach, we define the auxiliary matrix Γw<1
t−1 = λI +

∑
τ∈T (t−1)

w=1
wτ ·

g(xτ ;θτ−1) ·g(xτ ;θτ−1)
⊺/m. Here, since we also have Γw<1

t−1 ⪯ Γt−1 and they are both Hermitian
matrices, we can derive the last inequality based on Lemma G.8. In addition, we consider an
alternative form of the original gradient vector as g′(xτ ;θτ−1) =

√
wτ · g(xτ ;θτ−1), τ ∈ T (t−1)

w=1 .
In this case, the auxiliary gradient covariance matrix can be alternatively represented as Γw<1

t−1 =
λI+

∑
τ∈T (t−1)

w=1
g′(xτ ;θτ−1) · g′(xτ ;θτ−1)

⊺/m, and the RHS will become∑
t∈T (T )

w<1

min

{
γt−1 ·

∥∥g(xt;θt−1)/
√
m
∥∥
Γ−1

t−1

, 1

}
≤ (1 +

γT
α

) ·
∑

t∈T (T )
w<1

{∥∥g′(xt;θt−1)/
√
m
∥∥2
(Γw<1

t−1 )−1 , 1

}

≤ (1 +
γT
α

) · d̃ log(1 + TK/λ).

where the last inequality is by applying Lemma G.7 and Lemma C.2. Summing up the results will
finish the proof.

G Lemmas for Over-parameterized FC Neural Networks

Given the input arm context vector x ∈ Rd, we denote the L-layer FC neural network with width m
as

f(x;θ) = θL(

L−1∏
l=1

Dlθl) · x, (G.1)

where with σ being the ReLU activation, we define the intermediate hidden representations hl, l ∈
{0, . . . , L− 1} as

h0 = x, hl = σ(θlhl−1), l ∈ [L− 1].

and we also have the binary diagonal matrix functioning as the ReLU activation being

Dl = diag(I{(θlhl−1)1}, . . . , I{(θlhl−1)m}), l ∈ [L− 1].

where I(·) is the indicator function. Afterwards, the corresponding gradients will become

∇θl
f(x;θ) =

{
[hl−1θL(

∏L−1
τ=l+1 Dτθτ )]

⊺, l ∈ [L− 1]

h⊺
L−1, l = L.

(G.2)

Lemma G.1. There exists a positive constant C > 0 such that with probability at least 1 − δ, if
m ≥ CT 4L6 log(T 2L/δ)/λ4 for each arbitrary xτ ∈

⋃
τ∈[t] Xτ , there exists a set of parameters θ∗

such that with the neural network parameters θt−1 trained on {xτ}t−1
τ=1, we have

|⟨g(x;θ0),θ
∗ − θ0⟩ − ⟨g(x;θt−1),θ

∗ − θ0⟩| ≤ O(Sm−1/6
√

log(m)t1/6λ−1/6L2/7)

where parameters θ∗ satisfy ∥θ∗ − θ0∥ ≤ S/
√
m,S > 0 as shown in Lemma C.1.

Proof. This lemma is based on Lemma C.1. Here, our objective can be reformed into

|⟨g(x;θ0),θ
∗ − θ0⟩ − ⟨g(x;θt−1),θ

∗ − θ0⟩| = ∥θ∗ − θ0∥2 ·
(
g(x;θ0)− g(x;θt−1)

)
≤ S/

√
m ·

(
g(x;θ0)− g(x;θt−1)

)
≤ O(Sm−1/6

√
log(m)t1/6λ−1/6L2/7),

where the first inequality is due to Lemma C.1, and the second inequality is due to Lemmas G.2, G.3,
and Lemma G.4.
Lemma G.2 (Lemma B.3 in [21] ). There exist constants {C1, C2} such that for any δ > 0, if we
have

ω ≤ C1L
−6(logm)−3/2,

then with probability at least 1−δ, for any ∥θ−θ0∥ ≤ ω and for x ∈ {Xt}Tt=1 we have ∥g(x;θ)∥2 ≤
C2

√
mL.
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Proof. In terms of the gradient upper bound, directly applying Lemma B.3 in [21] will give the
desired result that ∥g(x;θ)∥2 ≤ O(

√
mL).

Lemma G.3 (Lemma B.2 in [86] ). For the L-layer full-connected network f trained with J iterations
of GD, there exist constants {Ci}5i=1 ≥ 0 such that for δ > 0, if for all t ∈ [T ], η,m satisfy

2
√

t/(mλ) ≥ C1m
−3/2L−3/2[log(TL2/δ)]3/2,

2
√
t/(mλ) ≤ C2 min{L−6[logm]−3/2, (m(λη)2L−6t−1(logm)−1)3/8},

η ≤ C3(mλ+ tmL)−1,

m1/6 ≥ C4

√
logmL7/2t7/6λ−7/6(1 +

√
t/λ),

then, with probability at least 1− δ, we have

∥θt − θ0∥ ≤ 2
√
t/(mλ)

∥θt − θ0 − Σ̄
−1
t b̄t/

√
m∥ ≤ (1− ηmλ)J/2

√
t/(mλ) + C5m

−2/3
√

logmL7/2t5/3λ−5/3(1 +
√

t/λ).

where the unweighted regression parameters are Σ̄t = λI+
∑

τ∈[t] g(xτ ;θτ−1)g(xτ ;θτ−1)
⊺/m

and b̄t =
∑

τ∈[t] g(xτ ;θτ−1)rτ/
√
m.

Lemma G.4 (Theorem 5 in [3]). With probability at least 1− δ, there exist constants C1, C2 such
that if ω ≤ C1L

−9/2 log−3 m, for ∥θt − θ0∥2 ≤ ω, we have

∥g(x;θt)− g(x;θ0)∥2 ≤ C2

√
logmω1/3L3∥g(x;θ0)∥2.

Lemma G.5 (Lemma 4.1 in [21]). There exist constants {C̄3
i=1} ≥ 0 such that for any δ ≥ 0, if τ

satisfies that
τ ≤ C̄2L

−6[logm]−3/2,

then with probability at least 1− δ, for all θ1,θ2 satisfying ∥θ1 − θ0∥ ≤ τ, ∥θ2 − θ0∥ ≤ τ and for
any x ∈ {xt}Tt=1, we have

|f(x;θ1)− f(x;θ2)− ⟨(g(x;θ2),θ1 − θ2)⟩| ≤ C̄3τ
4/3L3

√
m logm.

Lemma G.6. Suppose m satisfies the conditions in Theorem 5.6. Suppose the gradient matrix can be
represented by Σ = λI+

∑
t∈[T ] g(xi,t;θt−1) · g(xi,t;θt−1)

⊺/m, with an arbitrary arm xi,t ∈ Xt

from each time step t. With probability at least 1 − δ over the initialization, the following results
hold:

∥Σ∥2 ≤ λ+O(TL),

∥Σ−Σ(0)∥F ≤ O(m−1/6
√

log(m)L4t7/6λ−1/6)

∥ log det(Σ)

det(λI)
− log

det(Σ(0))

det(λI)
∥F ≤ O(m−1/6

√
log(m)L4t5/6λ−1/6),

where the gradient matrix defined based on randomly initialized parameters θ0 is Σ(0) = λI +∑
t∈[T ] g(xi,t;θ0) · g(xi,t;θ0)

⊺/m.

Proof. Based on the Lemma G.2, for any t ∈ [T ], ∥g(xi,t;Θ0)∥2 ≤ O(
√
mL). Then, for the first

inequality:

∥Σ(0)∥2 = ∥λI+
T∑

t=1

g(xi,t;Θ0)g(xi,t;Θ0)
⊺/m∥2

≤ ∥λI∥2 + ∥
T∑

t=1

g(xi,t;Θ0)g(xi,t;Θ0)
⊺/m∥2

≤ λ+

T∑
t=1

∥g(xi,t;Θ0)/
√
m∥22 ≤ λ+O(TL).

Then, the second and third inequalities in this lemma are the direct application of Lemma B.3 of [86].
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Lemma G.7 (Lemma 11 in [1], Lemma B.7 in [86]). Suppose a sequence of arms {x′
τ}τ∈[t],

with an arbitrary arm x′
τ ∈ Xτ from each time step τ ∈ [t]. The gradient matrix is denoted by

Σt = λI+
∑

τ∈[t] g(x
′
τ ;θτ−1) ·g(x′

τ ;θτ−1)
⊺/m, where θτ−1 refer to network parameters in round

τ ∈ [t]. We can have∑
τ∈[t]

min
{
∥g(xτ ;θτ−1)/

√
m∥2

Σ−1
τ−1

, 1
}
≤ 2 log

det(Σt)

det(λI)
.

G.1 Auxiliary Lemma

Lemma G.8 ((Corollary 7.7.4. (a) from [45]). Let A,B be Hermitian matrices of the same shape,
and suppose they are positive semi-definite. Then, we have A ⪰ B iff A−1 ⪯ B−1.
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: We have included discussion for our contributions in the Abstract and Intro-
duction.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: Please see appendix for the discussion of the limitation.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [Yes]
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Justification: Please see theoretical analysis section and appendix for details.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: Please see appendix and our submitted source code.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [Yes]

Justification: We include the source code along with our submission.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: We have shown our way of selecting the parameters and included the parameter
study.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment Statistical Significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: Standard deviation is given for experiment results.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
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• It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

• It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: Please see appendix where we mention our system specifications.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: We confirm this perform conform with the NeurIPS Code of Ethics.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader Impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: We have included a subsection in appendix discussing this.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: This paper is mainly about defensing adversarial attacks under neural bandit
settings with no new datasets.
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [NA]
Justification: We include the URLs for the datasets used instead.
Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [NA]
Justification: No new datasets are introduced.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: No human subjects are involved.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: No human subjects are involved.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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