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Abstract

High-resolution images offer more information about scenes that can improve
model accuracy. However, the dominant model architecture in computer vision, the
vision transformer (ViT), cannot effectively leverage larger images without finetun-
ing — ViTs poorly extrapolate to more patches at test time, although transformers
offer sequence length flexibility. We attribute this shortcoming to the current patch
position encoding methods, which create a distribution shift when extrapolating.

We propose a drop-in replacement for the position encoding of plain ViTs that
restricts attention heads to fixed fields of view, pointed in different directions, using
2D attention masks. Our novel method, called LookHere, provides translation-
equivariance, ensures attention head diversity, and limits the distribution shift
that attention heads face when extrapolating. We demonstrate that LookHere
improves performance on classification (avg.? 1.6%), against adversarial attack
(avg.T 5.4%), and decreases calibration error (avg.] 1.5%) — on ImageNet without
extrapolation. With extrapolation, LookHere outperforms the current SoTA position
encoding method, 2D-RoPE, by 21.7% on ImageNet when trained at 2242 px and
tested at 10242 px. Additionally, we release a high-resolution test set to improve
the evaluation of high-resolution image classifiers, called ImageNet-HR.

1 Introduction

There is a decades-long trend in computer vision towards higher-resolution imagery, which contains
more detailed scene information. Increasing resolution is a reliable way to improve model accuracy
(L3} (14} 15, 116, (17, (18} [19} 20], but this comes at a cost; training models for hundreds of epochs
on large-scale datasets is expensive, especially at high-resolutions. There are two ways to reduce
this cost and still see accuracy benefits from high-resolutions: @ high-resolution finetuning, which
pretrains models at a lower resolution, like 2242 pX, then finetunes them at a higher resolution, like
3842 px; and @ extrapolating, which deploys models at a higher resolution, without further training.
Of these two options, we should aim for models that can effectively extrapolate, as it presents a
zero-cost solution that does not require finetuning at every target resolution. Finetuning costs aside,
improvements to extrapolation should benefit high-resolution finetuning since models that are better
at extrapolating can adapt to higher resolutions more easily. Although extrapolation is a significant
and exciting challenge, state-of-the-art (S0TA) model architectures extrapolate poorly.

Vision transformers (ViTs [9]]) offer SOTA performance on many computer vision tasks. ViTs
are simple; they split images into non-overlapping patches, linearly project pixels to form patch
embeddings, and process these “tokens” with a stack of architecturally identical transformer layers —
maintaining a constant feature map size throughout. This non-hierarchical design enables learning
patch representations, which are useful for dense prediction tasks [21} 22, 23] and are fundamental
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Figure 1: ViT-B/16 models trained for 150 epochs on ImageNet at 2242 px and tested up to 10242 px.
Model architectures are consistent between runs other than position encoding methods. We perform
an 8-run hyperparameter sweep, per method, to ensure fair comparisons. Our three LookHere variants
improve extrapolation ability, with more narrow fields of view performing best at 10242,

for vision-language models [24] 25| 26]]. The design enables efficient processing of only a subset
of patches, known as token dropping 28]). Lastly, it enables model scaling by increasing the
embedding size and the layer count [[29] [30].

Image-size extrapolation with ViTs can be achieved in three ways: @ increasing the patch size,
which packs more pixels into each patch embedding; @ increasing the “patchification” stride, which
skips-over pixels; and @ increasing the number of patches. Of these three options, we should aim
for models that can effectively ingest more patches — called “sequence length extrapolation” in the
natural language processing (NLP) community [31]] — as a greater number of patches presents models
with more (uncompressed) information that we hope to leverage into higher accuracy. Furthermore,
methods that improve sequence length extrapolation, like our proposed method, can be fused with
methods that adjust patch sizes, like FlexiViT [32]. We strongly believe that patch position encoding
is a primary cause of the poor sequence length extrapolation ability of ViTs — like it is in NLP, where
significant advancements have been made by improving position encoding [33].

Adding learnable or fixed sinusoidal position embeddings to patch embeddings before the first layer is
the most common way ViTs encode positions. Recently, the rotary position embeddings (RoPE [36])
used in SoTA language models [38]) were extended to ViTs, as 2D-RoPE [7]], showing exciting
results. RoPE is a different approach to position encoding that injects positional information in each
self-attention layer by rotating queries and keys with fixed sinusoidal embeddings. But for these
methods to ingest more patches at test time, they must either introduce new position embeddings or
modify existing embeddings — both options create a significant distribution shift. Motivated by these
observations and more, we make the following contributions:

O LookHere — We introduce a novel position encoding method for plain ViTs that restricts attention
heads to fixed fields of view (FOV) and points them in different directions via 2D masks. This design
provides: @ translation-equivariance, @ attention head diversity, ® improved interpretability, and @
limits the distribution shift that attention heads face when extrapolating.

® Controlled Experiments — We perform an apples-to-apples comparison between seven position
encoding methods for plain ViTs alongside our three LookHere variants. We demonstrate that
LookHere: ® improves classification, segmentation, adversarial robustness, and model calibration
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when tested ar the training resolution; @ significantly improves performance when tested beyond the
training resolution; and @® increases its performance advantage after high-resolution finetuning.

© Extrapolation Insights — We show that extrapolation: @ benefits images with small objects the
most, as they occupy more patches at test time; @ produces class-level and dataset-level effects; and
@ creates distribution shifts that can be visualized via attention maps.

© ImageNet-HR — We introduce the first natively high-resolution ImageNet test set (1024% px)
aimed to benchmark classifiers on images that were not upsampled to achieve the target image size.

2 Background and Related Work

A ViT splits an image into a grid of non-overlapping patches, flattens the grid into a sequence, and
flattens the patches into vectors; i.e., RY XX XC _y RNy xNexP?xC _y R(Ny-No)x(P*-C) \where Y is
the image-height, X is the image-width, C' is the number of channels, IV, is the grid-height, IV, is
the grid-width, P is the patch height and width. A linear layer maps each vector of pixels to a patch
embedding; i.e., R” e E? atch « RD \where D is the embedding dimension also known as the
transformer width. We define ¢ and (4,, ¢, ) as the sequence position and the 2D position of the it
patch, respectively, where NV is the total number of patches, equal to N, - N, i € {1,2,..., N},
iy € {1,2,...,Ny},and i, € {1,2,..., N, }. Finally, sequence length extrapolation occurs when
Ntest > Ntrain~

A patch embedding represents the content of a patch, and contains no information representing its
original location within the image. Thus, we must encode patch positions to enable spatial reasoning;
otherwise, a ViT will operate on a bag of patches.

We define a “plain ViT” as attention-only and non-hierarchical. Our primary goal is to improve the
extrapolation ability — i.e., generalize to more patches at test time — of plain ViTs. Our work is
motivationally aligned with FlexiViT [32]] and NaViT [6]], improving the flexibility of plain ViTs.
Next, we briefly describe seven position encoding methods and refer the reader to the cited studies
for further details; we include them all in our controlled experiments. Another method, iRPE [39]], is
also compatible with plain ViTs. However, we exclude it because it is more than twice as slow as
other methods; nonetheless, we benchmark iRPE with our best training recipe in Appendix [A.2.1]

Input Embeddings. This group leverages learned or fixed position embeddings, EY*® € RP, that

are added to patch embeddings at the transformer input; i.e., z; = E atch 4 EP?, where z is the
input to the first transformer layer. Position embeddings represent the absolute positions of patches in
an image.

@ 1D position embeddings [9] (1D-learn for short) map % to learnable embeddings. @ 2D sinusoidal
embeddings [8] (2D-sincos for short) individually map ¢, and 7, to fixed 1D-sinusoidal embeddings

(EY,E? € R%), then concatenate them along the embedding dimension. © Factorized position
embeddings (6] (Factorized for short) individually map 4, and i, to learnable embeddings (EY, E¥ €
RP), then add them. @ Learnable Fourier features [I1] (Fourier for short) map (iy,ig) to Fourier

features [40} 41], then to embeddings with a multi-layer perceptron (MLP).

Attention Biases. This group leverages learned or fixed operations that encode positions by modifying
the pairwise interactions between patches in self-attention without adding position embeddings to
patch embeddings. Recall that self-attention first applies three separate linear transformations to
project internal patch representations and splits the resultant vectors into H smaller vectors of length
Dyiie, RVXD 5 RIXNXHXDu __ creating queries, keys, and values for each attention head. We
denote a specific head by h. Next, attention scores (A € RH*NXN) are calculated by measuring
the similarity between all pairs of queries (qn; € RP#) and keys (kn; € RP=), separately, for each
head; i.e., anij = qni - kn;j/v/Dp, where ¢ and j are query and key sequence positions, and we
define (i, 14,) and (jy, j;) as their 2D positions. Attention scores (ay;;) represent the amount of
information moving from patch position j to i — whereas values (vj,; € RP) represent the content
of the moving information.

© Learnable relative position encoding [[10] (RPE-learn for short) biases attention scores by mapping

all possible relative positions between queries and keys to learnable embeddings (B;; € R¥); i.e.,
biases are a function of 7, — j, i — jz, and h. @ A 2D extension of Attention with Linear Biases
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(ALiBi [31]), 2D-ALiBi [12] penalizes attention scores as a function of the Euclidean distance
between (iy,%,) and (j, j. ), and a head-specific scalar, called a slope. Slopes bias attention heads at
different rates. @ A 2D extension of rotary position embeddings (RoPE [36]]), 2D-RoPE [7] rotates
queries and keys as a function of their positions. Each query is rotated by the sinusoidal embedding
of 7, for half its dimensions and the sinusoidal embedding of i, for the other half of its dimensions;
likewise, keys are rotated as a function of j, and j,.

Non-plain ViTs. Many hybrid or hierarchical architectures have been invented that often encode
positions differently [42} 43|44} 45.146,47,148,!49,|50, 51} 152} 153]]. Although these architectures may
be favored in some circumstances, the plain ViT is the most common single architecture due to its
simplicity, flexibility, and scalability. We benchmark many non-plain ViTs and large SoTA ViTs on
extrapolation in Appendix[A.2.1]

ViT Extrapolation. Some ViTs have been tested at higher resolutions than they were trained
[54.143 112} 155]]. NaViT [6] benchmarked input embedding methods on extrapolation, none see the
gains at higher resolutions that we observe.

3 LookHere

Design Motivation. We introduce 2D attention masks that assign each attention head a direction and a
FOV, preventing attention outside the head’s FOV. Within a head’s FOV, attention scores are penalized
based on relative patch distances. Three ideas motivate this design. @ Attention head diversity: heads
often learn redundant algorithms that can be pruned with little accuracy penalty [56} 57, 58]. Head
redundancy has also been observed in NLP [59} 160, |61]], where diversity-encouraging loss functions
have been leveraged to improve generalization [62, 63| 64} 65]]. From a mechanistic point of view,
we can think of attention heads as an ensemble of sub-networks that “operate completely in parallel,
and each add their output back into the residual stream,” [66] and the residual stream is mapped to
logits. Diversity has long been a desirable property of ensembles [67, 68], and constraining attention
heads to focus in different directions ensures it. @ Attention head consistency: heads often learn
interpretable spatial algorithms, like “attend to the area above the query,” which reliably retrieves
information from the internal representations above the query; however, we believe these types of
spatial algorithms might fail when new or modified position embeddings are introduced to encode new
patch positions during extrapolation — misleading the model about the information above the query,
for example. We believe hard-coding both directions and distances (via attention masks and biases)
will reduce the need for models to learn their own spatial algorithms. & Translation-equivariance has
long been a desirable property of vision models, contributing to the success of convolutional networks
[69,[70L [71]. ViTs are critiqued for weak inductive biases, leading to poor sample efficiency when
trained from scratch [[72] [73| [74]. We believe that LookHere’s stronger inductive biases, achieved via
directional masking and distance penalties, can improve ViT sample efficiency.

Design Specifics. Let H be the number of heads, L be the number of layers, and N be the
number of patches (plus one for the CLS token). We denote the LookHere matrices by Apx €
REXHX(N+1)x(N+1) We encode positions by subtracting the LookHere matrix for a layer I, Ak,
from the learned attention matrix, Al py = QKT /\/Dy, before the softmax that normalizes the
attention matrix prior to multiplying it by values [75], i.e., A' = softmax (A xy — Akx). We do
not add position embeddings to patch embeddings.

Let 7 and j be query and key sequence positions, respectlvely, with 2D-coordinates (i, 4,) and
(Jy, Jz)- Crucially, j is visible to ¢ if j lies within ¢’s FOV. This attention masking technique is
inspired by the 1D causal masks used in autoregressive transformer decoders used in NLP [75]. When
j is visible, we bias the attention score based on the Euclidean distance between 7 and j to encode
the relative distance between patches. We scale distances via a slope function m : Ny, x Ny — R,
m(l, h) = s;(1) - sp(h) - s4 that strengthens or weakens the distance penalty as a function of the head
(sn : Ni — R) and layer (s; : N, — R), scaled by a global slope s, € R. Finally, the CLS token is
visible to all positions.

D if 7 is visibl )

LookHere(l, h, 1, j) {m istance(i, ) 1 is V-ISIb ctor (1)
00 otherwise

Distance(i, 7) \/ — Jy)? + iz — Jz)? 2
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Figure 2: LookHere masks and biases (center) the learned attention matrix (left, where colors are

random). Masked cells are black, encoding directions (— with a 90° FOV); biased cells are shaded
, encoding relative patch distances. (Right) An example of the FOV of the center query

patch. The final attention matrix is computed as A' = softmax (Al g\ — Ay ), at each layer [.

For example, Figure [2]displays attention matrices of a head that “looks right” with a 90° FOV. We
create three LookHere variants, the first two have FOVs of 180° and 90° (LH-180 and LH-90). We
direct attention heads eight different ways, selecting the four cardinal directions (T, ., +—, —) and the
four intercardinal directions (7, N\, ,\). ViT-B models have twelve attention heads; we leave
the last four attention heads undirected to allow them unrestricted attention over the full image. We
create a final variant that cuts the first four LH-90 masks in two, creating eight 45° views that cover
the full image without overlapping (LH-45). Visualizations of the bias matrices are in Appendix

Design Ablations. We offer four takeaways through extensive ablations (Appendix|A.6): @ LookHere
is robust to the choice of slope function. We set our default s; to linearly decrease from 1.5 to 0.5
with increasing depth (inspired by depth-wise attention distance findings [[76]]). This helped in
preliminary experiments, but the benefits disappear in our ablations. We arbitrarily set our default
Sh 10 (3, %, 35, 13g) for the four undirected heads, but distance penalties on undirected heads can
be removed entirely. We set s, = 1; LookHere is also robust to the choice of the global slope.
We believe precisely tuning slopes is unnecessary because models can learn to scale attention logit
magnitudes. @ Increasing penalties with the square or square root of the distance harms extrapolation.
® Removing all distance penalties harms extrapolation. @ Our main contribution, 2D directional
masks, are crucial to retain performance, but our method is robust to many directional configurations.

Compute. Agx is precomputed and fixed, subtracting it element-wise from the learned attention
matrices A ry only costs H - (N + 1) - (N + 1) floating point operations (FLOPs) per layer. For
a ViT-B/16 model, these subtractions account for 0.016% of the total FLOPs. LookHere reduces
FLOPs by not adding position embeddings to patch embeddings, but this amount is also negligible.
Additionally, LookHere matrices offer structured sparsity (up to 7/8 for a 45° FOV) that can speedup
attention — although exciting, this speedup requires custom kernels that we leave for future work.

4 Experiments

Deep neural networks — including ViTs — can be sensitive to seemingly minor hyperparameter
changes when trained from scratch. Dosovitskiy et al. [9] finetuned the original ViT at a higher
resolution, reaching 77.9% top-1 accuracy on ImageNet (we refer to ILSVRC2012 or ImageNet-1k as
ImageNet). Steiner et al. [[77] searched 28 hyperparameter configurations, achieving best and average
runs of 80.0% and 76.9%, respectively (average calculation omits runs without data augmentation,
as they were poor). Touvron et al. [78] ablated repeat augmentation [79], dropping accuracy
by 4.8%. Touvron et al. [[17] replaced cross-entropy loss with binary cross-entropy loss, raising
accuracy by 1.3%. Importantly, these are all ViT-B/16 models trained from scratch for 300 epochs on
ImageNet. Informed by these observations and more, we design a controlled experiment: We search
8 hyperparameter configurations for each position encoding method using a single codebase; this
offers an apples-to-apples comparison between our three LookHere variants and seven baselines.
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4.1 Setup

Our 80 training runs result from the following Cartesian product:

Position encoding: 1D-learn, 2D-sincos, Augmentations: RandAugment(2, 15) [80], 3-Augment

Factorized, Fourier, RPE-learn, 2D-ALiBi, Learning rate: 1.5 - 1073,3.0-1073

2D-RoPE, LH-180, LH-90, LH-45 Weight decay: 0.02, 0.05
For each configuration, we train a ViT-B/16 on 99% of the ImageNet training set, holding the last 1%
as a validation set called “minival”, following [[77,81] (see Appendix[A-4.T|for other hyperparameters).
We train all models from scratch for 150 epochs on 2242 px images. Our results are competitive
and sometimes surpass ViTs trained for much longer, which validates our setup. The best models
(according to minival accuracy), among our 8-run hyperparameter sweep per method, are always
trained using 3-Augment [17], a 3.0 - 10~ learning rate, and a 0.05 weight decay.

>

Test sets. We test all 80 models on six ImageNet test sets. This includes @ the original “validation’
set used as a test set (Val for short [1]]), @ the reassessed labels of the original validation set (ReaL for
short [4])), ® the independently collected and in-distribution test set (v2 for short [2]]), @ the natural
adversarial test set (-A for short [3]]), © the ImageNet rendition test set (-R for short [3]]), and @ the
high-resolution test set that we introduce (-HR for short).

toucan

Figure 3: Images of three classes from ImageNet-HR. (Bottom left is Anthony’s niece Addison.)

ImageNet-HR. Since there are no natively high-resolution ImageNet test sets, there are two options
to test the extrapolation ability of models trained on ImageNet: @ upsample existing test sets to
higher resolutions, and @ collect a high-resolution test set ourselves. However, upsampling low-
resolution images introduces another distribution shift (i.e., interpolated pixels) that we may not
want to test. Thus, we collect a high-resolution test set to remove this confounding variable from
our analysis. We manually collect 5 images for each ImageNet class, resulting in 5k total images,
and manually crop them to 10242 px. This is smaller than other test sets (v2 is 30k images, -A is
7.5k images). However, we invest considerable resources to ensure its quality with two priorities:
annotation accuracy and image diversity. See Appendix [AT] for details. ImageNet-HR can be
accessed: https://huggingface.co/datasets/antofuller/ImageNet-HR

Adversarial Attacks. We perform Fast Gradient Sign Method (FGSM [82]]) adversarial attacks with
two strengths (5i-, 52-) on all models using Val images.

Calibration Estimates. We calculate the Expected Calibration Error (ECE [83])) with 15 bins of all
models using Val images.

Higher-Resolution Finetuning. With the best model per method, we continue training on ImageNet
for 5 epochs at 3842 px. We test at 3842 px without extrapolating.
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Segmentation. With the best model per method, we finetune following the Segmenter protocol with
a linear decoder [84]. Additionally, we probe the patches by only training a linear layer to produce a
low-resolution logit map which is upsampled to obtain a full resolution segmentation map, following
[85]. We run these experiments on ADE20k [86] at 5122 px and Cityscapes [87] at 7682 px.

Patch Logit-lens. Inspired by interpretability research [88]], we evaluate the quality of the learned
patch representations for models leveraging LookHere compared with other methods. Following prior
work [89,190], we project frozen patch representations onto the learned class embedding space using
the MLP classifier head that was learned for the CLS token. We leverage the ImageNet-S dataset [91],
which contains partial segmentation maps for 12k images from Val, covering 919 ImageNet classes.

Extrapolating. With the best model per method, we test on images larger than 2242 px, increasing
the number of patches and we test on images smaller than 2242 px, decreasing the number of patches;
for both experiments, no further training is performed — the models are tested on their resolution
generalization ability. For 1D-learn and 2D-sincos, we bilinearly interpolate the position embeddings
used during training. For Factorized, we linearly interpolate the position embeddings for each axis.
Fourier does not require adjustment since fractional positions along each axis are used as input. For
RPE-learn, we interpolate the learned relative biases using the official BEiT implementation [[10].
2D-ALiBi does not require adjustment either. However, we tune a parameter on minival that scales
the distance penalty at each test resolution. For 2D-RoPE, we tune its base frequency on minival
— this is a SOTA method to extrapolate RoPE used in NLP [33]. Lastly for LookHere, we tune the
global slope on minival. The benefits of tuning slopes are minimal, see Appendix[A.4.4]

4.2 Results and Analysis

Table 1: Top-1 acc. (%) for ViT-B models trained on ImageNet for 150 epochs; trained and tested at
2242, We report the best and average results across our 8-run hyper-parameter sweep.

Val [1]] RealL [4] v2 (2] -A 3] -R[5] -HR (ours)
Method Best Avg. Best Avg. Best Avg. Best Avg. Best Avg. Best Avg.

1D-learn  79.45 77.35 84.97 82.87 6849 65.17 1097 7.58 29.64 2573 88.28 85.22
2D-sincos  79.05 77.44 84.62 8296 67.86 6531 1045 7.76 29.11 26.07 87.58 85.36
Factorized 79.86 77.29 8530 8299 69.11 6534 11.00 7.16 29.99 26.18 87.86 85.37
Fourier 79.69 77.37 85.13 82.89 6830 6533 1136 7.79 29.73 24.62 88.14 85.39
RPE-learn 79.86 77.26 85.46 82.88 6857 6519 985 7.18 29.10 24.62 8822 85.17
2D-ALiBi 79.54 77.29 85.15 8292 6847 65.15 1045 7.27 2826 24.41 87.70 85.13
2D-RoPE  80.38 78.37 85.64 83.78 6934 66.56 13.03 8.84 3245 2855 88.78 86.35
LH-180  81.31 80.01 86.53 85.30 70.70 68.52 13.53 10.45 32.10 28.94 89.86 87.80
LH-90 81.02 79.89 86.44 8528 70.28 68.54 13.15 10.80 31.77 2947 89.90 87.86
LH-45 81.06 79.74 86.23 85.07 69.65 68.18 1341 1021 32.12 29.51 89.46 87.43

LookHere improves ViT sample efficiency (Table[I). Our three variants outperform the best baseline,
2D-RoPE, under almost all test conditions (the single exception being the best 2D-RoPE model on
-R). LookHere further improves gains when considering averaged results — i.e., when accuracy
values are averaged over 8 hyperparameter configurations (please see the Appendix[A.5|for individual
results). For instance, LH-180 outperforms 2D-RoPE by 0.93% / 1.36% on on Val / v2 on our best
runs and by 1.64% / 1.96% on Val / v2 on our averaged runs — indicating that LookHere decreases
hyperparameter sensitivity. Surprisingly, LH-180 averages 80.01% on Val, which matches the best
run trained for twice as long by Steiner et al. [77]]. Head Diversity by Layer

LookHere improves ViT adversarial robustness and model 0.7
calibration (Tables 2]3); both have been linked to ensem-
ble diversity [92, 93} 94], which we offer as a potential
explanation. This is an interesting finding because ad-
versarial robustness and calibration can be at odds with
accuracy [95}196]. We show that LookHere learns more di-
verse attention heads by measuring the generalized Jensen-
Shannon divergence [97]] between heads (Figure . In
the Appendix [A.8] we measure more properties of models
leveraging different position encoding methods. LookHere |
significantly outperforms other methods on segmentation B EEEEEE
linear probing, demonstrating its ability to learn spatially- Layer

Figure 4: LookHere learns more diverse

attention heads and nrevents attention

il
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Table 2: Fast Gradient Sign Method at- Table 3: Expected Table 4: Semantic Segmentation
tack [82] (% top-5 acc. on Val), best and Calibration Error % (% mloU), linear probing (LP)

average runs. [83] () on Val, best and finetuning (FT).

€=1/255 ¢ =3/255  and average runs. ADE20k Cityscapes
Method Best Avg. Best Avg. Best Avg. LP FT LP FT
1D-learn  58.87 54.36 44.23 41.37 10.13 12.21 29.5  38.05 47.1 7293
2D-sincos  60.38 55.16 45.37 41.61 10.14 11.85 29.2  38.39 453 7291
Factorized 60.86 56.19 46.34 4232 10.01 11.37 294  37.95 459 7251
Fourier 5991 54.74 4499 41.90 9.65 12.13 29.8  38.26 46.2  73.60
RPE-learn 59.81 53.36 45.04 40.19 8.66 11.42 264 37.25 429 73.87
2D-ALiBi 58.07 53.68 43.32 40.30 9.26 11.24 26.2  37.56 484 7392
2D-RoPE  60.59 57.16 47.11 43.77 9.60 11.48 29.9  39.74 47.0 7553
LH-180 65.06 62.59 51.81 49.06 8.28 9.76 324 40.29 55.0 75.05
LH-90 63.89 61.88 50.87 48.07 8.68 9.91 32.6  40.60 553 7490
LH-45 64.71 61.71 50.21 47.86 8.87 9.99 32.7 40.07 55.5 74.42

aware patch representations. LookHere also performs well with segmentation finetuning, achieving
comparable performance to 2D-RoPE (Table ).
Table 5: Top-1 acc. (%) for models trained at 2242

High-resolution finetuning increases the perfor- px, finetuned and tested at 3842 px.

mance advantage of all three LookHere variants
over 2D—ROPE (Tablfelﬂ). This aligns withour "o o9 Val Real. -v2 -A -R -HR
intuition that improving extrapolation methods
can improve high-resolution finetuning. Lower 1D—l§arn 81.46 86.46 70.69 18.80 29.80 8§9.82
initial finetuning loss has been linked to bet- 2D-sincos 81.33 86.50 70.53 17.73 29.26 89.62
ter retaining the general representations learned Factorized [SIESDRSRIGA 70:05 WY 29.93 SR

. .. Fourier 81.71 86.73 71.01 19.73 29.68 89.90
during pretraining [98], and better extrapolat-  ppp 1.1 8201 87.17 71.66 18.13 29.53 90.20

ing models have lower initial loss at a higher-  op_AriBi 81.41 86.73 70.50 18.01 28.60 89.46
resolution, by definition. 2D-RoPE 82.31 87.21 71.82 21.68 3338 89.92
LH-180 8328 88.05 73.12 22.85 32.95 9138
LH-90 8308 87.99 7299 23.51 32.63 91.24
LH-45  83.10 87.83 7243 2239 33.10 90.92

Using a “logit lens” [88]] approach, we project
patch representations onto the class embedding
space [89]]. We observe that LookHere encodes
semantic information in its patches faithful to
the original patch location; these patch-level predictions act as a segmentation map that can be
generated without additional training. The officer in Figure [3]is not a one-off example; using
ImageNet-S [91], we see that LookHere outperforms 2D-RoPE by at least 22% mloU using this
patch-projection method (Figure[3). Our best explanation is that, by restricting attention, LookHere

1D-learn (4.1%) 2D-sincos (2.1%) Factorized (8.7%)  Fourier (3.3%)  RPE-learn (6.1%)

.

2D-ALiBi (6.5%) 2D-RoPE (8.7%) LH-180 (31.2%) LH-90 (31.1%) ©LH-45 (30.7%)

Figure 5: We apply frozen MLP classifying heads (learned on the CLS token) on frozen patch
representations. We visualize ImageNet class predictions: assault rifle (red), bulletproof

vest (green), crash helmet (blue), and holster (). In parentheses, we show mloU results
(@224px) on ImageNet-S [91]], where we apply this technique to segment images without training.
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Figure 6: ViT-B/16 models trained for 150 epochs on ImageNet at 2242 px and tested down to 642
px. Model architectures are consistent between runs other than position encoding methods.

prevents the attention collapse at deeper layers observed in Figure[d]that divorces patch representations
from their original patch locations; this collapse has been observed in other ViTs [99] [100]. We
also expect that preventing attention collapse will benefit vision-language models, where frozen
patch representations are used as “image tokens” that should represent their original patch locations
26]. More examples and detailed analysis are in Appendix [A7]

LookHere significantly improves extrapolation ability (Figure[T). Our smallest FOV variant (LH-45)
sees improving relative performance as resolution increases. LH-45 outperforms 2D-ALiBi, which is
equivalent to LookHere without our 2D directional masks, by 9.5% on Val at 10242 px. These two
results demonstrate the extrapolation benefits of restricting attention to fixed FOVs. LH-45 gains
1.3% on Val when extrapolating from 2242 to 3842 px; this is the largest gain we find in the literature,
including our extensive benchmarking of SoTA models in Appendix [A-2] LookHere also outperforms
other methods when tested on smaller images, but the advantage narrows (Figure [6).

Interestingly, smaller objects benefit most from extrapolation (Figure[7), which are distributed over
more patches at test time. We believe this effect also explains the 6 — 8% that LookHere models gain
when extrapolating on ImageNet-A from 2242 to 4482 px; by inspection, ImageNet-A seems to have
small objects, and other work found zooming-in on center-cropped ImageNet-A images improves

A Acc. 224> — 384% A Acc. 224° - 512° ' A Acc. 224° — 7687 |

A Acc. 2242 — 10242

— 3 =
I —10
— 2
> —15
3
g1 —20
=
8 0 1725 D
< i
w1 ' y —5 | _30
5] —20 35
H=_2 '_A /v /\/ \ _
T T T T T T T 1 257 T T ] 40 \\ T T T \
18t 2nd 3rd 4lh 5(h 15t 2nd 3rd 4th 51}\ 15t 2nd 3rd 4(h 5th 13t 2nd 3rd 41}\ 5[h
Object Size (Quintile)
----- LH-180 (ours) = = = LH-90 (ours) s LH-45 (ours) Factorized s 2D-ROPE [7]]
2D-sincos 1D-learn [9]] === RPE-learn Fourier [11] 2D-ALiBi [12]

Figure 7: The effect of object size on accuracy gains or losses due to extrapolation. Object size is
measured using annotations from Kaggle’s ImageNet Object Localization Challenge [101]].
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performance [[102]. Finally, all LookHere variants outperform other methods on ImageNet-HR,
indicating better handling of interpolated pixels generated when upsampling lower-resolution imagery
is not the reason why LookHere extrapolates better.

Reducing the distribution shift faced by attention
heads during extrapolation is our best explana-
tion for LookHere’s large relative improvement.
Figure [§|shows attention maps that are “unflat-
tened” to visualize the image regions to which
heads attend, averaged over the same 5k im-
ages. We show one head per model that exhibits
similar behavior at a 2242 resolution. Models
leveraging RPE-learn and 2D-ALiBi learn vari-
ants of an algorithm that retrieve information
from above the query; however, both models re-
trieve information elsewhere in the image when
extrapolating. LookHere hard-codes this type of
algorithm, which it continues to execute when ] ]
extrapolating. In Appendix[A.8we find more ex- Figure 8: Attention maps of three attention heads

amples of interesting attention head behaviour,  across four resolutions, where the query is in the

. . . center. We use the colormap: nmm—
Extrapolation affects different datasets differ-

ently; it also affects different classes differently. For example, when extrapolating, all models
underpredict certain classes (bakery, church, and tights) and overpredict other classes (mobile
home, threshing machine, and sports car). This investigation is inspired by the class-level
effects of data augmentation [103]]. In Appendix [A.9we find more class-level effects of extrapolation.

2242 5122 7682 10242

RPE-learn

2D-ALiBi

LH-90

5 Closing

Limitations. The primary limitation of LookHere is it requires hand-designed directional masks
and distance penalties. However, our extensive ablations demonstrate that LookHere is robust to
the choice of directional masks and distance penalties. The primary limitation of our experiments
is we do not scale ViTs to giant sizes. Instead, we select the most common size, the ViT-B/16, and
focus our computational resources on a controlled experiment — that extensively and fairly tunes
the appropriate baselines for plain ViTs; this allows us to make confident conclusions based on our
thorough experiments.

Conclusion. LookHere position encoding significantly improves the ability of plain ViTs to make
inferences when provided a greater number of patches than seen during training. We thoroughly
demonstrate that LookHere outperforms other methods with and without extrapolation on standard
image benchmarks and our high-resolution ImageNet test set called ImageNet-HR. We provide new
insights into ViT extrapolation by showing object-size, class-level, and dataset-level effects. We
believe LookHere will help the vision community transform higher-resolution into higher accuracy.

Future Work. We are excited to realize the computational gains that LookHere makes available via
sparse attention kernels, as well as bring LookHere to video and 3D point-cloud applications.

Acknowledgments. Anthony thanks NSERC’s Postgraduate Scholarships Doctoral program for
funding his PhD.
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A Appendix / supplemental material

A.1 ImageNet-HR

We invest considerable resources to ensure ImageNet-HR’s quality with two priorities. @
Annotation accuracy — we only include images for which we are confident of their la-
bel; we achieve this by: @ 5 rounds of quality control consisting of manually re-
viewing all cases where models disagreed with our annotations, using a SoTA model
(eva02_large_patchl14_448.mim_m38m_ft_in22k_inlk from timm [104]) and a weaker model
that disagrees more often (tiny_vit_bm_224.dist_in22k_ft_inlk from timm [104]), ® con-
sulting someone with wildlife expertise to limit the annotation errors made by other test sets [103]],
o using multiple labels where necessary, for example, combining the “sunglass” and “sunglasses”
classes, and labeling a “tusker” as also an “Asian elephant,” if the image of the tusked animal is an
Asian elephant. @ Image diversity — when collecting images, we try to maximize the diversity of
images belonging to a class. Models achieve high accuracy on ImageNet-HR, likely due to less label
ambiguity than other ImageNet test sets. Finally, we manually crop all images to 10242 px, resulting
in the first natively high-resolution ImageNet test set.

We collect the vast majority of images from flickr and Unsplash. Unsplash images “are made to be
used freely” for commercial and non-commercial uses. flickr images were selected from the “All
creative commons” license option. However, for some classes, we could not find enough open-access
high-resolution images like “oil filter” or “hand or block plane,” so we used Google search to find
more. We estimate that around 50 of 5k images were not collected on flickr or Unsplash. Nine images
were taken by an author or his family, with consent of everyone involved.
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A.2 Extrapolation Results

Table 6: Extrapolation results for ViT-B models trained on ImageNet for 150 epochs; trained at 2242

and tested at various resolutions.

Method

Res

Val [1]

ReaL [4]

v2 [2]]

-A [3]

-R 5]

-HR (ours)

top-1

top-5

top-1

top-5

top-1

top-5

top-1

top-5

top-1

top-5

top-1

top-5

1D-learn
2D-sincos
Factorized
Fourier
RPE-learn
2D-ALiBi
2D-RoPE
LH-180
LH-90
LH-45

3202
3202
3202
3202
3202
3202
3202
3202
3202
3202

79.89
79.48
79.73
79.80
79.94
80.44
81.40
82.65
82.22
82.45

94.59
94.50
94.70
94.58
94.73
95.10
95.36
95.88
95.66
95.84

85.17
84.76
85.08
85.17
85.50
85.66
86.43
87.63
87.44
87.45

96.26
96.34
96.37
96.45
96.63
96.66
96.77
97.28
97.13
97.17

68.78
68.23
68.71
68.43
68.56
69.25
70.38
72.03
72.15
71.99

87.88
87.69
87.83
87.95
87.83
88.65
88.94
89.78
89.62
89.92

12.91
12.52
11.44
12.72
11.17
13.33
16.08
18.04
17.92
17.99

34.36
33.59
32.01
34.16
30.51
35.00
39.52
40.28
40.28
40.96

26.73
26.30
25.89
26.33
24.21
26.54
29.76
30.26
30.33
30.53

40.04
39.84
39.33
39.64
36.71
40.47
44.21
43.01
43.34
43.31

88.76
87.94
87.78
88.40
88.12
88.62
89.38
90.60
90.36
90.30

96.94
96.76
97.08
97.08
97.26
97.36
97.38
97.98
97.94
97.66

1D-learn
2D-sincos
Factorized
Fourier
RPE-learn
2D-ALiBi
2D-RoPE
LH-180
LH-90
LH-45

3842
3842
3842
3842
3842
3842
3842
3842
3842
3842

79.02
78.56
78.56
78.85
77.96
80.38
81.16
82.38
82.08
82.38

94.14
94.06
94.06
94.07
93.64
94.93
95.27
95.79
95.70
95.85

84.42
83.95
84.01
84.30
83.72
85.49
86.20
87.35
87.26
87.32

95.99
96.02
95.94
96.07
95.85
96.51
96.71
97.25
97.18
97.15

67.47
66.96
66.62
67.43
66.54
69.21
70.27
72.15
71.50
71.98

87.13
87.16
87.21
87.33
86.51
88.34
88.91
89.67
89.74
90.00

11.97
11.87
10.41
12.63

9.51
14.99
17.60
19.09
19.93
19.73

32.23
31.31
29.72
32.59
26.85
37.88
41.16
42.32
42.68
43.29

23.66
23.53
23.03
23.31
19.41
24.45
27.48
27.58
27.99
28.38

36.93
36.63
35.69
35.95
30.38
38.02
41.05
39.97
40.58
40.95

87.36
87.02
86.90
87.48
86.38
88.30
88.70
89.94
90.10
90.16

96.74
96.38
97.00
96.84
96.44
97.24
97.44
97.84
97.66
97.76

1D-learn
2D-sincos
Factorized
Fourier
RPE-learn
2D-ALiBi
2D-RoPE
LH-180
LH-90
LH-45

448
448
448?
448?
448?
4482
4482
4482
4482
4482

77.52
77.12
76.98
77.47
75.40
79.63
80.47
81.86
81.91
82.19

93.45
93.54
93.33
93.46
92.41
94.61
94.92
95.56
95.54
95.67

83.06
82.80
82.63
83.05
81.45
84.74
85.67
87.05
87.00
87.02

95.47
95.52
95.32
95.51
94.87
96.32
96.47
97.16
97.08
97.08

65.77
65.11
65.06
65.57
63.40
68.66
68.99
71.05
71.39
71.93

86.10
85.62
85.70
86.05
84.29
87.86
88.27
89.62
89.49
89.58

10.44
10.61

9.67
11.37

8.11
15.13
17.84
19.84
20.57
20.77

28.79
29.32
26.63
29.59
23.79
37.79
41.92
43.35
43.39
43.76

20.93
20.84
20.21
20.57
15.31
22.25
2472
24.90
25.71
25.97

33.86
33.66
32.50
32.76
25.31
35.13
37.36
36.83
37.70
38.35

86.04
85.78
86.00
86.18
84.18
87.32
88.02
88.80
89.20
89.62

96.36
96.24
96.46
96.46
95.44
96.96
97.20
97.74
97.52
97.66

1D-learn
2D-sincos
Factorized
Fourier
RPE-learn
2D-ALiBi
2D-RoPE
LH-180
LH-90
LH-45

5122
5122
5122
5122
5122
5122
5122
5122
5122
5122

75.89
75.43
74.97
75.68
72.59
78.86
79.23
81.11
81.19
81.62

92.54
92.57
92.22
92.56
90.74
94.18
94.39
95.26
95.16
95.44

81.41
81.26
80.65
81.33
78.81
84.02
84.61
86.46
86.38
86.57

94.79
94.87
94.47
94.78
93.52
95.96
96.15
96.87
96.84
96.91

63.31
62.74
62.29
63.14
59.35
67.28
67.44
69.96
70.35
71.09

84.37
84.31
83.56
83.90
81.83
87.05
87.22
88.97
88.92
88.80

8.95
9.16
8.05
9.96
6.45
14.23
16.05
19.49
20.05
20.55

25.65
25.27
22.81
26.20
21.00
35.83
38.53
41.81
42.09
43.21

18.65
18.41
17.78
18.11
12.17
20.23
21.09
22.64
23.44
23.87

31.03
30.80
29.80
30.06
21.45
32.23
33.74
33.98
35.18
35.76

84.44
84.18
84.10
84.76
81.64
86.42
86.90
88.08
88.62
89.04

96.02
95.66
95.76
95.94
94.36
96.56
96.90
97.48
97.16
97.40

1D-learn
2D-sincos
Factorized
Fourier
RPE-learn
2D-ALiBi
2D-RoPE
LH-180
LH-90
LH-45

7682
7682
7682
768>
768>
768>
768>
768>
768>
7682

65.95
65.48
63.71
65.97
57.16
72.97
71.28
76.59
77.12
78.13

87.11
86.90
85.36
86.92
79.87
90.64
89.93
92.92
93.38
93.76

71.75
71.19
69.15
71.56
63.00
78.13
77.03
82.17
82.68
83.67

90.33
90.19
88.81
90.01
83.99
93.26
92.54
95.09
95.46
95.68

51.11
50.64
48.58
51.25
41.56
59.19
56.70
63.88
64.49
66.51

75.27
75.36
73.17
75.24
65.96
81.53
79.93
84.63
85.23
86.17

3.79
3.84
3.04
4.05
2.55
8.48
7.53
12.52
12.89
14.21

13.16
12.77
10.95
13.45

891
24.00
22.20
29.41
30.44
31.96

12.13
11.45
10.70
11.53

4.83
12.83
12.00
15.56
17.52
18.14

2247
21.22
20.32
21.38

9.98
22.54
21.23
25.88
28.68
28.64

75.76
75.46
74.64
76.04
66.68
79.96
79.14
83.56
84.90
85.30

92.64
92.06
9224
92.54
86.32
93.76
93.68
95.68
96.08
96.10

1D-learn
2D-sincos
Factorized
Fourier
RPE-learn
2D-ALiBi
2D-RoPE
LH-180
LH-90
LH-45

10242
10242
10242
10242
10242
10242
10242
10242
10242
10242

55.67
53.71
50.46
54.58
36.80
63.62
51.41
69.24
71.58
73.15

80.00
78.36
75.08
78.17
60.77
84.36
75.05
88.81
90.19
91.09

61.00
58.91
55.22
59.80
41.10
68.80
56.71
75.22
77.48
79.01

83.85
82.32
79.17
82.14
65.25
87.80
79.27
91.84
92.99
93.63

40.97
39.57
37.41
39.22
24.37
49.88
37.18
55.84
58.30
60.26

65.86
64.82
62.22
64.61
46.37
73.57
60.56
78.89
80.83
82.38

1.95
1.48
1.33
1.87
0.99
4.51
2.12
6.63
8.13
8.35

7.77
6.04
5.43
7.01
3.88
14.48
8.04
18.92
21.29
22.15

8.46
7.08
7.00
7.65
1.85
7.78
4.00
11.23
12.61
14.11

17.28
14.93
14.51
15.49

4.81
15.24

9.06
20.18
22.50
23.78

65.14
64.62
63.86
64.66
48.40
71.56
60.30
76.14
79.68
80.48

86.02
86.16
85.08
86.46
72.34
88.74
82.64
92.44
93.34
93.78
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A.2.1 Other Models

Table 7: Top-1 acc. (%) on Val [1]] for models outside our controlled experiment, using the timm
library [104].

Name 2247 3207 3847 4487 5122 768% 1024°
beitv2_large_patch16_224.inlk_ft_in22k_in1k[106] 87.97 87.73 80.76 60.80 40.48 10.63 5.19
caformer_b36.sail_inlk[52] 85.28 85.61 84.93 84.08 83.08 77.90 70.35
caformer_b36.sail_in22k_ft_inik[52] 87.24 87.29 86.34 84.78 82.96 73.55 62.60
convformer_b36.sail_in1k[52] 84.59 85.06 83.98 82.34 79.48 58.24 37.54
convformer_s18.sail_in1k[52] 82.89 83.34 81.72 78.86 73.36 39.49 17.57
eva_giant_patch14_224.clip_ft_ini1k[107] 88.75 88.86 88.50 87.83 87.22 83.37 78.31
iRPE (our implementation)[39] 80.53 81.59 81.47 80.77 79.94 72.86 60.30
swin_base_patch4_window7_224.ms_in22k_ft_inlk[44] 84.40 84.80 84.31 83.77 82.90 78.56 70.58
swin_s3_base_224.ms_in1k[49] 83.86 82.61 81.34 80.39 79.30 73.54 63.78
swin_tiny_patch4_window7_224[44] 80.85 80.92 79.96 79.09 78.33 72.24 61.06
twins_pcpvt_base.inik[51] 82.54 83.20 82.27 81.06 79.68 72.22 61.24
twins_pcpvt_small.inlk[51] 80.94 81.67 80.92 79.76 78.46 70.56 58.74
twins_svt_large.inlk[51]] 83.38 83.44 82.64 82.03 80.99 76.49 69.01

vit_base_patch16_clip_224.laion2b_ft_inl12k_inlk[108] 85.79 85.84 85.03 84.24 83.25 76.35 66.60
vit_base_patchl6_rope_regl_gap_256.sbb_inlk([104] 81.26 82.33 81.88 80.89 79.66 72.66 63.25
vit_large_patchl4_clip_224.openai_ft_inl12k_in1k[108] 87.93 88.08 87.57 87.02 86.18 81.51 75.51
vit_mediumd_patchl6_rope_regl_gap_256.sbb_inlk[104] 81.55 82.67 82.23 81.43 80.08 73.24 64.69

vit_small_r26_s32_224[9] 81.38 82.89 82.46 81.75 80.32 72.30 61.38
xcit_medium_24_p8_224.fb_dist_inlk[53] 84.86 85.36 84.97 84.41 83.75 79.58 72.94
xcit_small_12_p16_224.fb_in1k[53] 81.68 82.65 82.10 81.51 80.43 74.48 65.46

Table 8: Top-1 acc. (%) on -HR (ours) for models outside our controlled experiment, using the timm
library [104].

Name 2247 3207 3847 4487 5122 768% 1024°
beitv2_large_patch16_224.inlk_ft_in22k_in1k[106] 95.16 95.24 90.36 73.72 52.60 14.32 7.40
caformer_b36.sail_inlk[52] 93.06 93.08 92.84 92.10 90.88 85.68 79.30
caformer_b36.sail_in22k_ft_in1k[52] 94.40 94.56 94.02 93.00 91.34 82.16 70.94
convformer_b36.sail_in1k[52] 92.44 92.26 90.94 88.94 85.40 70.04 59.80
convformer_s18.sail_in1k[52] 90.98 90.84 88.40 83.30 77.24 53.18 41.02
eva_giant_patch14_224.clip_ft_ini1k[107] 95.96 95.86 95.70 95.58 95.36 92.94 89.24
iRPE (our implementation)[39] 89.10 89.76 89.56 88.88 88.12 82.40 72.60
swin_base_patch4_window7_224.ms_in22k_ft_inlk[44] 91.82 92.20 91.18 90.24 90.06 85.22 79.26
swin_s3_base_224.ms_in1k[49] 91.78 90.22 88.52 86.82 85.72 78.00 68.46
swin_tiny_patch4_window7_224[44] 89.06 89.10 87.56 86.76 85.46 77.58 68.54
twins_pcpvt_base.inlk[51] 90.54 90.92 90.30 89.24 87.60 79.50 69.74
twins_pcpvt_small.inik[51] 89.62 89.40 88.76 87.14 85.62 77.40 67.30
twins_svt_large.inlk[5]] 91.46 91.24 90.34 89.36 87.82 82.42 76.22

vit_base_patchl6_clip_224.laion2b_ft_in12k_in1k[108]] 93.22 93.38 93.24 92.68 92.02 88.14 81.92
vit_base_patchl6_rope_regl_gap_256.sbb_inl1k[104] 89.36 90.84 90.14 89.22 88.22 83.36 76.54
vit_large_patchl4_clip_224.openai_ft_in12k_in1k[108]] 94.62 94.78 94.68 94.62 94.10 91.10 86.64
vit_mediumd_patchl6_rope_regl_gap_256.sbb_in1k[104] 89.42 90.56 90.38 89.74 89.26 83.90 77.48

vit_small_r26_s32_224[9] 89.76 90.52 90.30 89.56 88.80 82.06 72.12
xcit_medium_24_p8_224.fb_dist_inlk[53] 92.54 92.94 92.34 91.94 91.20 87.70 81.80
xcit_small_12_p16_224.fb_in1k[53] 89.54 90.14 89.88 89.02 88.22 82.82 74.86
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A.3 LookHere Bias Matrices

Figure 9: LH-180 bias matrices for query patch (11,8), grid size of 14x14.
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Figure 10: LH-90 bias matrices for query patch (11,8), grid size of 14x14.

Figure 11: LH-45 bias matrices for query patch (11,8), grid size of 14x14.
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A.4 Experimental Details
A.4.1 Training ViTs

Recipe. Our training recipe that is consistent across configurations:

* AdamW [109] — using the default PyTorch implementation that does not fully decouple
learning rate and weight decay

* Binary cross-entropy loss — summing along the class dimension, averaging along the batch
dimension

* Linear warm-up for 10% of steps and cool-down using a cosine decay schedule to a zero
learning rate

* Batch size of 2048

e Mixup [110] o = 0.8, cutmix [L11] « =1

* CLS token with an MLP classifying head — final linear layer weights are initialized to 0
and biases to —6.9 (so all class probabilities start at 101%)

* layer drop rate of 0.1 and MLP dropout of 0

* Train for 150 epochs on the first 99% of ImageNet-1k — using Huggingface’s datasets
library, i.e., load_dataset ("imagenet-1k", split="train[:99%]1")

* Choose checkpoint according to the best minival top-1 accuracy (run after each
epoch), where minival is the last 1% of the ImageNet-1k training set, i.e.,
load_dataset("imagenet-1k", split="train[99%:]1")

A4.2 Compute

Training takes around 3 days on an RTX 4090 GPU. Thus, all 80 training runs take around 240
GPU-days. We spend another 54 GPU-days on 18 ablations. Ablations and our iRPE run always use
our best training recipe, which is 3-Augment [17] data augmentation, 3 - 10~2 learning rate, and 0.05
weight decay. iRPE [39] takes around 7 days on an RTX 4090 GPU, even with the official custom
CUDA kernel. As a result, we exclude it from our apples-to-apples comparisons.

A.4.3 High-resolution finetuning

Following DEIT III’s finetuning recipe [17], we increase the drop rate to 0.2 and the weight decay to
0.1, and fix the learning rate to 10~ with a 512 batch size.

A.4.4 Extrapolation Tuning

For 2D-ALiBi, 2D-RoPE, and LookHere models, we tune a single parameter at the target resolution
on minival (Table [9). LookHere models benefit less from tuning than 2D-ALiBi and 2D-RoPE
models. For example at a 5122 resolution, the difference in top-1 accuracy on minival when using the
tuned parameter versus the default value is 2.1% for 2D-ALiBi, 1.3% for 2D-RoPE, and 0.15% for
LH-45. Thus, LookHere does not require tuning its global slope value to effectively extrapolate.

Table 9: Tuned Parameter Values

Name Tuning Parameter 2247  320% 3847  448% 5122 7682 10242
2D-ALiBi s, 1.0 1.4 1.4 1.4 1.4 15 1.6
2D-RoPE  base frequency 100 160 190 250 700 1250 1250
LookHere s, 1.0 100 095 095 095 075 06

A.4.5 Segmentation

For both linear probing and full finetuning we use a linear decoder. The linear decoder consists of a
linear layer applied to the frozen patch representations which is then upsampled to the original image
size. Similar to [85] we add a BatchNorm layer before the linear layer.
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For full finetuning, we followed the Segmenter training recipe [84] exactly. For ADE20k, the base
learning rate is 10~3 for 160k iterations with a batch size of 8, at 5122 px. For Cityscapes, the base
learning rate is 10~2 for 80k iterations with a batch size of 8, at 3842 px. We train with SGD.

For linear probing, we freeze the backbone and pre-compute the patch representa-
tions. We use the AdamW optimizer [109] and sweep the following learning rates:
{0.0001, 0.0002, 0.0005, 0.001, 0.002, 0.005, 0.01, 0.02, 0.05, 0.1, 0.2, 0.3, 0.5}. For both ADE20k
and Cityscapes we set the batch size to 16 and train the linear decoder for 50 epochs.
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A.5 Full Experimental Results

Table 10: First half of our hyper-parameter sweep. ViT-B models trained on ImageNet for 150 epochs;
trained and tested at 224%. RA is for RandAugment and 3A for 3-Augment.

WD LR Data  Val [1] ReaL [4] v2 (2] -A 3] -R[5] -HR (ours)
Method 1072 1072 Aug top-1 top-5 top-1 top-5 top-1 top-5 top-1 top-5 top-1 top-5 top-1 top-5
1D-learn 2 3.03A 7851 9342 8391 9545 66.86 86.11 9.64 27.71 28.21 41.85 86.54 95.88
2D-sincos 2 3.03A 7796 93.29 83.63 95.34 66.35 85.84 9.55 27.57 28.29 42.01 86.24 96.16
Factorized 2 3.0 3A 78.42 93.47 84.09 95.64 66.89 85.84 8.36 25.65 28.79 42.68 86.70 96.48
Fourier 2 3.0 3A 78.78 93.37 84.21 95.50 67.32 85.89 9.56 27.08 28.90 42.29 87.24 96.28
RPE-learn 2 3.03A 7892 93.76 84.46 95.74 67.75 86.28 10.00 28.01 28.70 42.45 87.06 96.24
2D-ALiBi 2 3.0 3A 7847 93.68 84.19 95.80 66.66 86.18 9.01 26.44 26.51 39.74 86.46 96.50
2D-RoPE 2 3.03A 7936 93.96 84.70 95.96 67.98 86.93 10.37 28.36 30.58 44.46 87.42 96.64
LH-180 2 3.03A 80.76 94.78 86.23 96.56 69.43 88.02 11.47 29.87 31.09 44.20 88.86 97.08
LH-90 2 3.03A 80.75 94.71 86.17 96.45 69.85 87.97 12.27 30.24 31.19 44.20 88.90 97.06
LH-45 2 3.0 3A 80.49 94.55 86.06 96.42 69.27 87.55 11.44 30.56 31.70 45.38 88.90 97.02
1D-learn 5 3.03A 79.45 9430 84.97 96.10 68.49 87.59 10.97 30.59 29.64 43.48 88.28 96.76
2D-sincos 5 3.03A 79.05 94.25 84.62 96.14 67.86 87.01 10.45 29.41 29.11 43.24 87.58 96.48
Factorized 5 3.03A 79.86 94.73 8530 96.41 69.11 87.87 11.00 31.32 29.99 44.22 87.86 97.02
Fourier 5 3.03A 79.69 94.41 85.13 96.36 68.30 87.66 11.36 30.93 29.73 43.90 88.14 96.96
RPE-learn 5 3.03A 79.86 94.64 85.46 96.64 68.57 87.72 9.85 29.27 29.10 43.28 88.22 97.32
2D-ALiBi 5 3.03A 79.54 94.57 85.15 96.38 68.47 87.58 10.45 29.33 28.26 41.91 87.70 96.74
2D-RoPE 5 3.03A 80.38 94.86 85.64 96.49 69.34 87.89 13.03 33.95 32.45 46.96 88.78 96.92
LH-180 5 3.03A 81.31 95.11 86.53 96.71 70.70 88.38 13.53 32.72 32.10 45.07 89.86 97.54
LH-90 5 3.03A 81.02 94.92 86.44 96.68 70.28 88.34 13.15 32.89 31.77 44.74 89.90 97.20
LH-45 5 3.03A 81.06 94.87 86.23 96.46 69.65 88.60 13.41 32.96 32.12 45.25 89.46 97.06
1D-learn 2 3.0 RA 76.51 92.08 81.84 94.32 63.89 83.41 6.12 19.93 23.56 36.15 84.26 94.96
2D-sincos 2 3.0 RA 76.38 92.22 81.77 94.53 63.87 84.05 6.57 20.23 23.62 36.95 84.40 95.28
Factorized 2 3.0 RA 76.45 92.18 82.16 94.53 64.31 84.10 6.57 20.97 24.30 37.35 84.34 94.90
Fourier 2 3.0 RA 76.59 92.08 82.07 94.49 64.51 84.13 7.28 21.72 24.20 37.39 83.76 94.68
RPE-learn 2 3.0 RA 7637 92.28 81.90 94.54 63.99 83.41 6.12 18.76 23.05 36.01 83.58 94.96
2D-ALiBi 2 3.0 RA 76.08 92.16 81.52 94.45 63.67 83.22 5.61 19.08 22.17 34.74 83.20 94.78
2D-RoPE 2 3.0 RA 7731 93.10 82.84 95.22 65.06 84.75 6.07 20.63 27.05 41.09 85.24 95.76
LH-180 2 3.0 RA 80.02 94.07 85.15 95.79 68.32 86.73 9.21 25.53 27.69 40.24 87.18 96.70
LH-90 2 3.0 RA 79.36 93.83 84.67 95.64 67.64 86.43 10.00 24.99 27.86 41.01 87.20 96.16
LH-45 2 3.0 RA 79.77 93.99 84.93 95.68 68.30 86.41 9.36 2591 28.35 41.63 86.40 96.40
1D-learn 5 3.0 RA 78.06 93.38 83.35 95.44 6533 85.67 8.07 25.07 25.98 39.42 84.94 95.64
2D-sincos 5 3.0 RA 7795 93.27 83.26 95.37 65.51 85.64 7.57 25.37 26.11 39.63 85.16 95.88
Factorized 5 3.0 RA 78.55 93.96 84.00 95.91 66.88 86.19 8.05 24.05 27.08 40.76 86.36 96.28
Fourier 5 3.0 RA 78.16 93.47 83.43 9541 66.28 85.90 8.28 25.16 26.25 39.94 85.98 95.98
RPE-learn 5 3.0 RA 78.15 93.57 83.50 95.51 66.50 85.91 7.56 23.64 25.10 38.51 85.62 95.64
2D-ALiBi 5 3.0 RA 77.00 92.89 82.49 94.88 64.75 85.05 6.88 21.55 23.65 36.51 84.22 95.46
2D-RoPE 5 3.0 RA 7929 94.05 84.46 95.85 67.73 86.67 10.77 29.89 28.99 43.18 86.50 96.30
LH-180 5 3.0 RA 80.20 94.32 85.22 96.02 68.27 86.70 10.60 27.40 27.80 40.05 87.74 96.60
LH-90 5 3.0 RA 80.35 94.33 85.47 95.96 68.98 87.29 10.67 27.89 28.54 41.64 87.76 96.56
LH-45 5 3.0 RA 80.13 94.31 85.10 95.99 68.19 86.65 10.89 27.57 28.35 41.35 87.08 96.20
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Table 11: Second half of our hyper-parameter sweep. ViT-B models trained on ImageNet for 150
epochs; trained and tested at 2242, RA is for RandAugment and 3A for 3-Augment.

WD LR Data  Val [1] ReaL [4]] v2 [2] -A 3] -R[5] -HR (ours)

Method 1072 10™% Aug top-1 top-5 top-1 top-5 top-1 top-5 top-1 top-5 top-1 top-5 top-1 top-5

1D-learn 2 1.5 3A 77.31 92.41 8295 94.79 64.85 84.22 6.95 22.00 26.14 38.81 85.68 95.84
2D-sincos 2 1.53A 7750 92.64 83.14 94.93 65.57 84.70 7.23 2291 26.66 39.92 85.78 95.60
Factorized 2 1.53A 76.88 92.43 82.82 94.88 64.96 84.43 599 19.96 26.47 39.91 85.36 95.38
Fourier 2 1.5 3A 77.15 9231 82.82 94.63 64.92 84.24 7.09 22.67 26.28 39.49 85.38 95.48
RPE-learn 2 1.53A 77.07 92.61 82.97 95.00 65.13 84.52 6.52 21.40 24.75 37.91 85.16 95.62
2D-ALiBi 2 1.53A 77.72 93.05 83.40 95.38 66.23 85.56 7.59 22.76 25.78 38.89 85.88 96.14
2D-RoPE 2 1.53A 78.14 93.19 83.74 95.40 66.67 85.57 8.20 25.76 28.78 42.64 86.26 96.14
LH-180 2 1.5 3A 80.14 94.19 85.51 96.12 68.87 87.25 11.03 27.84 29.73 42.81 88.14 96.82
LH-90 2 1.53A 79.88 94.18 85.51 96.12 69.34 87.07 10.83 28.32 30.88 44.23 88.32 96.92
LH-45 2 1.5 3A 79.57 94.06 85.22 96.01 68.40 87.02 9.43 27.60 30.69 44.85 87.86 96.88
1D-learn 5 1.53A 77.87 93.31 83.56 9547 66.56 85.69 8.64 25.03 27.16 40.67 86.40 95.86
2D-sincos 5 1.53A 7848 93.50 83.99 95.65 66.65 86.19 8.85 25.75 27.72 41.90 86.88 96.46
Factorized 5 1.53A 77.34 9298 83.12 9532 65.62 85.33 7.24 23.51 26.86 40.51 86.42 96.02
Fourier 5 1.53A 77.89 93.18 83.59 95.30 66.02 84.99 8.49 25.13 26.44 39.74 86.04 96.04
RPE-learn 5 1.53A 77.71 9331 83.50 9544 66.12 85.43 7.91 24.67 25.23 38.30 86.60 96.02
2D-ALiBi 5 1.53A 7856 93.77 84.32 95.88 66.34 86.57 8.60 27.16 26.97 40.76 86.62 96.60
2D-RoPE 5 1.53A 78.74 93.79 84.45 95.86 67.12 86.61 9.69 27.61 29.82 43.58 87.62 96.60
LH-180 5 1.53A 80.53 94.65 85.82 96.47 69.38 87.70 11.63 29.75 30.07 43.02 88.66 97.06
LH-90 5 1.53A 80.34 94.68 85.81 96.48 68.92 87.89 11.55 30.31 30.85 44.73 88.56 97.00
LH-45 5 1.53A 80.32 94.60 85.59 96.34 68.78 87.33 10.71 29.65 31.25 45.14 88.82 97.06
1D-learn 2 1.5 RA 75.02 90.83 80.68 93.26 62.38 81.45 4.55 16.04 21.92 33.64 82.50 94.44
2D-sincos 2 1.5 RA 7572 91.12 81.32 93.59 62.60 82.06 5.61 18.31 22.82 35.10 82.82 94.00
Factorized 2 1.5 RA 7447 90.62 80.40 93.21 61.73 81.29 4.63 1531 22.10 33.95 82.16 93.40
Fourier 2 1.5 RA 7495 90.58 80.59 93.19 61.66 81.23 4.97 17.11 22.08 34.01 82.84 94.14
RPE-learn 2 1.5 RA 74.65 90.50 80.28 93.11 61.42 81.04 4.44 15.64 20.22 31.96 82.14 94.12
2D-ALiBi 2 1.5 RA 7495 90.75 80.69 93.40 61.92 81.07 5.01 16.52 20.45 32.03 83.18 93.82
2D-RoPE 2 1.5 RA 76.59 91.56 81.98 93.90 63.96 83.06 6.13 19.84 24.69 37.57 83.94 95.04
LH-180 2 1.5 RA 7842 93.04 83.68 95.03 66.46 85.12 8.20 22.65 26.07 38.42 86.18 95.58
LH-90 2 1.5 RA 78.62 93.21 84.09 95.16 66.64 85.15 8.77 24.07 27.22 39.94 86.50 95.82
LH-45 2 1.5 RA 7817 93.12 83.61 9522 66.54 85.01 7.49 23.24 26.56 39.61 85.98 95.78
1D-learn 5 1.5 RA 76.07 91.79 81.66 94.11 63.03 83.12 5.73 19.24 23.20 35.88 83.12 94.62
2D-sincos 5 15 RA 76.50 9222 81.96 94.49 64.10 83.72 6.21 19.16 24.23 37.13 84.02 94.68
Factorized 5 1.5 RA 7638 92.25 82.05 94.69 63.25 83.35 5.41 17.81 23.88 36.33 83.72 95.16
Fourier 5 15 RA 7578 91.66 81.31 94.04 63.62 83.10 5.29 18.76 22.95 35.26 83.70 94.80
RPE-learn 5 1.5 RA 7533 91.29 80.98 93.77 62.04 82.19 5.07 18.47 20.80 32.74 83.00 94.32
2D-ALiBi 5 15 RA 76.02 91.94 81.61 94.18 63.16 82.93 5.01 17.97 21.53 33.85 83.80 94.78
2D-RoPE 5 15 RA 77.13 9253 82.47 94.80 64.63 84.68 6.47 20.95 26.08 39.35 85.00 95.14
LH-180 5 1.5 RA 78.68 93.68 84.26 95.69 66.76 85.67 7.93 23.17 26.98 40.13 85.74 96.12
LH-90 5 1.5 RA 7877 93.63 84.09 9537 66.69 85.83 9.15 25.33 27.45 40.08 85.70 95.98
LH-45 5 1.5 RA 7839 93.45 83.85 95.37 66.30 85.61 8.97 24.84 27.11 40.44 84.90 95.66
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A.6 Ablations

We train 18 models to ablate the LookHere design. Each run uses our best 150 epoch training recipe.
We test models without extrapolation at 2242 px (Table and with extrapolation at 10242 px (Table
13)). Before running extrapolation tests, we tune the global slope of each model at 10242 px to fairly
compare with our three default variants. To fit in the tables, we use short forms explained here:
“undir— 90” means replacing the four undirected heads with four 90° FOV heads, “undir— no dist”
means removing the distance penalties on the four undirected heads, “invert” means inverting the
layer-wise slope pattern such that s; linearly increases from 0.5 to 1.5 with depth, “mask:co — 0~
means replacing oo with 0 in equation|[T] and “dist—no dist” means removing the distance penalties
on all heads.

Table 12: LookHere design ablations without extrapolation. ViT-B models trained on ImageNet for
150 epochs; trained and tested at 2242,

Val [1]] ReaL [4] v2 2] -A 3] -R[5] -HR (ours)

Variant Change top-1 top-5 top-1 top-5 top-1 top-5 top-1 top-5 top-1 top-5 top-1 top-5

LH-45 undir— 90° 80.53 94.92 86.27 96.81 69.42 88.29 10.33 29.60 32.49 46.78 89.42 97.38
LH-45 undir— 180° 80.72 94.90 86.19 96.74 69.66 88.51 10.81 29.59 32.14 46.13 89.44 97.26
LH-45 undir—no dist 81.14 95.08 86.44 96.74 70.53 88.48 14.17 34.07 32.61 46.14 89.84 97.54
LH-90 undir— 90° 81.00 94.98 86.59 96.78 70.15 88.46 10.84 29.40 32.44 46.46 89.10 97.62
LH-90 undir— 180°  80.94 95.06 86.54 96.78 69.99 88.55 12.29 30.83 31.73 45.64 89.46 97.06
LH-90 undir—nodist 81.01 95.13 86.38 96.79 70.37 88.68 12.41 32.39 32.27 46.51 89.34 97.52
LH-180 undir— 90° 80.82 95.02 86.56 96.78 69.50 88.57 11.85 29.99 31.85 45.77 88.98 97.18
LH-180 undir— 180° 80.88 95.11 86.56 96.87 70.36 88.33 11.96 30.55 31.63 45.52 89.28 97.32
LH-180 undir—no dist 81.39 95.11 86.78 96.77 70.66 88.43 12.49 32.00 31.79 44.93 89.84 97.50
LH-90 s4:1—0.125 81.20 95.03 86.48 96.69 70.14 88.33 13.63 33.27 32.14 45.44 89.22 97.08
LH-90 s,:1—0.25 81.08 94.92 86.28 96.53 70.02 88.05 12.64 31.43 31.46 44.73 88.88 97.06
LH-90 s4:1—0.5 81.09 94.97 86.47 96.58 70.18 88.40 13.04 33.00 32.02 45.67 89.56 97.30
LH-90 s4,:1—4 80.91 95.10 86.58 96.92 70.16 88.69 11.40 30.31 32.13 46.33 89.40 97.46
LH-90 s, :invert 81.37 95.02 86.43 96.72 70.30 88.32 13.87 33.88 32.69 46.55 89.72 97.44
LH-90 dist — dist® 80.98 95.17 86.50 96.88 70.34 88.50 11.45 30.44 32.13 46.43 89.66 97.48
LH-90 dist — v/dist  80.86 94.89 86.17 96.55 69.15 88.15 12.33 31.75 31.65 45.23 88.56 97.32
LH-90 mask: co — 0 79.68 94.47 85.11 96.47 68.58 87.82 11.21 30.33 29.69 43.59 87.94 97.02
LH-90 dist—nodist  80.19 94.77 85.49 96.48 69.22 88.27 11.52 30.92 31.76 46.33 88.52 97.10
LH-90 s;:fix—learn 81.35 95.06 86.55 96.64 70.40 88.55 13.08 33.03 31.93 45.88 89.56 97.20

Table 13: LookHere design ablations with extrapolation. ViT-B models trained on ImageNet for 150
epochs; trained at 2242 and tested at 10242,

Val [1] Real [4] v2 [2] A 3] R[]  -HR (ours)

Variant Change top-1 top-5 top-1 top-5 top-1 top-5 top-1 top-5 top-1 top-5 top-1 top-5

LH-45 undir— 90° 71.94 91.01 78.26 93.58 59.23 81.53 5.89 18.47 16.02 27.72 81.40 95.26
LH-45 undir— 180° 69.97 89.42 76.05 92.44 56.19 79.03 5.33 16.71 13.70 24.44 78.72 94.12
LH-45 undir—nodist 69.72 89.35 75.69 92.33 55.97 78.76 4.77 15.76 12.92 23.42 79.14 93.46
LH-90 undir— 90° 69.39 88.99 75.67 92.00 55.82 78.68 5.00 16.40 11.93 21.96 78.10 93.46
LH-90 undir— 180° 68.80 88.62 74.95 91.72 53.89 77.43 4.16 14.49 12.72 22.84 76.60 92.48
LH-90 undir—nodist 69.24 89.40 75.29 92.46 56.03 79.38 4.84 15.65 12.67 23.08 78.24 94.08
LH-180 undir— 90° 64.44 85.72 70.73 89.36 49.80 73.70 3.40 12.16 8.98 17.32 73.60 90.14
LH-180 undir— 180°  54.13 77.21 59.97 81.66 39.38 63.14 1.61 5.51 4.23 8.80 66.44 84.56
LH-180 undir—no dist 66.35 86.89 72.67 90.27 51.97 75.62 4.92 14.69 9.33 17.43 74.30 91.20
LH-90 s,:1—0.125 67.36 87.84 73.31 91.06 53.06 76.37 3.15 10.69 12.15 22.20 76.58 91.90
LH-90 s4:1—0.25 7046 89.68 76.43 92.52 57.11 80.17 5.43 16.19 12.45 22.25 79.32 93.14
LH-90 s,:1—0.5 72.53 90.72 78.40 93.30 59.34 81.56 7.16 20.80 13.88 24.05 79.82 93.36
LH-90 s4:1—4 55.16 78.88 61.14 83.31 41.30 66.02 2.85 9.59 5.19 10.95 68.02 86.92
LH-90 s; :invert 70.03 89.28 76.09 92.30 55.69 79.06 6.21 19.29 11.85 21.36 76.80 92.26
LH-90 dist — dist® 65.08 87.03 71.16 90.46 51.05 75.52 3.28 12.35 10.96 20.95 74.80 92.04
LH-90 dist — v/dist 66.83 87.59 72.53 90.70 52.88 76.41 3.91 12.57 10.93 19.83 76.80 92.60
LH-90 mask: co — 0 40.52 66.37 45.24 70.96 28.48 52.11 1.23 5.84 2.58 6.58 50.18 75.08
LH-90 dist—nodist 44.42 69.57 49.20 74.05 31.31 55.09 1.03 5.11 6.02 13.10 53.92 78.48
LH-90 s;:fix—learn 66.13 86.72 71.96 89.82 52.54 75.71 4.44 13.80 10.59 19.27 75.82 91.66
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A.7 Logit Lens
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Figure 12: More examples from ImageNet-S and each model’s logit lens predictions.
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Figure 14: Leveraging the semantic segmentation labels from the ImageNet-S, we compared the

-
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A.8 Head Diversity, Attention Distance, Patch Similarity and Head Visualizations

In our paper, we show that LookHere prevents attention collapse measured by JSD (Figure[d). Here,
we measure attention diversity using L1 and Lo distance. We also measure attention distances and
patch-wise representational similarity — both at 2242 px (Figure and at all resolutions tested

(Figure[T6| & [17).
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Figure 15: Measurements of head diversity, attention distance, and patch similarity by layer across
position encoding methods.
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Figure 16: We measure the attention distance per depth, for each model and resolution, by taking the sum of patch distances weighted by
attention scores, averaged across heads [(row: 1, col: 1) — (4, 1)]; and the head diversity as the generalized JSD of attention matrix rows for
each head, averaged over rows [(4, 2) — (7, 2)]. We report the average over 500 randomly selected images from minival.

19713

https://doi.org/10.52202/079017-0621




—— 2242 px —— 320%px —— 384% px —— 448%px —— 5127 px ——

07

J5 Divergence

04

065

o]
Cosine Similarity
e °

g

045

R

Cosine similarity
g

025

10

Cosine similarity
2

Head Diversity by Depth (Model: LH-90)

Head Diversity by Depth (Model: LH-45)

J5 Divergence

6
Layer

Patch Similarity by Depth (Model: 2D-sincos)

6
Layer

Patch Similarity by Depth (Model: Factorized)

070

Cosine Similarity.

Patch Similarity by Depth (Model: RPE-learn)

Patch Similarity by Depth (Model: 2D-ALiBi)

Cosine Similarity
8

Patch Similarity by Depth (Model: LH-180)

Patch Similarity by Depth (Model: LH-90)

045

Cosine similarity

2 4 6 8 10 1
Layer

6
Layer

7682 px —— 10242 px

Cosine similarity

Cosine Similarity

Cosine Similarity

Cosine Similarity

060

°

°

045

°

°

°

°

055

050

045

040

035

030

050

°

°

°

°

°

°

Patch Similarity by Depth (Model: 10-learn)

6
Layer

Patch Similarity by Depth (Model: Fourier)

6
Layer

Patch Similarity by Depth (Model: 2D-RoPE)

Patch Similarity by Depth (Model: LH-45)

4 6 8 10
Layer

Figure 17: The patch similarity, for each model and resolution, is measured as the average of pairwise cosine-similarities between patch
representations in each layer [(7,3) — (10, 3)]; we report the average over the same 500 minival images.

https://doi.org/10.52202/079017-0621

19714




2242 3202 3842 4482 5122 768> 10242

Figure 18: 1D-learn attention maps of ten attention heads across seven resolutions, where the query
is in the center. We use the colormap: m— . Averaged over 5k images.
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Figure 19: 2D-sincos attention maps of ten attention heads across seven resolutions, where the query
is in the center. We use the colormap: m— . Averaged over 5k images.
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Figure 20: Factorized attention maps of ten attention heads across seven resolutions, where the query
is in the center. We use the colormap: m—— . Averaged over 5k images.
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Figure 21: Fourier attention maps of ten attention heads across seven resolutions, where the query is
in the center. We use the colormap: m—— . Averaged over 5k images.
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Figure 22: RPE-learn attention maps of ten attention heads across seven resolutions, where the query
is in the center. We use the colormap: m—— . Averaged over 5k images.
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Figure 23: 2D-ALiBi attention maps of ten attention heads across seven resolutions, where the query
is in the center. We use the colormap: m—— . Averaged over 5k images.
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Figure 24: 2D-RoPE attention maps of ten attention heads across seven resolutions, where the query
is in the center. We use the colormap: m— . Averaged over 5k images.
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Figure 25: LH-180 attention maps of ten attention heads across seven resolutions, where the query
is in the center. We use the colormap: m— . Averaged over 5k images.
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Figure 26: LH-90 attention maps of ten attention heads across seven resolutions, where the query is
in the center. We use the colormap: m—— . Averaged over 5k images.

19723 https://doi.org/10.52202/079017-0621



Figure 27: LH-45 attention maps of ten attention heads across seven resolutions, where the query is
in the center. We use the colormap: n— . Averaged over 5k images.
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A.9 Accuracy Gaps and Class-level Effects
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Figure 28: We calculate the difference in accuracy for the first 5k ImageNet [T] examples when extrapolating from 2242 px for models trained

at 2242 px
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Figure 30: A continuation of increase, and spread plots.
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Figure 32: We find and plot cross-plots of class pairs that confuse models during extrapolation, indicated by a transfer in prediction probabilities.
For the subset of ImageNet [I] examples, within the first 5k, with true class X (blue) we select pairs (X, Y') where P(X|2242%) —

P(X]1024%) + P(Y'|1024%) — P(Y'|2242) is maximized.
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Figure 33: Cross-plots continued.
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Figure 34: Cross-plots continued.
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Figure 35: Cross-plots continued.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The main claims in the abstract and introduction are supported by thorough
experiments in our paper.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We discuss limitations in the Closing of our paper.
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]
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Justification: We include no theoretical results.
Guidelines:

* The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

¢ Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: Our method can be implemented following the details provided in our paper.
Our method is quite simple and can easily be integrated into existing ViT codebases.

Guidelines:

* The answer NA means that the paper does not include experiments.
* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [Yes]

Justification: We provide the code of our PyTorch implementation with a link, which also
contains all images from our introduced dataset, ImageNet-HR.

Guidelines:

» The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: In our main paper, we outline hyperparameters that differ between runs. In our
Appendix, we outline hyperparameters that are consistent between runs. We use commonly
used benchmarks that are listed in our paper.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer:

Justification: However, we report all experimental results in the Appendix. These can be
used to calculate statistical significance if required.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

19735 https://doi.org/10.52202/079017-0621


https://nips.cc/public/guides/CodeSubmissionPolicy
https://nips.cc/public/guides/CodeSubmissionPolicy
https://nips.cc/public/guides/CodeSubmissionPolicy
https://nips.cc/public/guides/CodeSubmissionPolicy

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

e It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

e It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
8. Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: In our “Training ViTs” Appendix section we provide details on the required
GPU-hours.

Guidelines:

* The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]

Justification: We read the Code of Ethics. In our Appendix, we discuss consent and copyright
with respect to the dataset we introduce.

Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
Justification: We discuss broader impacts in the Appendix.
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.
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» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

 The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [Yes]

Justification: Our dataset consists of 5k images, we manually downloaded them from the
internet and reviewed them several times. We do not believe any images pose a safety risk.
Our models do not pose any more of a safety risk than other ViT-B models.

Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: We properly credit creators of datasets and models. We share the websites
used to collect images and their licenses.

Guidelines:

» The answer NA means that the paper does not use existing assets.
 The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.
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* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
13. New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: We share training details in the Appendix and provide code via a zip file. We
discuss dataset license in the Appendix and provide all images via a URL.

Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
14. Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: We do not perform research with human subjects nor crowdsource.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: Our research does not require IRB approvals.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.
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paperswithcode.com/datasets

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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