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Abstract

In linear bandits, how can a learner effectively learn when facing corrupted re-
wards? While significant work has explored this question, a holistic understanding
across different adversarial models and corruption measures is lacking, as is a full
characterization of the minimax regret bounds. In this work, we compare two types
of corruptions commonly considered: strong corruption, where the corruption level
depends on the learner’s chosen action, and weak corruption, where the corrup-
tion level does not depend on the learner’s chosen action. We provide a unified
framework to analyze these corruptions. For stochastic linear bandits, we fully
characterize the gap between the minimax regret under strong and weak corruptions.
We also initiate the study of corrupted adversarial linear bandits, obtaining upper
and lower bounds with matching dependencies on the corruption level.

Next, we reveal a connection between corruption-robust learning and learning with
gap-dependent misspecification—a setting first studied by Liu et al. (2023a), where
the misspecification level of an action or policy is proportional to its suboptimality.
We present a general reduction that enables any corruption-robust algorithm to
handle gap-dependent misspecification. This allows us to recover the results of Liu
et al. (2023a) in a black-box manner and significantly generalize them to settings
like linear MDPs, yielding the first results for gap-dependent misspecification in
reinforcement learning. However, this general reduction does not attain the optimal
rate for gap-dependent misspecification. Motivated by this, we develop a special-
ized algorithm that achieves optimal bounds for gap-dependent misspecification in
linear bandits, thus answering an open question posed by Liu et al. (2023a).

1 Introduction

The real world is rarely truly stochastic—in practice, our observations are often corrupted—and
furthermore, rarely are the modeling assumption typically made in theory—that the true data-
generating process lives in our model class—met in reality. Therefore, robustly handling these
deviations from idealized assumptions is crucial. These challenges are particularly pronounced
in interactive decision-making settings, where deviations from idealized assumptions could lead
an algorithm to take unsafe or severely suboptimal actions. In this work, we seek to address
these challenges, and develop a unified understanding for robust learning in corruption-robust and
misspecified settings.

* Authors are listed in alphabetical order by last name.
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We first consider the corruption-robust learning setting. Robust learning in the presence of corruptions
requires designing algorithms whose guarantee have a tight scaling in the corruption level. That is,
although some amount of suboptimality is inevitable if our observations are corrupted, we would
hope to obtain the minimum amount of suboptimality possible at a given corruption level. While
much work has been done on learning with corrupted observations, existing work has failed to yield a
tight characterization of this scaling in the corruption level, even in simple settings such as linear
bandits. We address this shortcoming, and develop an algorithm which achieves the optimal scaling
in the corruption level, and further extend this to a novel corrupted adversarial linear bandit setting,
where in addition to corrupted observations, the rewards themselves may be adversarially chosen
from round to round. We obtain the first provably efficient bounds in this setting.

Model misspecification, another extensively studied problem in the literature, can be thought of as a
form of corruption, where the corruption level is the amount of misspecification between the “closest”
model in the model class and the true environment. Standard discussions on misspecification usually
assume that the misspecification for every action has a uniform upper bound, and the final regret
guarantee scales linearly with the amount of misspecification. The work of Liu et al. (2023a) initiated
the study on the gap-dependent misspecification setting, where the misspecification level for a given
action scales with the suboptimality of that action. They demonstrated that the linear scaling in
regret is not necessary in this case. We revisit this problem, and show a general reduction from the
gap-dependent misspecified setting to the corruption setting. We utilize this reduction to show that
settings previously not known to be learnable—for example, linear MDPs with policy gap-dependent
misspecification—are in fact efficiently learnable with existing corruption robust algorithms.

Together, our results present a unified picture of optimally learning in the presence of observation
corruption, and (certain types of) model misspecification. We summarize our contributions as follows
(see Section 2 and Section 3 for formal definitions of the mentioned quantities):

1. In Section 4, we develop a stochastic linear bandit algorithm with O(dv/T + min{dC, /dCx,})
regret, where d is the feature dimension, 7" is the number of rounds, C' is the strong corruption
measure, and C' is the weak corruption measure. These bounds are unimprovable.

2. In Section 5, we initiate the study of adversarial linear bandits with corruptions. We obtain

O(dVT 4 VdCy) and O(Vd3T + dC) regret for weak and strong corruptions, respectively.

3. We prove a general reduction that efficiently handles gap-dependent misspecification with
corruption-robust algorithms. We apply our reduction to show that linear MDPs with gap-
dependent misspecification are efficiently learnable (Section 6).

4. Finally, while the reduction in item 3 is general, it is unable to obtain the tightest possible rate
for gap-dependent misspecification. We thus develop a specialized algorithm which, in the linear
bandit setting, obtains the optimal rate. This resolves the open problem of Liu et al. (2023a).

In Section 2 we present our problem setting, and in Section 3, compare the corruption notions in
previous and our work. More related works are discussed in Appendix A. In Section 4-Section 6, we
present our main results as outlined above.

2 Problem Setting and Preliminaries

We consider the corrupted linear bandit problem. The learner interacts with the environment for T’
rounds. The learner is given an action set A C R?. At the beginning of round ¢, the environment
determines a reward vector §; € R? and a corruption function €;(-) : A — [—1,1], which are
both hidden from the learner. The learner then selects an action a; € A. Then a reward value
re = a0 + e;(ay) + C; is revealed to the learner, for some zero-mean noise ¢; € [—1,1]>. We
assume that |jal|z < 1, ||6¢]|2 < V/d,and a6, € [-1,1] forany a € Aand any t = 1,2,...,T. We
define €; = max,c 4 |et(a)).

In the stochastic setting, the environment is restricted to choose 6; = 6* for all ¢, while in the
adversarial setting, 6, can arbitrarily depend on the history up to round ¢t — 1. The regret of the learner
is defined as

T T T T
Regr = maxyea ), u 0 — > a; br.

2We assume both the corruption function and the noise are bounded for simplicity. All our results can be
generalized to the case where the corruption is unbounded and the noise is sub-Gaussian. See the “additional
note on corruption” in Page 5 of Wei et al. (2022) for reducing this case to the bounded case.
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Note that although the non-stationarity of 6, in the adversarial setting captures a certain degree of
corruption, this form of corruption is limited to a linear form a " (6; — 6*), which is not as general as
€+(a) that could be an arbitrarily function. Therefore, the corrupted linear bandit problem cannot be
reduced to an adversarial linear bandit problem.

Notation. We denote [n] = {1,2,...,n}. Let A(A) be the set of distribution over .A. For any

. T
p € A(A), define the lifted covariance matrix Cov(p) = Eq~, [aaa_r Clb] € RU+Dx(d+1) - For

A, B € R¥*4 define (A, B) = Tr(ABT). E,[-] is the expectation conditioned on history up to ¢ — 1.

G-Optimal Design. A G-optimal design over A is a distribution p € A(A) such that [|a]|%_, < d

forall a € A, where G =Y , p(a)aa’. Note that such a distribution is guaranteed to exist, and
can be efficiently computed (Pukelsheim, 2006; Lattimore and Szepesvari, 2020).

3 Two Equivalent Views: On Adversary Adaptivity and Corruption Measure

Previous works have studied corruption with various assumptions on the adaptivity of the adversary
and different measures for the corruption level. In this work, we consider both the strong and weak
guarantees, which can cover different notions of corruptions studied in previous works. We provide
two different viewpoints to understand them. In the first viewpoint, the weak and strong guarantee
differ by the adaptivity of the adversary, while in the second viewpoint, the two guarantees differ in
the measure of corruption. Then we argue that the two viewpoints are equivalent.

Adversary Adaptivity (AA) Viewpoint. In this viewpoint, the corruption is specified only for the
chosen action. That is, in each round ¢, the adversary only decides a single corruption level ¢; € Rx>g
and ensures |E[r;] — (a¢,0*) | < €. We consider two kinds of adversary: strong adversary who
decides €; after seeing the chosen action a;, and weak adversary who decides €; before seeing a;.

The robustness of the algorithm is measured by how the regret depends on Z;‘F:l €t

Corruption Measure (CM) Viewpoint. In this viewpoint, the corruption is individually specified

for every action. That is, at each round ¢, the adversary decides ¢;(a) for all action a € A and ensures

E[r:la; = a] — {(a,6*) = €(a) for all a. The adversary always decides €, (-) before seeing a;. To

evaluate the performance, we consider two different measures of the total corruption: the strong
T T

measure ) ,_, |¢;(a;)| and the weak measure ), , maxqec4 |€(a)|.

We argue that the two viewpoints are equivalent in the sense that the performance guarantee of an
algorithm under strong/weak adversary in the AA viewpoint are the same as those under strong/weak
measure in the CM viewpoint, respectively. This is by the following observation. A strong adversary
in the AA viewpoint who decides the corruption level ¢, after seeing a; can be viewed as deciding
the corruption €;(a) for all action a before seeing a;, and set €; = |e;(ay)| after seeing a;. In other
words, €;(a) is the corruption planned (before seeing a;) by a strong adversary assuming a; = a, and
the adversary simply carries out its plan after seeing a;. It is clear that this is equivalent to the CM
viewpoint with Zthl |e:(at)| as the corruption measure. See Appendix B for more details. On the
other hand, a weak adversary in the AA viewpoint has to decide an upper bound of the corruption level
€; no matter which action a, is chosen by the learner. This can be viewed as deciding the corruption
€:(a) for every action a before seeing a; with the restriction |e;(a)| < € for all a. Therefore, this is

equivalent to using ZtT:l max, |€:(a)| to measure total corruption in the CM viewpoint.

In this work, we adopt the CM viewpoint as described in Section 2. With the CM viewpoint, for both
strong and weak settings, the power of the adversary remains the same as the standard “adaptive
adversary” (i.e., deciding the corruption function ;(-) based on the history up to time ¢t — 1), and
we only need to derive regret bounds with different corruption measures. All our results can also be
interpreted in the AA viewpoint, as the above argument suggests.

With this unified viewpoint, we categorize in Table 1 previous works on linear (contextual) bandits
based on the corruption measure, all under the same type of adversary. According to the definitions in
Table 1, C'and C', correspond to the strong measure and weak measure mentioned above, respectively.
It is easy to see that C' < {C, Csq} < Csq,00 < Cms, Where Co, and Cgq are incomparable.
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Table 1: Classification of previous works based on the corruption measure. Foster et al. (2020),
Takemura et al. (2021), and He et al. (2022) studied the more general linear contextual bandit setting
where the action set can be chosen by an adaptive adversary in every round. Foster et al. (2020) and
Takemura et al. (2021) reported their bounds in Csq,oc and Crs, respectively, though one can make
minor modifications to their analysis and show that their algorithms actually ensure the Csq bound.

Measure | Definition Work

Chms Tmaxy , |e(a)] Lattimore et al. (2020), Neu and Olkhovskaya (2020)
Csgoo | (TXF max, e(a)?)”? | Liuetal. (2024)

Csq (T Zthl et(at)z) 72 Foster et al. (2020), Takemura et al. (2021)

Coo ST max, |e;(a)] Li et al. (2019), Bogunovic et al. (2020)

C ST ler(ar)] Bogunovic et al. (2021, 2022), He et al. (2022)

Table 2: Regret bounds under corruption measure C' and C,. See Table 1 for their definitions.
He et al. (2022) studied the more general linear contextual bandits setting, though it also gives the
state-of-the-art C' bound for linear bandits.

Setting Co bound C bound
Stochastic LB dvT +. VdCo dv'T + dC
(Algorithm 1) (He et al., 2022)
Upper bound NG

. dvT ++vdCsx Vd3T + dC
Adversarial LB (Algorithm 2) (Algorithm 3)

dVT + VdCw dVT + dC

Lower bound (Lattimore et al., 2020) | (Bogunovic et al., 2021)

For stochastic linear bandits, considering the relations among different corruption measures, the
Pareto frontiers of the existing upper bounds are (5(d\/T + \/EC’sq) by Foster et al. (2020) and
Takemura et al. (2021), and (5(d\/T + dC) by He et al. (2022). The lower bound frontiers are
Q(dVT + v/dCps) by Lattimore et al. (2020) and Q(dv/T + dC') by Bogunovic et al. (2020). These
results imply an O(dv/T + dC.) upper bound and an Q(dv/T + v/dCo) lower bound, which still
have a gap. In this work, we close the gap by showing an 6(d\/T + \/gC’oo) upper bound.

For adversarial linear bandits, we are only aware of upper bound (5(d\/T + \/&qu,oo) by Liu
et al. (2024), and not aware of any upper bounds related to C,, or C. In this work, we show

O(dVT + V/dCo) and O(Vd?T + dC) upper bounds. The results are summarized in Table 2. As
in most previous work, we assume that C', and C (or their upper bounds) are known by the learner
when developing the algorithms. The case of unknown C,, or C' is discussed in Appendix C.

We emphasize thal before our work, for both stochastic and adversarial linear bandits, it was unknown
how to achieve O(dv'T + v/dC.,) regret. To see how Cy, is different from other notions such
as Cmg and Cgq, we observe that for stochastic linear bandits, while O(d\/f + ﬁCSq) can be
achieved via deterministic algorithms, it is not the case for O(dv/T + v/dCy,). The reason is that for

deterministic algorithms, the adversary can control C, to be the same as C, for which Q(d\/f +dC)
is unavoidable. We formalize this in Proposition 1, with the proof given in Appendix D. This

precludes the possibility of many previous algorithms to actually achieve the (5(d\/T +VdCy)
upper bound, e.g., Lattimore et al. (2020), Takemura et al. (2021), Bogunovic et al. (2020, 2021), He
et al. (2022).

Proposition 1. For stochastic linear bandits, there exists a deterministic algorithm achieving Reg, =
O(dVT + VdCsq), while any deterministic algorithm must suffer Regy = Q(dVT + dC.).
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Algorithm 1: Randomized Phased Elimination (for stochastic C,, and C' bounds)

Input: 7 = VdCy, or dC, action space A C R4, confidence level §.
Let A; = Aand L = dlog(|.A|T/9).
fork=1,2,...do
Compute a G-optimal design (defined in Section 2) py, over Ay, andlet G, = >, pr(a)aa’.
Define Z), = [(2*1 — 1)L + 1, (2¥ — 1)L] and my, = |Z| = 2*~1L.
for t € 7, do Draw a; ~ pj, and receive r; where E[ry] = a, 0* + €;(as).

Define reward vector estimator 0, = (m;Gy) ™' >, 7, @7t and active action set:

mg mpg

AkH:{aGAk: greliXbTé\k_aTé\kSS M—l—%}. (D)
k

4 Stochastic Linear Bandits

In this section, we introduce Algorithm 1, which achieves optimal regret for both C' and C..

Algorithm 1 is an elimination-based algorithm. At each epoch k, it samples actions from a fixed
distribution py, € A(.Ay), which is a G-optimal design over the active action set A, (Line 4). At the
end of epoch k, only actions that are within the error threshold will be kept in the active action set
of the next epoch (Eq. (1)). While previous works by Lattimore et al. (2020) and Bogunovic et al.
(2021) have used a similar elimination framework to obtain O(dv/T + v/dCis) and O(dv/T + dz C)
bounds, respectively, we note that their algorithms only specify the number of times the learner
should sample for each action in each epoch. This is different from our algorithm that requires the
learner to exactly use the distribution p; to sample actions in every round in epoch k. As argued in
Proposition 1, if their algorithms are instantiated as a deterministic algorithm, then the regret will be
at least Q(dv/T + dC..). Thus, this subtle difference is important.

Note that to achieve the tight C', (or C') bound, Z = VdCy (or Z = dC) has to be input to the
algorithm to decide the error threshold. The guarantee of Algorithm 1 is stated in Theorem 4.1.

Theorem 4.1. With input Z = \/dCy or Z = dC, Algorithm 1 ensures with probability at least
1 — 6 that Regy < O(dy/T log(T'/6) + ZlogT).

Algorithm 1 can also be shown to ensure that Reg, < O(+/dT log(|A|T/d)+ Z log T'), which could
be smaller than the bound given in Theorem 4.1 when |.A| is small.

5 Adversarial Linear Bandits

In this section, we consider corrupted adversarial linear bandits. Although adversarial linear bandits
have been widely studied, robustness under corruption is an under-explored topic: there is no prior
work obtaining regret bounds that linearly depends on either C», or C'.

5.1 C bound in Adversarial Linear Bandits

Our algorithm (Algorithm 2) is based on follow-the-regularized-leader (FTRL) with logdet regularizer.
Similar to previous works (Foster et al., 2020; Zimmert and Lattimore, 2022; Liu et al., 2024, 2023b)
that utilize logdet regularizer, the feasible set H is in R(+1)*(@+1) which is the space of the
covariance matrix for distributions over the lifted action space (Line 2—Line 3). At round ¢, the
algorithm obtains a covariance matrix H,; by solving the FTRL objective (Eq. (2)). The action
distribution p; is such that the induced covariance matrix is equal to H; (Eq. (3)). After sampling

a¢ ~ p; and obtaining the reward r;, the algorithm constructs reward vector estimator #; (Line 8) and
feeds it to FTRL. The reader may refer to Zimmert and Lattimore (2022) for more details.

In typical corruption-free adversarial linear bandits, the learner would construct an unbiased reward
vector estimator. However, in the presence of corruption, the learner can no longer construct an
unbiased estimator. To compensate the bias, we adopt the idea of “adding exploration bonus” inspired
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Algorithm 2: FTRL with log-determinant barrier regularizer (for adversarial C, bound)

C Cos _ . /log(T) -
1 Parameters: amax{m,ﬁ},n 7— and v = Naik
Let p € A(A) be a G-optimal design over A, and let Ay (A) = {p:p= (1 —7)p' +7p, P € A(A)}.

~

w

Define feasible set H = {6(;/(])) ‘pE AW(A)}. (Cov(p) is defined in Section 2)

4 Define G(H) = —logdet(H) and By = 0.
sfort=1,2,...do
6 Solve the fixed-point problem Eq. (2)-Eq. (5).
B Lsi-iy,
H, = argmax {n (H,A;_,) — G(H)} where A;_ :[ abi 2 44s=175|(2)
¢ = argma {n(H, A1) — G(H)} 1= |15l gr 5
pt € Ay (A) be such that H; = éo\v(pt), 3)
_ T
Se=) _ pilaaal, )
B; = BONUS(B;_1, %4). (Defined in Figure 1a) 5)
7 Sample a; ~ p;. Observe reward r; with E[r;] = a/ 0; + €;(ay).
8 | Construct reward estimator </9\t =3 1atrt.

Function B’ = BoNUS(B, X): — =
if B < X! then return B’ = ¥~ L. — 3t
else

Perform eigen-decomposition: — B

By B =Y Ao/

70
where {v; }%_, are unit eigenvectors.

return B’ = B2 (Z?Zl max{\;, 1}1;,;1;;) Bz,

(b) Mlustration for By = BONUS(B;—1, 34).
A psd matrix with eigenvalues (X\;)%_; is rep-
(a) The bonus function resented as an ellipsoid with radius (/ /\i)le.

Figure 1: The bonus function and its illustration

by previous work on high-probability adversarial linear bandits (Lee et al., 2020; Zimmert and
Lattimore, 2022). In the regret analysis, the exploration bonus creates a negative term that cancels the
bias of the loss estimator. The bonus is represented by the B; in Eq. (5).

To decide the form of B;, we first analyze the bias. With the standard construction of the reward
estimator, the bias on the benchmark action u can be calculated as (with €, := max, |e;(a)|)

|uT (Et[Et_latrt] — Gt)| = ‘uTEt[Et_latet(at)H < et\/uTZt_lEt[atatT]Zt_lu = et||u||2;1, 6)

where ; is the feature covariance matrix induced by p; (defined in Eq. (4)). Below, we compare
different bonus designs in previous and our work.

Bonus design in previous work. In Zimmert and Lattimore (2022), which is also based on logdet-

FTRL but where the goal is only to get a high-probability bound, the bonus introduces an additional
regret the form —oz||u|\22,1 +ad, pia) Ha||22,1. This can be used to cancel off the bias in Eq. (6):
t t

T T T T &
Zt:1 et”qut—l - azt:1 HU||2E;1 + aZt:I ZaeApt(a)HaHzZ;l < thl % +adTl’, (7)

where we use AM-GM. Unfortunately, with the optimal «, this only leads to an additive regret

ATy, € = \/EC’SQ,OC > 1/dC, which does not meet our goal.
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Bonus design in our work. To obtain the tighter \/3000 =d Zt €; bound, our idea is to construct
a positive-definite matrix B; such that B; = 2;1 for all 7 € [t], and add bonus B, — B;_1 at round ¢.
This way, the total negative regret on u becomes —c||ul|%, and the cancellation becomes

Z
ZEtHUHz—l _a”uHBT +a22pt ”a”Bt Biog ( L t Z (X¢, By — Bi—1),

t=1 t=1acA
(3)

where we use By = X, ! for all + and AM-GM. With this, it suffices to find B; satisfying our
condition By = %! for 7 < ¢, and bound the overhead ZtT,l (3¢, By — Bi—1) by O(d).

It turns out that there exists a way to 1nduct1ve1y construct B so that B; = X~ for all 7 < t and
Zt 1 (8¢, By — Bi—1) S logdet(Br) = O(d). This is by letting B, to be a minimal matrix such
that B, = B;_1 and B; > Et_l. By induction, this ensures B; > E;l for all 7 < ¢. The function
B; = BONUS(B;_1, X¢) is formally defined in Figure 1a. The geometric interpretation is finding the
minimal ellipsoid that contains both ellipsoids induced by B;_; and X, !, An illustration figure is
given in Figure 1b.

We adopt the fixed-point formulation in Zimmert and Lattimore (2022) (see their FTRL-FB) that
includes the bonus for round ¢ (i.e., By) in the FTRL objective when calculating the policy at round ¢
(Eq. (2)). Notice that By, in turn, depends on the policy at round ¢ (Eq. (5), where 3; depends on
pt), and thus this forms a fixed-point problem. In the regret analysis, this avoids the “stability term”
of the bonus to appear in the regret bound. While the fixed-point solution always exists, it may not
be computationally efficient to find. For completeness, in Algorithm 4 (Appendix F), we present a
version that does not require solving fixed point but has a suboptimal d+/log T'C, additive regret.
The guarantee of Algorithm 2 is stated in Theorem 5.1, with its proof deferred to Appendix F.

Theorem 5.1. Algorithm 2 ensures with probability of 1 — 6, Reg, = (5(d\/T +VdC.,), where
O(+) hides log(T'/6) factors.

5.2 (C bound in Adversarial Linear Bandits

To see how to obtain a C bound, we perform the bias analysis again. Similar but slightly different
from Eq. (6), with the standard loss estimator, the bias on action u’s reward is bounded by

”U/T (Et[zt_laﬁ“t] — Gt)| = |’U,T]Et[2t_lat€t(at)]| S ||UHE:1E75 [Hatﬂz;l\et(at)\ . (9)

Unlike in Eq. (6), we do not relax |e;(a¢)| to ¢ = max, |e:(a)| because we want the final bound
to depend on C' = ), |e;(a;)|. The idea to ensure that the sum of Eq. (9) over ¢ can be related to
C'is to make ||a; ”2 1 bounded by a constant poly(d), which allows us to further bound Eq. (9) by

poly(d )”“”2 = (at)| Such a property holds in standard linear bandit algorithms that operate in the
continuous action space where a; is a point in the convex hull of .4, and utilize a more concentrated

action sampling scheme. Algorithms that are of this type include SCRiBLe (Abernethy et al., 2008)
and continuous exponential weights (CEW) (Ito et al., 2020).

For SCRiBLe and CEW, the work by Lee et al. (2020) and Zimmert and Lattimore (2022) developed
techniques that incorporate bonus terms to get high probability regret bounds. The bonus terms
introduced by Zimmert and Lattimore (2022) is similar to that discussed in Eq. (7), which only
allows us to get a Csq bound. The bonus terms introduced by Lee et al. (2020) allows us to obtain
a C bound, but the overhead introduced by the bonus terms is much larger, resulting in a highly
sub-optimal regret bound. Indeed, as shown in Appendix J, adopting their bonus construction results
in an additional regret of d 3. With several attempts, we are only able to obtain the tight corruption
dependency dC' using the bonus in Section 5.1. To use that bonus, however, it is necessary to lift
the problem to (d + 1)?-dimensional space. Unfortunately, existing SCRiBLe and CEW algorithms
only operate in the original d-dimensional space, and as discussed above, we need them to ensure

HatHzt—l < poly(d).

In order to combine these two useful ideas (i.e., our bonus design in Section 5.1, and the concentrated
sampling scheme by SCRiBLe or CEW), we end up with the algorithm that runs CEW over the lifted
action space (Algorithm 3). In order to simplify the exposition, we assume without loss of generality
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Algorithm 3: Continuous exponential weights (for adversarial C' bound)
1 Parameters: v = 1/T, a = vVdT + C, § = 41log(10dT), n = +/d/T.
2 fort=1,2,...,7Tdo
3 Solve the fixed-point problem Eq. (10)-Eq. (13).

exp (n(h, (As—1)))

- where A, { =
fh’e¢(y) exp (n<h,a¢(At_1)>)dh’ t—1

qi(h)

5 | Letq € A(H)and p, € A(A) be the distributions of H € H and a € A, respectively,
generated by the following (Z is a d x (d + 1) matrix):

1 0 --- 0 O
o1 --- 0 O
he~qg, H=¢ Yh), a=|. . . . .|Heq:=ZHesy. (1)
00 10
p(a)1{[lallg-+ < Vdp}
pi(a) = Zs , where ©; = Eop,[aa']. (12)
fa/eAPt(a/)l{Ha/”Et—l < \/aﬂ}da’
By = BONUS(B;_1,%), where X, = I +E,p,[aa’]. (13)
6 Sample a; ~ p;, and observe reward 7; with E[r;] = a/ 0; + €;(ay).
7 Construct reward estimator §; = ¥, Layr,.

that A = conv(A). The lifted action space is H = {Cov(p) : p € A(A)} C RE+Dx(@+]) The
price of the lifting is that the “regularization penalty term” in the regret analysis now grows from
O(d/n) to O(d?/n), which gives us the v/d3T sub-optimal regret.

Note that CEW requires the assumption that the feasible set is a convex body with non-zero volume,
but the effective dimension of # is strictly smaller than (d+1)? and thus have zero volume in R+,

To correctly write the algorithm, we introduce an invertible linear transformation ¢ : R@+D* _, Rm
that maps an (d + 1)2-dimensional action set H to an m-dimensional one, where m is the effective
dimension of H. In Appendix I, we formally define this ¢. The algorithm uses ¢ to map all lifted
actions and reward estimators from R(Z+1)x(d+1) 1o R™

The exponential weights runs over the space of ¢(H) (see Eq. (10)). A point h € ¢(H) sampled
from the exponential weights can be linearly mapped to an action a € A according to Eq. (11). We
use ¢; to denote the exponential weight distribution in ¢(#H ), and use p; to denote the corresponding
distribution in A. Instead of sampling a, from p;, we sample it through rejection sampling that rejects

samples with [la;(|s,-1 > O(+/d) (Eq. (12)). This technique was developed by Ito et al. (2020), and

this guarantees ||a; H2:1 < O(v/d)—which is our goal as discussed in Eq. (9)—while keeping the
clipped distribution p; close enough to the original distribution p;. This last property heavily relies
on the log-concavity of the exponential weight distribution (Ito et al., 2020). The definition of the
bonus term is similar to that in Algorithm 2 (Eq. (13)). The construction of the reward estimator
(Line 7) and the way of lifting (Eq. (10)) are also similar to those in Algorithm 2. Again, we adopt
the fixed-point formulation where the calculation of the policy at time ¢ involves the bonus at time ¢,
which, in turn, depends on the policy at time ¢. It is unlikely that this algorithm can be polynomial
time. As a remedy, we provide a polynomial time algorithm (Algorithm 6) in Appendix J with a
much worse regret bound of O(d®/T + d*/>C). The regret guarantee of Algorithm 3 is given in the
following theorem.

Theorem 5.2. Algorithm 3 ensures with probability at least 1 — 6, Reg;, = (5(\/ d3T + dC’), where

O(+) hides polylog(T /) factors.
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6 Gap-Dependent Misspecification

Intimately related to corrupted settings are misspecified settings, settings where our model class is
unable to capture the true environment we are working with. For example, we might consider a
stochastic linear bandit problem where the underlying reward function f(-) is nearly linear, i.e., there
exists some 6 and €™(-) such that |f(a) — a' 6| < €™(a) for each a. Indeed, in such settings,
playing on our true (nearly linear) environment is equivalent to playing on the environment with
reward mean a ' 6 and with corruption €™ (a) at each step. Thus, if we can solve corruption settings,
it stands to reason that we can solve misspecified settings.

Here we are particularly interested in obtaining bounds on misspecified decision-making that scale
precisely with action-dependent misspecification, ¢™(a). While it is relatively straightforward
to obtain bounds on learning in misspecified settings for a uniform level of misspecification € >
max,e 4 €™ (a), obtaining bounds on learning with action-dependent misspecification have proved
more elusive. To formalize this, we consider, in particular, the following gap-dependent notion of
misspecification defined in Liu et al. (2023a).

Assumption 1 (Gap-Dependent Misspecification (Liu et al., 2023a)). There exists some 0 € R? such
that some p > 0, denoting A(a) = max, f(a') — f(a), we have for any a € A,

[f(a) = a0l < p-Aa).

We let M* denote the original environment with reward function f(a) (with Reg%’l* the corresponding
regret), and M the environment with linear reward, a." 0, (with Reg’TM O the corresponding regret).

Assumption 1 allows the reward to be misspecified, but the misspecification level for an action scales
with how suboptimal that action is. This could correspond to real-world settings where, for example,
significant attention has been given to modeling near-optimal behavior, such that it is accurately
represented within our model class, but much less attention has been given to modeling suboptimal
behavior. We assume access to a generic corruption-robust algorithm.

Assumption 2. We have access to a regret minimization algorithm which takes as input some C' and
with probability at least 1 — § has regret bounded on My as

Reg," < C1(8, T)VT + Ca(3,T)C’

ifC'>C = Zthl €8 (ay), and by T otherwise, for C as defined above and for (problem-dependent)
constants C1(8,T), Co (8, T) which may scale at most logarithmically with T and .

Assumption 2 is essentially the guarantee of a corruption-robust algorithm in terms of strong corrup-
tion measure (defined in Section 3). Note, in particular, that Assumption 2 only needs to obtain a
sub-linear regret guarantee in the known-corruption setting, and can have linear regret in the setting
where the corruption level is unknown. We then have the following result.

Theorem 6.1. Assume our environment satisfies Assumption 1 and that we have access to a corruption-
robust algorithm satisfying Assumption 2. Then as long as p < min{%7 %CQ(%, T)~1}, with proba-
bility at least 1 — 2§ we can achieve regret bounded as:

Regy!" < 6C1 (S, T)VT + 44/2T log(1/6) + 4.

Theorem 6.1 states that, assuming our environment exhibits gap-dependent misspecification with
tolerance p < min{3, 2C2(%,T) '}, then we can achieve regret on the true environment bounded as
the leading-order term of our corruption-robust oracle, C; (%, T) \/T , with additional overhead of only
O(V/T). This reduction is almost entirely black-box: it requires knowledge of C; (6, T') and Co(6, T'),
but does not require knowledge of p or any other facts about the corruption-robust algorithm.
Remark 1 (Anytime Algorithm). The oracle of Assumption 5 must be anytime, achieving the above
regret guarantee for any I' not given as an input. Though many existing corruption-robust algorithms
take T as input, the standard doubling trick can convert them into an anytime algorithm.

6.1 Optimal Misspecification Rate for Linear Bandits

We are particularly interested in how stringent a condition on the misspecification level—how
small a value of p—Theorem 6.1 requires. As we have shown, Theorem 4.1 obtains the optimal
misspecification level of dC'. We then have the following corollary.
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Corollary 6.1.1. Assume our environment is a misspecified linear bandit satisfying Assumption 1

with p < O(@). Then instantiating Assumption 2 with the algorithm of Theorem 4.1, we can

achieve regret bounded with probability 1 — § as Regi!” < O(d+/T1og(T/4)).

While the regret bound of Corollary 6.1.1 achieves a scaling of (5(d\/f ), which is tight for linear
bandits (Lattimore and Szepesvdri, 2020), it is unclear its requirement on p of p < O(é) is optimal.
The result below shows that it is not optimal because p < O(%) suffices for O(dv/T) regret.

Theorem 6.2. Assume our environment is a misspecified linear bandit satisfying Assumption I with
p < (’)(%). Then there exists an algorithm that achieves, w.p. 1 — 6: Reg)!” < O(d+/Tlog(T/9)).

Theorem 6.2 relies on a specialized algorithm for the gap-dependent misspecification setting, and
improves on the best-known bound for gap-dependent misspecification in linear bandits, which
requires p < @(é) (Liu et al., 2023a). Moreover, for p > CT% for some logarithmic term crp,
adapting the lower-bound instance from Lattimore et al. (2020), we show that achieving sub-linear
regret is not possible (Theorem K.2). These results jointly show that p ~ %1 is the best p we can

hope for. This disproves the conjecture of Liu et al. (2023a) that p = ©(1) is possible.

Note that the reduction in Theorem 6.1 is not able to achieve a tight p—while reducing from gap-
dependent misspecification to corruption allows for black-box usage of existing algorithms, it requires
more stringent conditions on the misspecification level than specialized algorithms for this setting.

6.2 Gap-Dependent Misspecification in Reinforcement Learning

Theorem 6.1 is a corollary of a more general result, Theorem L.1, which applies to misspecified rein-
forcement learning, where we there assume a generalized notion of gap-dependent misspecification:
for each policy 7, EM™™ [Zthl eMis(sp,, ap)] < p- (Vg — V), for VI the expected reward of policy
7, and e‘,?is(s, a) a measure of the misspecification at step h, state s, and action a. To illustrate this
general reduction, we consider the following setting, a generalization of linear MDPs (Jin et al., 2020).
Assumption 3 (Gap-Dependent Misspecified Linear MDPs). Let ¢(s,a) : S x A — R? denote
some feature map and py, - S — R some measure which satisfy ||¢(s,a)|lz < 1,Vs,a, and

[ f, ldpn(s)]ll2 < \Vd. Assume that the transitions Py (- | s, a) on our true environment satisfy:
1Pn(- | 5,a) = (@(s,a), ba () vy < € (5,a)

for some €5(s,a) > 0 and | P — Q| Tv the total variation distance between P and Q). Furthermore,

assume that for any policy m, we have E™ [Zthl s (s, ap)] < p- (Vg — V).

We then have the following result.

Corollary 6.2.1. Assume our environment satisfies Assumption 3 with p < 6(d%) Then there exists
an algorithm that achieves regret bounded with probability 1 — § as Reg)!” < O(v/d3H?T).

To the best of our knowledge, Corollary 6.2.1 is the first result showing that it is possible to efficiently
learn in linear MDPs with gap-dependent misspecification. Note that under Assumption 3, our MDP
could be far from a linear MDP—we simply assume that if we play a “good” policy, it appears as
approximately linear. This result is almost immediate by instantiating our reduction with a known
corruption-robust algorithm for linear MDPs (Ye et al., 2023).

7 Open Problems

It remains open how to achieve dv/T + dC regret in corrupted adversarial linear bandits. The tight
C~ bound for corrupted linear contextual bandits, where the action set can be chosen by an adaptive
adversary in every round, also remains open. The best known upper and lower bounds for this setting

are O(dV/T + dCs,) by He et al. (2022) and Q(dv/T + v/dCs, ) by Lattimore and Szepesvari (2020).

With the AA viewpoint in Section 3, our work first shows the separation between the achievable
regret under weak adversary and strong adversary in corrupted linear bandits. An interesting future
direction is to investigate similar separation in general decision making (Foster et al., 2021).
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A Related Work

Model Misspecification Theoretical works on bandits or RL often assume that the underlying
world is well-specified by a particular model. Algorithms that are purely built on this assumption
are vulnerable to potential misspecifications. Therefore, some works, besides proposing the main
results, also discuss the case where the model is misspecified, such as Jiang et al. (2017); Jin et al.
(2020); Zanette et al. (2020); Wang et al. (2020); Li and Yang (2024). These discussions, however,
usually assume that the amount of misspecification has a uniform upper bound for all actions / states /
policies, and the performance degradation is proportional to this uniform upper bound.

For settings like stochastic linear bandits and stochastic linear contextual bandits, it was also found
that some widely used algorithm such as LinUCB cannot achieve the tightest guarantee under
misspecification (Du et al., 2019). Therefore, a line of work developed better algorithms that have
optimal robustness against misspecification, such as Lattimore et al. (2020); Foster et al. (2020);
Takemura et al. (2021).

While most work focus on the stochastic setting, Neu and Olkhovskaya (2020) took a first step in
studying misspecification in linear contextual bandits with stochastic contexts and adversarial rewards.
They established near-optimal regret dependencies on the amount of misspecification.

Gap-dependent Misspecification Gap-dependent misspecification is a setting where the amount
of misspecification for an action is bounded by a constant times that action’s sub-optimality gap. To
our knowledge, this setting is first studied by Liu et al. (2023a) for linear bandits. Another related
work is Zhang et al. (2023), which assumes that the misspecification is bounded by a constant times
the minimal sub-optimality gap among all actions. Although this assumption is more restrictive, they
handle the more general linear contextual bandit setting, and derive instance-dependent logarithmic
regret bounds.

Corruption-robust Bandits The guarantees on model misspecification is rather pessimistic in the
sense that if the misspecification is time-varying, and large misspecification only appears in a few
rounds, then the existing guarantees for misspeicifcation still scale with the largest misspeicification.
To refine such guarantee, previous works have consider different notions of time-varying corruption,
and established more fine-grained regret guarantees. These include Csq o0, Csq; Coo, and C' discussed
in Section 3. Among them, Csq, and C, are usually studied under the “weak adversary” framework
where the adversary decides the corruption before seeing the action chosen by the learner. On
the other hand, Csq and C' are usually studied under the “‘strong adversary” framework where the
adversary decides the corruption after seeing the action chosen the learner. In Section 3, we provide a
unified view for them so that they can both be regarded as weak adversarial setting but with different
corruption measure.

The algorithms of Foster et al. (2020) and Takemura et al. (2021) achieved the optimal bound with
respect to Csq for stochastic linear contextual bandits (i.e., dVT + \/aqu), and He et al. (2022)
showed the optimal bound with respect to C' (i.e., dVT + dC). However, it is still unclear whether
the tight dependency on Cl is v/dCos or dCo. In this paper, we answer it for the context-free linear

bandit setting, showing that dv/T + /dC, is achievable. However, the question remains open for
linear contextual bandits.

For the adversarial setting, Liu et al. (2024) showed VT + \/&qu,oo bound for linear contextual

bandits with stochastic contexts and adversarial rewards, which can be improved to dVT + \/&C’SW>o
when specialized to adversarial linear bandits. To our knowledge, no C», or C bound has been shown
for adversarial linear bandits, and our work make the first attempts on them.

We remark that for A-armed adversarial bandits, it is easy to see that v/ AT + C, bound is achievable
simply by running standard adversarial multi-armed bandit algorithm that handles adaptive adversary
(e.g., EXP3.P by Auer et al. (2002)). The work of Hajiesmaili et al. (2020) is the only one that we

know to obtain C' bound for adversarial bandits. They showed a vV AT + AC bound for A-armed
bandits, which is tight.

Best-of-both-worlds Bounds The study of the best-of-both-world problem was initiated by Bubeck
and Slivkins (2012) and extended by Seldin and Slivkins (2014); Auer and Chiang (2016); Seldin
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and Lugosi (2017); Wei and Luo (2018); Zimmert and Seldin (2019); Zimmert et al. (2019); Ito
(2021); Ito and Takemura (2023, 2024); Dann et al. (2023); Kong et al. (2023). The goal of this line
of work is to have a single algorithm that achieves a O(+/T') regret when the reward is adversarial
and O(log T') when the reward is stochastic, without knowing the type of reward in advance. These
results should be viewed as refinements of the standard adversarial setting but not the corruption
setting considered in our work, though they also used the term “corruption” in their work.

For example, Lee et al. (2021); Ito and Takemura (2024, 2023, 2024); Dann et al. (2023); Kong
et al. (2023) studied the best-of-both-world linear bandits problem. The underlying world could be
stochastic (#; = 6* for all t) or adversarial (6;’s are arbitrary). Their algorithm achieves a bound of
O(d*log(T)/A) in the former case, where A is the reward gap between the best and the second-best
arm, and O(dv/T) in the latter phase. They also define the corruption C' = 3", max, |a" (6; — 6*)|
and show that their algorithm achieves a regret of O(d? log(T)/A + /d? log(T)C’/A). Compared
to our setting, their corruption is in a more limited form, but their target regret bound in the stochastic

setting is tighter than ours.

B Equivalence Between AA and CM Viewpoints for Strong Corruption

We show that strong corruption in both definitions is equivalent, that is, for any adversary having
strong corruption C' = ), |¢;| from AA viewpoint, there exists an adversary using the equal amount
of strong corruption ), |€;(a¢)| from CM viewpoint, where |e;| = |e;(a;)| for all ¢, and vice versa.

Assume that €(H;_1, a;) is the function used by an AA strong adversary to decide the corruption at
time t, where H;_; is the history up to time ¢t — 1 and a; is the chosen action at time ¢. Then we
define €}(a) = €(H;_1,a), Va for the CM viewpoint, thus |e;| = |e(H;_1,a:)| = |€}(a;)|. Note that
the function €}(-) only depends on the history up to time ¢ — 1, so the definition of € is known to
adversary before observing a;. The other direction of this equivalence is achieved by setting the
corruption in AA viewpoint as e; = €}(a;). Note that since a; is known to a strong adversary in AA
viewpoint, €; is also known.

C The Case of Unknown C or C

In the corrupted stochastic setting, Wei et al. (2022) developed a black-box reduction that can turn
any algorithm achieving 51T + (2 + 33C4 regret with the knowledge of Co, into an algorithm
achieving log(T') x (B1VT + B2 + B3C) regret without knowledge of C,. This reduction can be
directly applied to our stochastic C, bound result (Theorem 4.1), which allows us to achieve almost
the same regret bound without knowledge of C,. The idea of Wei et al. (2022) has been extended to
the adversarial setting by Jin et al. (2024) (see their Section 4). Similarly, for the adversarial setting,
one can turn any algorithm achieving 3;v/T + (2 + 83C. regret with known C, into one achieving
log(T) x (B1VT + B2 + B3C) regret without knowing Co.. This can be directly applied to our
adversarial C', result (Theorem 5.1).

The case of unknown C' is quite different. It has been proven by Bogunovic et al. (2021) that it
is impossible to achieve a bound that has linear scaling in C' (e.g., 81vV/T + B2 + B5C) for all C
simultaneously if C' is not known by the learner. This is also mentioned in He et al. (2022) again.
Hence, almost all previous work studying C bound assumes knowledge on C'. If C is unknown,
simply setting C' = /T as an upper bound of C' yields a bound of O(v/T + C?)—if C < /T indeed
holds, then C' is a correct upper bound, so the regret can be bounded by O(VT + C) = O(VT); if
C > /T, then simply bound the regret by T < O(C?).

D Proof of Proposition 1

First, we argue that there exists a deterministic algorithm achieving O (dVT + \/3qu) upper bound.
The algorithm of Takemura et al. (2021) is such an algorithm, although they only showed an upper

bound of O(dVT + v/dCrs). To argue the stronger O(dv/T + VdCsq) bound, we only need to
slightly modify their analysis: In their proof of Lemma 2 (in their Page 6), the original proof bound

https://doi.org/10.52202/079017-0765 24292



the per-step regret due to the misspecification as the following (the calculation below uses their
original notation):

Z ET(i‘r>x‘r(i7)TVt:11,sxt(i) <€\/|\Ilt,s

TEW, o

S (i) TV (@)
TEW, o

< e/1W0 e () TV, ()

< €4/ |\I}t’5 c—2s

< O(eVd). (by their Lemma 1)

We can tighten their analysis by doing the following:

N erlin)an (i) TVEE ()] < S (2 (i) TV (@) |,

TEV, o TEV,: o TEW s

A
L)
K
—~
~
3
N
[

IN
™
3
—
.
3
~—

(1) TV, 2] e (4)

IA
(@)
S
—~
.
3
~—
QI
N
@

~ d
<O e (i-)% ] . by their Lemma 1
< T Y elin) (by )

eV

Since the regret for every step in ¥, 5 can be bounded by this value, when summing the regret over
Wr41,s, ONE can get a regret of order

6\ﬁwmm|§: r(ir)?

TEWT 1,5

Further summing this over s (there are logarithmically many different s) and using that [T] =
U ¥r41,s and using Cauchy-Schwarz, we get a \/dT Zthl e(it)? = \/aqu bound.

To argue that any deterministic algorithm must suffer at least Q(dv/T 4 dC..) regret, we only need

to use the lower bound instance of Q(dv/T + dC). At the beginning of round ¢, the adversary
simply change the corruptions €;(a) to be zero for all a # a; (the adversary knows what a; since the

algorithm is deterministic). This makes C' = Cl, and thus the lower bound Q(dv/T + dC..) holds.

E Proof of Theorem 4.1
Lemma E.1. With probability at least 1 — 20, for all k and for all b € Ay,

dlog(|A|T/6) N min{/dC", dC}y

mg mg

(b, 01 — 67)| < 4

Proof. Let E[] be the expectation conditioned on the history up to round ¢ — 1. We fix k and b and
consider

X, = bT(mka)_latn
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for t € Tj. Notice that Y, . X; = b7, and
Z E; [X¢] = Z bT (miGr) 'E, [at(atTQ* + et(at))]

teLy teELy
=b' 0" +b" (mpGr)~ Z E; [ater(az)]
teTy,
Also, by the definition of Gy, we have | X;| = |bT (mxGy)~ atrt’ < o ||b||G ||at||G;1 < mi

Thus, by Freedman’s inequality, with probability at least 1 — TAIT A|T’ the f0110w1ng holds:

(0,8 —07)| = | > X = DB IX| + o
teT

mka E Et atEt at

teTy, teLy
A A|T
< (1) 3 e s () o -t
teT, teLy
e terms

We bound term; by

term; = \/10g(.,4|T/6) Z E; [bT(mka)—latatT(mka)—lb]

teTy,

\/log |A|IT/6)— ZbTG p < W,

m
k teTy k

and terms by

termy, = Z Z pi(a b Gk a
t€L, a€Ay
<= Z Y mil@ala)? | Y prla) (b7G; a)’
tEIk a€Ay a€Ay
/
< — Z maxet \f d< \[C
tEIk Mk
or
1
termg < — Z ]Et [et(at) {bTGlzlatH
Mk teZy,

IA

A|T _
mik Z €t at |b Gk ag |+ \ll g <|6|> Z ]Et |:€t(at)2 |bTGk 1at|2:|

teLy teLy

+ ’Et(at)bTGlzlaJ log (|A|T)

5 (Freedman’s inequality)

mg

d 1 |AIT |AIT
p Z e(ag) + mk\l log (6) Z E, [bTG} 'ara) Gy 0] + — — log < 3

Tk tely

ke

e, 1J
—4+ — |lo
my mi

g(“‘}'T) dobTG, 1b+—1 ('“‘gT)
(

IA

IN

teTy,

dC  [dog(|AIT/s)  d (|A|T>
— +y————+ —log | —— | .
mg my mp 1)
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Thus, for any b € Ay, with probability at least 1 —

‘<b,§k—9*> <2

6
[A[T>

dlog(AIT/3) | 2d
mp

1 ,
log(|A|T'/6) + — min {\/&C ,dC}

m,
dl T/ 1
< 4y HoUAIT/O) | 1 {\/&0/, dc} . (my, > dlog(|A]/5))
my mi
Taking a union bound over k and b € A, finishes the proof. O

Lemma E.2. Let a* = argmax, ¢ 4 a ' 0*. Then with probability at least 1 — 26, a* € Ay, for all k.

Proof. Suppose that the high-probability event in Lemma E.1 holds. For any k, if a* € Ay, then for
any b € Ay,

bTé\k — a*Té\k S bTQ* — a*TH* + ‘b—r(é\k — 9*) + a*T (é\k — 9*)

dlog(|.A|T/8) N min{v/dC’,dC}

mg mg

<0+2|4

By the definition of A1 in Eq. (1), we have a* € Ay 1. The lemma is then proven by an induction
argument. O

Proof of Theorem 4.1. We first calculate the regret in epoch k£ > 1 assuming that the event in
Lemma E.2 holds.

Z (max al 6% — a, 0*)
acA

tely,

< E maxa' Op_1 — afo)k_l + 2my, max
acA ’ a€Ay
teZy,

()

<mg-0O ( dlog(|A|T/d) n min{\/gC’7dC’}>

mg—1 Me—1

=0 (\/dmk log(|A|T/6) + min{\/dC", dC}) .

Summing this over k and using that m, = dlog(|.A|T/4§), we get

T

Z (maxa 0 —a, 9*) <O (\/dTlog |A|T/6) + dlog(|A|T/6) + min{\/dC", dC} 1ogT>
t=1

acA

Notice that without loss of generality we can assume dlog(|.A|T/0) < T (otherwise the right-hand
side is vacuous). Using this fact gives the desired bound.

O

From Exercise 27.6 in Lattimore and Szepesvari (2020), the e-covering number of A is bounded by
(& )d LetC(A €) be the e-net of A, we then have |C(A, %2)| < T. Thus, when |A| > T, we can

use C(A, 8¢ ) as A; in Algorithm 1 to conduct phase ehmmatlon In that case, following above proof,
we have

5 (L, 07—t o) < fario (e (4. 5)| 115) + vty
— a€C(A,L

<0 (d\/T log(T/8) + min{/dC",dC} log T) :

i-
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From the definition of covering number, there exists a a’ € C(A, 5¢) such that

6d
maxa'0* — (a¥)T0* < —.
acA
We have
T T T
T pg* T pg* T px *\ T pgx *\ T pg* T px
maxa 0" — max a 67| < maxa 0° —(a7) 0" ) + a;y) 0 — max a 0
z:: <a€A a€C(A,52) ) tz:; (aGA ( C) > ; <( ) a€C(A,52) >
< 6d.
Thus,

Z (meaj(a —a, 9*) <O (d\/Tlog T/6) + min{VdC",dC} logT)

F Proof of Theorem 5.1

In this section, we use the following notation:
~ 0 1g, aBy —aB;_; 0
= 2 D = .
Yt |: % ’e\tr 0 :l ) t |: 0 0
Algorithm 2 is equivalent to the FTRL update:

t—1 t
H, = argmax{ ( H,> F,+ ZDS _GH) . (14)
s=1 s=1 n

HcH

Algorithm 4 is equivalent to

HeH n

t—1
Ht:argmax{Z<Hﬁs+Ds>_G(H)}_ (15)
s=1

By the standard analysis for FTRL algorithms (e.g., Theorem 2 in Zimmert and Lattimore (2022)),
the regret bounds of Eq. (14) and Eq. (15) are given by the following lemmas, respectively.

Lemma F.1. The update rule Eq. (14) (Algorithm 2) ensures for any U € H,

M'ﬂ

(U—-H:7qy)
t=1
G(U) — mingey GH) & = ~\ Dg(H Hy)
< ~S W-H.D)+ max{<H—Htm>—}.
N t=1 =1 HEM N
Lemma F.2. The update rule Eq. (15) (Algorithm 4) ensures for any U € H,
T
Z (U—-H:,73¢)
t=1
G(U) — mingey GH) d D¢ (H, H,)
< Hen > (U -H.Dy)+ max{(H—Htﬁt—i—Dt>—M}.
g t=1 = M N

We consider an arbitrary comparator p, € A(A) with uy, = E,,, [a]. Define p = (1 — v)p, + vp.
We have p € A, (A), and define u = E,~,[a] and U = Cov(p). The regret with respect to p, can be
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decomposed as the following: With probability at least 1 — 6,

RegT (p*) (1 6)

I
[M]=

<U* — g, 9t>

~
Il
-

I
[M]=

(u—a¢,0t) + 29T

w
Il
-

M=

(u—mx,0;) +0O ( Tlog(l/é)) + 27T (Azuma’s inequality)

o
Il
_

I
W

(u=a1,0, - EfB]) + XT:@%Et 0] 9t>+i U~ Hi,70) +0 (Tlog(1/8) +1T) .
t=1 t=1

t=1
Bias Deviation FTRL
(17)
By Lemma F.1, the FTRL term can further be bounded by
. T T
GWU) - G(H ~ Dq(H,H
FTRLS ( ) MIMyecH ( ) —Z<U_Ht,Dt>+ZmaX<H_Ht7’yt>_G(it)'
7’ t=1 =1 HEH n
Penalty Bonus Stability
(18)
In the following five lemmas, we bound the five terms Bias, Deviation, Penalty, Bonus, and Stability.
Lemma F.3.
Bias < C, max Hu||2;1 +VdCOy
Proof.

Ei [(u— 24, — 27 "arer(ar))] < Eq {\/(u —2) T8 aal (a2 (u— 2p)

< \/(u — )T Ey [ara) €(ar)] 7 (u — )

<elu— ft”zt—l

< et flzellgr + e flullg-

< Vde; + € Hu||2;1 . (St = 2z
Thus,

T
Bias = Z <U — Tt, 975 ]Et [Et aiQy Gt +Et
t=1

T
Z 6 =27 arer(ar))

t=1

=0
< Coo marx [Julls-1 + VidCs

O
Lemma F.4. With probability of at least 1 — §, we have
12v/dlog(T'/d 12dlog(T'/d
Deviation < max |u|y-1 | 121/T1og(T/6) + M +124/dT1og(T/6) + 12d1og(1/9)
e V7 V7
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Proof. Notice that
‘(u — §t>‘ < ’(u — xt)TEt_lat|

<lu - xtHzt—l ”at”zt—l

Vd

< .
V7 .

By the strengthened Freedman'’s inequality (Lemma M.3), with probability at least 1 — 4,

T
Deviation = Z <u — x4, Et[é\t} - §t>

t=1

T o\ 2
<3 Z]Et [<u - xt,9t> } log(d*T*/8) + 2 - :/[iy max [l — sr:t||2;1 log(d*T* /)
=1

< max [ — 74+ (12 Tlog(T/3) + Mg(T/‘”)

val

o 0 ° J
< max|Jufl 5+ (12 Tlog(T/5) + Mﬂ) +124/dT log(T'/6) + mlgfiT/)'
O

Lemma F.5.

Proof. Define Hy = Eq.., . By the definition of the feasible set #, for any H € H,

S
Q@
I—l

H>~H,= d+1H oand H < (d H 0. Thus, Penalty can be upper bounded by

GU) — mingey G(H G(dT 0) —G((d+1)Hy) 1 det (d+1)Ho) | _ (d+1)log(T)
n n &\ det (“4i1H,) | n '

O
Lemma F.6.

Bonus < 3adlog(T) — amax ||uH§::1
Proof. Given Eqp,[aa’] = Eqmpy[a]Eanmpy[a] T = uuT, we have
Z {U,Dy) = (Eanp, [aaT],aBT> > <uuT,aBT> = aHuHQBT.
t=1
Recall that B; = 21_1 and for t > 2,

({ve; Y&, are unit eigenvectors)

™
L
S
|
_
N
NE
>
<
S
<
<
N——
o
| [N
=

1=1
1 d 1
By = B2, <Z Uti”;) B? 4, (2?21 vyvyy = 1)
1=1
) d
B, = B2, <Z max{\y, 1}%@“) BE |, (19)
=1
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which ensures B; = B;_; and By = ¥, L By induction, it leads to By = ¥, L for any t. This
implies

lull By > ma ful3 .
Thus, > ?:1 (U,D;) > amax, ||u||2271
t

Next, we upper bound Zle (H¢, Dy). First, notice that (H1,Dq) = oTr(X:B;) = Tr(I) = ad.
Fort > 2,

(H:,D;) = oTr (X (B: — Bt—1))

-1 J
= 5 <Z )\tlvtlvt’L) Bt 21Bt2 1 (Z max{)\n -1 O}Utlvm) Bt2 1

=1
(by Eq. (19))

-1

d d
= aTr (Z )\tivtiv;';> <Z max{\y; — 1, O}Utiv;lr)
i=1 i=1
d 1
=« max4q1l——,0
Yomec{ 50}

d
<a Z max{log A¢;, 0}.
i=1

We also have
log det () — log det (,-1)
det ( ) det (Z ! max{\u, l}vnvm) det (BE 1)
det (B7, ) det (o0, vio] ) det (B2, )
da(z ﬂmﬂ&uﬁ%wJ
det (Zl LUV )

= log

= log

d
= Z max{log A¢;, 0}.

i=1
Thus,
T
> (Hy,Dy) < ad + alogdet (Br) — alogdet (By) < ad + alogdet (Br).  (20)
t=1
Finally, we bound log det (Br). Since &, = Y pi(a)aa’ = v>°, p(a)aa’, by Theorem 3 of

Bubeck et al. (2012), we have ; = 21 and »t =< %I for all t. Thus, B; = ;' < %I. Below, we

use induction to show that B; < uI . Assume B;_1 < @I . Then,

B, =B2, (Zmax{)\n,l}v“vm> 2
d
=B, (Z()‘tz + 1)Utzvn> Bf 1

i=1

N

d t—1)d td
:Z{1+Bt,1571+( Jd, _td,
gl gl ¥
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By induction, we get By < L41 and log det (Br) < 2dlog(T) by setting v = % Overall, by
Eq. (20), we have

T
Z H,,D;) <3adlog(T).

Combining the upper bound for thl (H¢, D) and the lower bound for Zle (U, D;) finishes the
proof. O

Lemma FK.7. With probability at least 1 — ¢

log(1
Stability < O <d77T + 77doi(/5)> .

Proof. For any p, define u(p) = Eqpla] and

Cov(p) = Bumylla = n(p))(a = o) "], Cov(p) = Eumy |V FHPIHE) 0]

T T
For any H = {H +hh QL] ,given H; = {Cov(pt)_ﬁr Ty xt} , we have

hT T, 1
~ Dqg(H,H zy — h||Z .-
H-H.5) - 2EH) g gy e = Mleoipn (Lemma M.1)
2n 2n
2
= <h_mt7§t> - ||xt _h||COV(pt)71
2n
< nHé\t”%ov(p, (AM-GM)
= 777“t ay E Cov(pt)Zt a:
< 77Hat||2:1- (Irt] < 1and Cov(p:) < 3p)

By Freedman’s inequality, since E; [||at HQE_ 1} = d, and nla; HQE_ 1 < %d, with probability at least
1 — 4, we have

T
772 ||at||22t—1 <O (dnT-|- 77d10i(1/5)) .

t=1

Proof of Theorem 5.1. Using Lemma F.3-Lemma F.7 in Eq. (17) and Eq. (18), we get
Regy

<0 (dlog(T) +9dT + adlog(T) + /dT log(1/8) + dlog(;/a) L ndlos(/o) L ey WT)
n v Y

+ Coo> — amax ||u||§t,1

12v/dlog(T/6)
ﬁ

<0 <d10g(T) + ndT + ozdlog(T) + dTlog(T/5) +
n

+ mtax||u||2:1 (12 Tlog(T/6) +

dlog(T/d) n ndlog(1/9)
val gl

9 2
+(C;°) n Tlog(iT/&) n dlogvi[T/é) +VdC, + 7T) _ (AM-GM)

Therefore, the choice v = %, a= max{dcl‘”(T), \/T} and 7 = 4/ log(T) gives
og

Regy < O (d\/f log(T/8) + Coc\/d log(T)) .
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Algorithm 4: FTRL with log-determinant barrier regularizer

Parameters: ¢ = max {\/%, \/T}, n= min{7V11600g((:)7 A /%}, and v = %.
Let p € A(A) be John’s exploration over A, and let A, (A) = {p p=0=p +7p, P € A(.A)}.

Define feasible set H = {C/(;/(p) ‘pE AW(A)}.
Define G(H) = —logdet(H) and By = 0.

fort=1,2,...do
Compute
By, i3M7lg
H; = argmax{n(H,0,_1) — G(H wheree_Z{ ar 2 =18
¢ = argma {n(H,6¢-1) — G(H)} 1= |1s~igr 5
pr € Ay (A) be such that H; = C/Io\v(pt),
= Z pe(a)aa
acA
B; = BONUS(B;_1,%;). (defined in Figure 1a)
Sample a; ~ p;. Observe reward r; with E[ry] = a 0; + €;(ay).
Construct reward estimator ; = X, 1atrt.
end

G Computationally Efficient Algorithm for Adversarial C',, Bound

Most proof is the same as Appendix F. Namely, we follow Eq. (17) in Appendix F together with a
different decomposition

T T
RegT p* <Z<u—xt,9f Ef 0t>+Z<U—It7]Et 91‘ —9t>+z U_Hf’$f>+0 (\/Tlog(l/é)—i-'yT)
t=1

t=1 t=1
Bias Deviation FTRL
21
By Lemma F.2, we can further bound FTRL by
T
Frry < GU) — minmex GUH +Z (U ~H,,-Dy)
{ t=1
Penalty Bonus
a Do(H,Hy)| D¢ (H, Hy)
+ max <H—Ht,ﬁt>—u + max <Ht—H,—Dt>—u )
“~ HeH 2n T HeH 2n
Stability-1 Stability-2
(22)

Among the terms above, Bias, Penalty, Deviation, Bonus, and Stability-1 follow the same bounds as
Lemma F.3, Lemma F.5, Lemma F.6, and Lemma F.7, respectively. It remains to bound Stability-2.

Lemma G.1. Ifn < then

16f ’
Stability-2 < 8na’d.

Proof. From the analysis of bias term and H; and D, are both positive semi-definite, we have

\/Tr (HtDthDt) = Oé\/TI‘ (Zt (Bt — Bt,1> Zt (Bt — Btfl)) < Oz\/&
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where the last inequality is due to X, Y~ B, — B;_1. Since n <
probability of at least 1 — J, we have

T f , by Lemma M.2, with

T
Stability-2 < 87 Z Tr (H.D.H,D,)
t=1
T
<8na’» Tr(% (Bi — Bi-1) Ly (B: — Bi_1))
t=1
< 8nad

where the last step follows the similar analysis in Lemma F.6. O

Proof of Theorem 5.1 (Option II). Using Lemma F.3-Lemma G.1 in Eq. (21) and Eq. (22), we get

log(T log(T log(1
Regy — O (dog() 0dT + dalog(T) + /dTlog(T/0) + L8T/0)  ndlog(1/o) |
n Nai v
Cy)?  Tlog(T/8) dlog*(T/s
PO, TeT)0) | 0PIy ey o)
« « Yo

: _ Coo s \/1og(T') log(T)} _ d
By choosing o = max{\/m,ﬁ} and n = mln{ 6o '\ T (° and v = N

could ensure n < 16\1/311. This gives the final regret O (d\/Tlog(T/é) + dCo+/Tog T). The

additional v/d factor comes from the additional condition for the Stability-2 term. O

H Proof of Theorem 5.2

Similar to before, we define

~

~ 0 1o B,—aB;_1 0
el 4] ey
2

and z; = Eqp, [a], Tt = Eq~p, [a]. We perform the regret decomposition as the following.
T

RCgT = Z <u — Ay, 0t>

t=1

I
Me

T T
(u—x, 04) +E (@ — T4, 0y) +E (T — az, O4)
t=1 t=1

~+~
I

1

(u—a4,0;) + O(vT + \/Tlog(1/0))

I
[M]=

~
Il
—

<U—$t79t E,[ 9t >+Z<U—$t7Et CA| —9t>+i<U—xt7§t>+O(7T+ \/m)

1 t=1 t=1

I
[M]=

~
Il

Bias Deviation FTRL
(23)
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The FTRL term can be further bounded as the following.

FTRL

I
[M]=

)

Epnq (U~ H 7))

~
Il
—

I
[vj»a

t=1
T
< ThoeT 1ZEM fexb (0 (H.A0) = 1 (.30 ~ 1]+ > gy, [(H ~ U, D)
= (by Theorem 1.2)
D Y 1 C3) R YA I R Ey (N o
T] a~p; |€XP a, Ut nia,uv at:1 a~p; |10 B,—B,_, at:1 UiBy -
Stability Bonus
24

In the following four lemmas, we bound the four terms Bias, Deviation, Bonus, Stability.
Lemma H.1.

Bias < (mtax ||y — u||§;1) (MT—F 2¢/Tlog(1/6) + \/&BC’) .

u — :Ct,(% E ]Et [atat ] 9,5 + 2 Et [atet(at)]>

t=1
~ T ~ ~
= 'yz <u — X, 2;19t> + Z <u —zy, 3, 'R, [atet(at)]> (S = I + Eifara )
t=1
T
<Y Nl = ullgr Mol + > ullgr e [fladlls s leo(an)l]
t=1 t=1

T
< (mtax llxy — u||§;1) (7\/5T+ ZEt [Hat”i;l |€t(at)|}>
t=1

(¢ = I and 16:]l2 < V/d)

T
< (mtax ||lx: — u||§;1) (\/@T + \/gBZ]Et [|€t(at>”>
T
< (mtax |z — u||§t_1> (MT +2+/Tlog(1/0) + \/gﬁz |et(at)|> :

(Azuma’s inequality)
O

Lemma H.2.
Deviation < O (mzax lu— 2| 5-1dBVT 1og(T/5)) .
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Proof. Notice that
’(U — Xy, §t>‘ < ’(U - xt)Tit_lat
< Ju — wells 2 arlls
< VdBllu — |5 1.

By the strengthened Freedman’s inequality (Lemma M.3), with probability at least 1 — 9,

T
Deviation = Z <u — xy, By [5,5] — @>

t=1

IN

T N2
o3, E, Ku _—— 9t> ] log(T/6) + 2V/df max |[u — 2, |+ log(T"/6)
t=1 '

IN

(@) (mtax |lw — 9Ct\|§t—1 dﬂ\/flog(T/é)) . (using the assumption d < T')

O
Lemma H.3.

Bonus < 3adlog(T) — amax Jull% ..
t

Proof. The proof the same as in the logdet case. See the proof of Lemma F.6.

Lemma H.4.

Stability < O(ndT log> T).

Proof.
sabty = 1 3., o (1(02)) < (0.0 -1

Since ¢; is a log-concave distribution, so are g; and p;, which further implies that n <a, §t> follows a
log-concave distribution. Furthermore,

2 . -
Eqnp, {772 <079t> } < Egnp, {UQQtTZt_laaTEt_lat} < 2772||at“%;1 < 2772dﬂ2 < 100°

where we use Lemma J.2 in the second-last inequality . By Lemma 6 of Ito et al. (2020), we have

T T T
1 ~ ~ o\ 2
=3 Euny, {exp (?7 <a,9t>) —n <a,9t> - 1} <7 Eany, [<a,9t> } <> . <2982l
n t=1 t=1 t=1 ¢
O

Proof of Theorem 5.2. Combining Eq. (23), Eq. (24), and Lemma H.1, Lemma H.2, Lemma H.3,
Lemma H.4, we see that the regret is bounded by

~ [ d?
@} <n +ndT + max u — zillg1 (VT +VdC) +dC + ad> —allul3,

~ [ d? d*T + dC?
<O ( +ndT + ad> 4 ETHdC” (AM-GM inequality)
n !
Choosing optimal « and 7 leads to O(Vd3T + dC). O
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I Dimension Reduction for Continuous Exponential Weights

First, the intrinsic dimension of X" can be defined as the following:

Definition 1. The intrinsic dimension of X is defined as
dim(X) = dim (span (X — X)),
where X — X & {x — 2’ : z,2' € X}.

A convex region X C R" can be translated and rotated so that it entirely lies in R™ where m =
dim(X’) and has non-zero volume in R™. We more precisely define this transformation below.

Definition 2. Let X C R"™ be a convex region with dim(X') = m. We define ¢ : R™ — R™ as the
following linear transformation:

¢(x) £ ZMz,

where M € R™ ™ is a rotation matrix (i.e., orthogonal matrix) such that for anyv € X — X, Mv
has non-zero elements only in the first m coordinates (this is always possible by the definition of
dim(X) in Definition 1), and

10 00 0
0 1 00 0
Z: . eRan
00 10 0

extracts the first m coordinates of a given n-dimensional vector.

Lemma L.1. Forany x € X and any 6 € R",

(z,0) = (o(x), 9(0)) + f(0,0),

where f(¢,0) € R is some quantity that only depends on ¢ and 0 but not .

Proof. Letx,z’ € X. By the definition of ¢, we have

(b(z) — d(a), 6(0)) = (ZM (2 — '), ZM8) .

By the choice of M in Definition 2, M (2 — «’) only has non-zero elements in the first m coordinates.
Furthermore, since Z extracts the first m coordinates, we have

(ZM(x —a'), ZMO) = > (M (x — a'))i(M0);

Thus,

(,0) — (¢(x), $(0)) = (2',0) — (d(2"), (),

meaning that the value of (x,0) — (¢(z), ¢(0)) is shared by all z € X. Defining this value as f (¢, 0)
finishes the proof. O

We consider the continuous exponential weight algorithm (Algorithm 5) running on ¢(X) C R™:
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Algorithm 5: Exponential Weights
1 Let ¥ C R, and let ¢p(X) £ {¢(x) : x € X}.

2 fort=1,2,...do
3 Define for y € ¢(X),
= : wy(y)
= 5 95 5 bS d =
y) = exp (772_; {y, 9(6:)) +n; {y, o )>> and p:(y) T i)Y

for some bonus term b;.
4 | Sample y; ~ p;, and play z; = ¢~ (y;), where ¢~ is the inverse mapping of ¢.
5 | Receive 0; € R".

In Algorithm 5, we require that the inverse mapping of ¢ exists. This is true because for any z, ' € X,
we have ||¢p(x) — ¢(2')|| = || ZM (z — 2')|| = | M (x — 2')|| = || — 2/||, and thus ¢ cannot map
z,x’ € X with z # 2’ to the same point.

Theorem L2. Let q; € A(X) be the distribution such that x ~ g is equivalent to first drawing
y ~ p; and then taking v = ¢~ (y). Algorithm 5 ensures for any x € X,

T

1
+ = )2 Z]Ewwt exp (1 (x,0¢)) —n (x,0;) —1].

mlogT

T T
Z<$,9t+bt Z]E:vrwqt x,0, 4+ b)) <
t=1

t=1

Proof. Note that Algorithm 5 is a standard continuous exponential weight algorithm over reward
vectors ¢(f;) and in the space of ¢(X) C R™. By the standard analysis (see, e.g., Ito et al. (2020);
Zimmert and Lattimore (2022)), we have for any sequence Aq, ..., Ay € R and any y € ¢(X),

T T
D (W, 6(00) + 6(00) = >y, [(y,6(61) + 6(01))]
t=1

t=1

mlogT 1 &
< o ZEM exp (1 (4, 6(01)) + M) — (0 (y, d(0,)) + Ar) —1] .

By Lemma I.1, the above implies

T
Z ), 0t + br) Z]Ezwpf (y), 0+ b)]
t=1

t=1

mlogT + 717 XT:]Eprt {eXp ( (67 (y),0) — nf(o,6:) + )\t) - (77 (67 (W), 00) —nf(9.00) + /\t> B 1} ’

which further implies that for any z € &,

T

T T
logT 1
Z (x,0; + by) ZEINW (z,0; + b)) < mlogT 1 2 ZEIN% exp (n {(x,0;)) — n{(x,6;) — 1]
t=1 t=1
by the definition of ¢; and by letting Ay = 7 f (¢, 6;). O

J Computationally Efficient Algorithm for Adversarial C' Bound

In this section, we present Algorithm 6, a polynomial-time algorithm that ensures (’3(d3 VT +d3C )
regret. The algorithm is based on the continuous exponential weight algorithm in the original feature
space (Ito et al., 2020; Zimmert and Lattimore, 2022), with the bonus construction similar to Lee
et al. (2020).
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J.1 Preliminaries for Entropic Barrier

Entropic barrier For any convex body A, the family of exponential distribution is
exp(wz)1{y € A}
Jaexp(wTy)dy

For any = € A, there is a unique w(z) such that E,, . [y] = 2. The entropic barrier F'(z) is the
negative entropy of py,(,). Namely

We have VF(z) = w(x) and V2F(z) = Eynpoa [(y—2)(y — z)"]. We know that F(z) is a
d-self-concordant barrier on A.

Pu(T) =

The equivalence of mean-oriented FTRL and continuous exponential weights Consider FTRL
with entropic barrier as the regularizer that solves x; for round ¢ € [T'] following

t
F(x)
Tyl = argmax< { x, 0s ) — —— .
t+1 zEA {< ; > Nt }

t
VF(xt_H) = ZGS
s=1

This is equivalent to

Given that Eprw(me) [y] = 2441 and VF(2441) = w(xie1), playing xy1 yields the same
expected reward as playing according to distribution py, (s, ,) where w(z¢ 1) = ny 22:1 5. Thus,
we have py(z,, ,)(2) o< exp (nt <a:, 22:1 05>> forz € A.

J.2  Auxiliary Lemmas
Lemma J.1 (Lemma 1 of Ito et al. (2020)). If = follows a log-concave distribution p over R% and
Eyplzz "] < I, we have
Pr [[|z]|3 > dB?] < dexp(1 — B).
for arbitrary 5 > 0.
Lemma J.2. With the choice of 8 > 41og(10dT), we have

[Earp: [f(@)] = Bangp[f(a)]] < 10dexp(=5) < oy
forany f : A — [—1,1] and
3

4
ZEGNP* [aaT] =< Eq¢np, [aaT] = gEcwpf, [aaT].

Proof. The proof follows that of Lemma 4 of Ito et al. (2020), with the observation that p; is a
log-concave distribution. O

Lemma J.3 (Lemma 14 of Zimmert and Lattimore (2022)). Let f be a v-self-concordant barrier for
A C RY. Then for any u,x € A,

Hu - xHVQf(z) < _71 <U -7, Vf(l‘» + 47/V + 2\/;

3
where ' = % + 6?/237 (' € [1,4] forv > 1).

Minkowsky Functions. The Minkowsky function of a convex boday .4 with the pole at w € int(.A)
is a function 7, : A — R defined as

ww(u):inf{t>0’w+u_tw€./4}. (25)
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Algorithm 6: Continuous exponential weights (for adversarial C' bound)

1 Let A C R9 be a convex body and F be its entropic barrier.
Parameters: v = W, a=0(dC +dVT),n = min{
3fort=1,2,...,Tdo

4 Define w;(a) = exp (77 Zi;ll (a, 55 — bs>) and

[

1 1
160Vd3T’ 32vda }

pe(a){llally-+ < VdB}

t\a) = wela wi(y)dy),  pela) = ’
pe(a) = wi(a)/( fyeqwely)dy), pela) Joreapila) H{[@ll+ < VaB}da

where 3y = Eqp, [aaT].
5 Play a; ~ py, and observe reward r; with E[r;] = ay D0+ ei(ay).
6 Construct reward estimator 6, = 3, La,ry, where Et vI + Eqnp, [aaT].

nl u
—zl 37 xSy
8 if Amax(Bt — > ,c7 Bs) > 0 then
9 T+ TU{t}.

by = —aVF(x;) where z; = E,~p, [a] and VF(z;) = n 3" 21 (0, — bs).
11 else b; = 0.

7 Define B, = I + [ , where z; = Eqp, [a].

10

Lemma J.4 (Proposition 2.3.2 in Nesterov and Nemirovskii (1994)). Let f be a v-self-concordant
barrier on A C R%, and u,w € int(A). Then

Fw) = f(w) < vlog (11) |

— T ()

J.3 Regret Analysis

We perform regret decomposition. For regret comparator u* € A, define 2* = min,ec 4 F(z) and
u = (1 — #)u* + x*. With probability at least 1 — 4,

[M]=

Reg, = (u* — ag, ;)

~
Il
—

I
[M]=

<’LL— at,6‘t +

T
g (u* — ™, 0;)
t=1

<u—@ﬁ9+0( Tbgu®)+2

w
I
L
Nl =

I
[M]=

~
Il
_

(define Z; = Ey~p, [a] and by Azuma’s inequality)

I
[M]=

(u=1,00) + 3 (e~ 71,00) + O (/T Tog(1/9))

~
Il
-

<u—xt,6‘t E¢| Ht >+i<u—xt,Et A —9t>+i<u—xt,§t+bt>

1 t=1 t=1

I
[M]=

t

Bias Deviation FTRL
T
—Z(u—xt,bt> +’yT+(’)( Tlog(l/é)) . (26)
t=1
Bonus
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By standard FTRL analysis, we have

T
F - i x F -~ 1
FrRL < T " mineaF@) o max{<x—a:t,0t +b) - Dp(x,xt)} e
n — wed n
Penalty

Stability

The individual terms Bias, Deviation, Bonus, Penalty, Stability terms are bounded in Lemma J.6,
Lemma J.7, Lemma J.9, Lemma J.10, Lemma J.12.

Lemma J.5. Foranyt € [T, if a ~ py, then with probability of at least 1 — §,

3d
lalls-+ < Vdlog (5) .

1 1 1
Proof. Define y = %, 2a. Then Ey [yy'] = ¥, *Eqnp,[aa’]S, > = I. Since p; is a log-
concave distribution, and log-concavity is preserved under liner transformation, y is also log-concave.
Applying Lemma J.1 on it leads to

Pr [lall% . > a5 =Pr[llyl3 = d8%] < dexp(1 - B) < 3dexp(~B).
Setting § = 3d exp(—[3), we conclude that with probability at least 1 —J, H(JL||22,1 < dlog (%)2. O
Lemma J.6. With probability at least 1 — O(9),

Bias < (mtax ||x: — u||§t_1) (ﬁT +2+/Tlog(1/0) + \/850) .

Proof. The proof is the same as that of Lemma H.1. O

Lemma J.7.
Deviation < O (mtax |lu — mt\\it_ldﬁﬁlog(T/é)) .

Proof. The proof is the same as that of Lemma H.2. O
Lemma J.8.
4T
7| < dlog, () :
Y
Proof. Our proof is similar to Lemma B.12 in Lee et al. (2020). Let {¢,- - ,t,+1} be the rounds

such that b; # 0. Define A; = 22:1 By,. Forany i > 1, since Apax (B, — Ai—1) > 0, there exists
1
a vector y € R4! such that y "B,y > y' A;_1y. Thus, y A,y > 2yTA;_1y. Let z = A? |y,
_1 _1 _1 _1
we have 2" A; 2 A;A; %z > 2||z||3. This implies Amax (AiflAiAifl) > 2. Moreover, we have

_1 1
Amin (AiflAiAifl) > 1 because

=
D=

Ai_—%lAiAi_ = A'_—%l (Ai1+By)A 2 = 1.

—1 7

_ 1 _
Thus, % = det (AiflAiAFJ > 2. By induction, we have det (A, 11) > 2™ det (A;). We

Nl

now give a upper bound for %. Definea = [ﬂ . By AM-GM inequality, we have

d
n+1 n+1

_ _ 1 _
det (Au1A7") = det ;Bthhl < | 5T ;Bthhl
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Notice that for any ¢, B, = I and Tr(B,) = Tr(I) + Tr(S; 1) + ||:17f||2 o < (djl). Thus, we can
upper bound the last expression further by

,Tr nf:lBt d<<2(d+2)7(n+1)>d<<4T)d

v

Overall, we have 2" < dEt( (”)1) < (4T/~)4, and thus n < dlog, (4T /7).

Lemma J.9.

@ 2
Bonus < — g max lu = ztllg2 +O (ad®logT) .
Proof. Let p = max; ||u — 2¢|s—1 and t* = argmax; ||u — ;||5-1, We discuss two conditions:
t t
« Ift* €Z,thenp® <Y 7 |lu— xtH%;l

o Ift* ¢ 7, then By« < Erez B, letu 2 h] This implies

2 2
S = lullp,. <> lullp, =D lu—arl3 .,

TEL TEL

02 = |lu — x4

where we use the definitions of B; and u in the second and the last equality.

Thus, max; ||u — xt||§t_1 <D ez llu—zrllg-r.

T
E: Ty — U, m
—Z

T€l
=a) (v, —u,~VF(z,))
TeT
Qa\f 7
<O - lvere,) + dadz) + 22V
TET
(Lemma J.3 and F is d-self-concordant barrier)
= 2y Z Ju — 27 [lg=1 + O(ad® log T) (V2F(z,) = £7' = 15-1 and Lemma J.8)
TeT
< - 23/ max ||u — ;r,5||E 1 + O(ad?logT).
O
Lemma J.10.
log(T
Penalty < dL().
Proof. Since z* = minge 4 F(z) and m,+ (u) < 1 — 7+ from Eq. (25). We have from Lemma J.4
F(u) — F(x* log(T
Penalty — =W~ F'(@") _ dlog(T)
n
O
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Lemma J.11 (Lemma 17 in Zimmert and Lattimore (2022)). Let F' be the entropic barrier and
HIU||V2F(xt)—1 < ﬁ, then

1 2
o {0 = anw) = LDr(o0) b < e

Lemma J.12. With probability at least 1 — 6,
Stability < O (n8°dT + na*d*log T) .
Proof. Since F' is a d-self-concordant barrier (Chewi, 2023), we have
16l w2 F ()1 = A VE (@) w2 < aVd.
By Lemma J.2, we have &; ! < (Eqnp,[aa]) — 25!, and thus
Hé\tHQV?F(m,,)*l == a3, < 20) 57 ay < 2d5%
Thus, ||§t + bellv2p(z)-1 < BV2d + aVd. If n < m, by Lemma J.11, we have

T
Stability < 21 ) [0, + be[[32 5 (s,

t=1

T
< 4772 ||9tH2v2F(xt)—1 + 4772 ”bTHQVzF(xT)*l
t=1 TEL

<O (nﬁQdT + na’d|Z])
<O (nﬁQdT +natd®log T)

O

Theorem J.13. Algorithm 6 ensures with probability at least 1 — 6, Reg, = (5(d‘5ﬁ +d3 C),
where O(-) hides polylog(T/§) factors.

Proof. Putting Lemma J.6, Lemma J.7, Lemma J.9, Lemma J.10, Lemma J.12 into Eq. (26) and

Eq. (27), with n < m and v = £, we have with probability at least 1 — O(6),

Reg < max |lw — xt||§t—1 (6(dﬁ+ Vdc) - %) +0 <ad2 + % +natd? +ndT + \/T> .
By setting § = O(dVT + /dC), we have
Reg < O (d?’\/f +d20 + % +nd*T + nd302) .

: _ 1
Setting n = 160dﬁ+32a\/8’weget

Reg < O (d3ﬁ+ d%c) .

K Gap-dependent Misspecification

We consider the same setting as Liu et al. (2023a), but remove an assumption for it. Consider bandit
learning with general reward function fy where for any action x; € X C R? at round ¢, the learner
getreward y; = fo(x¢) + 7¢ Where 78 are zero mean, o-sub-Gaussian noise. We assume there exists
a linear function 6 "z that could approximate fo(z) in the following manner.
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Definition 3. o7 (@)
T — Jol\T
7= folw) | =7

sup
zeX

where f§ = max fo(x)and 0 < p < 1.
rEe

The algorithm in Liu et al. (2023a) only gets O (\/T ) regret when p < \/7 and we improve it to

p < ﬁ by using elimination-based methods in Algorithm 7. For any design 7 on action set A, define

Glr) = Y nlajaaT  glm) = ma
acA

Algorithm 7: Phased Elimination for Misspecification

1 Input: Action set .4; = A. Initialize m; = [64d loglog dlog (IA‘ )W + 16.

5
2 for{=1,2,--- ,Ldo
Find the approximate G-optimal design 7y on A, with g(7) < 2d and
|Supp(m)| < 4dloglogd + 16
4 Compute u¢(a) = [myme(a)] and up = -, 4, we(a)
5 Take each action a € Ay exactly u(a) times with reward y(a).
6 Calculate

=G;! Z u(a)ay(a) where Gy = Z u(a)aa’

a€Ay a€Ay

Update active action set

n ~ 4d \.A|
= : — <y — =1 _
A {a € Ay irel%fwb@ (O¢,a) < o~ log ( 5 ) + 26}

Mey1 < 4my

Define Gap(z) = f§ — fo(x) as the suboptimal gap at point z. Definition 3 implies the true value
function fo(x) = 6"z + A(x) where |A(z)| < p(f§ — fo(z)) = pGap(z). We further assume that
|A(x)| < pGap(z) which captures both standard uniform misspecification and the gap-dependent
misspecification. With this assumption, our main result is summarized in Theorem K.1.

Theorem K.1. For action a, assume y(a) = fo(a) + 1, where 1, is zero-mean sub-gaussian noise
and fo(a) = 0" a + A(a) with |A(a)| < pGap(a). If p < ﬁ, with probability of at least 1 — 0,
we have

Regi!" <O (\/dTlog |A|/6)

Proof. First, with probability of at least 1 — 4, for any ¢ and b € Ay, we have

.00 0)| = TG ; )~ b0
acA,
=b'G;? Z u(a)aa n, +b' G, Z u(a)alA(a)
a€Ay a€Ay

< —log (|A|) + bTG[1
my 1)

where in the last step, we use standard concentration by Equation (20.2) of Lattimore and Szepesvari
(2020) and the apply union bound for all actions.

Z u(a)aA(a)

ac€Ay
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For the last term, we have

b Gt Z u(a)a

a€Ay

< max A(c) - (Z u(a)) bTG, ! Z u(a)aaT,; b
cEA, acA, acA,
(Cauchy-Schwarz)

2du
= A(c) - b2, < Ale) - < A d.
s Ale) - bl < e ) T8 < e () -2V
Thus, for any b € Ay,

’b@gfﬁ 1/ |A| +2\[HéaXA 1/—10g % +2\fpmaxGap()

When ¢ = 1, since my = [256d log log d log (%)1 +16, we have % log ('%‘) < 2%1 Moreover,

by trivial bound, max,e 4, Gap(a) < 2 and a* € A;.

We will jointly do two inductions. Assume for round ¢, we have a* e Ay and max,e 4, Gap(a) <
2@ 5. We first show a* € Ay, ;. Thus, for any b € Ay, given p < since my = 4" 1mq, we

64\/’
have
) | Al 11 1 1
’<b,9z—9>‘§ < 5 +2\[pmaxGap( )—25712*44'2“3:2”2

From the induction hypothesis, let @y = arg maxye 4, (6, bywe have

97&4 — 97'—(1* < 9Tag —0Ta* + 9764 — eTag +0Ta* — é;ra*

Sthﬂ §2£1+2
" N 1
< fo(az) - fo(a*) +|A(a£)| + W
N———
<0
. 1
< pGap(ar) + 577 < o
For ¢ + 1, the remaining actions a € A, 1 satisfy
~ A 11
B0,b) — (0 < —1 —
gelggj( 0, b) — (O, a) < o og( 5 +24 < s T o

This implies a* € Ay 1. Moreover, since a* € Ay, for a € Ay, 1, we have
Gap(a) = f§ — fola) = 0Ta* —0Ta+ |A(a)]
< 07'—(1* - é;ra + pGap(a) + (6 — gg)Ta* + (ég -0 "a
<0, a* —6] a+ pGap(a) + (0 — ;) Ta* + (0, — 0) T a
<

by a* — 0] Gy + 6] dp — 6] a+pGap(a) + PYasy
<0 given a* €Ay SzeirB"'g%
Given p < 64\[ < 64, this implies
1 1 1 1 63,1 1 1 1
Gap(a) < 1_ p(? T ot T 2@+3) = 674(? Tomn T 2e+3) S ol—1

The above arguments show that as ¢ increases, maxqe_4, Gap(a) will shrink by % at every step. Since

for a € Ay, Gap(a) < 22%1 -0 ( %bg (|5A|>>
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Finally, given L = log(T'), we have

Reg =" 3 wnlaGap(a) < 3 mey | 2 1og (1) < o(variostamn)

O
When | A| > T?, we can apply similar covering number arguments as in Appendix E, replacing .A;
with a %—net of A. Combined with Theorem K.1, this yields the result in Theorem 6.2.

Using the hard instance for e-misspecified linear bandits setting in Lattimore et al. (2020), we now

show that p = Q(%) for an algorithm to achieve sub-linear regret, proving the above algorithm is
optimal in terms of p assumption.

Theorem K.2. If p > Sl(zigf(?l’n then there exists an instance that Ry = Q(pT).

Proof. Using Theorem E.5 in Lattimore et al. (2020), there exist a discrete time-invariant action space
{a; € R?}3T] that satisfies these two conditions:

L flas) =1 Vi

2. {ai,a) < |/ 3EBT) ;£

and let 60* = Sk‘f;leai* for some ¢*, and let misspecification at each round for all non-optimal
\/ 81og(3T)

arms be e to make the true expected reward zero. Defining 7 := max(¢|is # i* Vs < t), we have

E[Rr] > / ﬁ(éT)E]E [7]. Since the observed rewards are independent of a;- before time 7, and ¢*

is chosen randomly, we have E[r] > min{T, 2£-1}. So,

d—1
E(Rr] > €T | —=—==
e e
: e 8log(3T . : 8log(3T _
Finally. we have p > ——f—— = 281 50 choosing € = min(y/ 4T [odot )
completes the proof showing linear regret when p is large enough. O

L. General Reduction from Corruption-Robust Algorithms to
Misspecification

In this section, we extend the results of Section 6 to the reinforcement learning setting. We consider
episodic MDPs, denoted by a tuple M = (S, A, {P,}L |, {rn}}L,, s1) for S the set of states, A
the set of actions, P, : S x A — /Ag the transition kernel, 75, : S x A — A[OJ] the reward, and
s1 the starting state. We assume each episode starts in state s;, where the agent takes action aq,
transitions to so ~ Py (- | s1,a1) and receives reward 71 ~ r1(s1, a1). This proceeds for H steps at

which point the episode terminates and the process resets. We assume that Zthl ry, € [0, 1] almost
surely (note that the linear bandit setting with rewards in [-1,1] can be incorporated into this with a
simple rescaling).

We let 7 denote a policy, 7, : S — Ags, a mapping from states to actions. We denote the value of

a policy  on MDP M as V"™ .= ]EM*’T[Zthl rp]. We assume access to some function class
F C {S x A — R}. In the MDP setting, we define regret on MDP M as:

T
Regp! := T - sup V"™ — Z v
i t=1

In the MDP setting, we consider the following notion of misspecification.
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Definition 4 (Misspecification). For our environment of interest M*, there exists some environment
My such that, for each fr+1 € F, 7, and (s, a, h), we have:

EM ™ [y + frg1(Snat, ani1) | sn = s,an = al

mis(

—EMOT [, 4 frga(Sha1s anse) | s = s,an = a]| < (s, a)

and

3fn € F s.t. fr(s,a) = EMo[r), + IIlaa/)th+1(Sh+1, a') | sp=s,an = aj
for some €5(s,a) > 0.

We make the following assumption on gap-dependent misspecification.
Assumption 4 (Gap-Dependent Misspecification). For any policy 7, we have
H

BV [Z ez‘i%sh,ah)] <p-Alm)

h=1
for some p > [0,1).
We are interested in relating the above misspecification setting to the corruption-robust setting. In the

MDP setting, we allow both the reward and transitions to be corrupted. For some MDP M, define
the corruption at episode ¢ and step h as:

et,n(shyap,) = sup (T"g = T 9) (s}, a})|
ge{SxA—[0,H]}
where

Thg(s,a) := EM[r), + H}le}xg(shﬂ, a') | sp=s,an=al

denotes the Bellman operator, and 7, denotes the corrupted Bellman operator, i.e. 7;" denotes the
expected reward and next state under the corrupted reward and transition distribution. We denote the
total corruption level as

H
C = Z Z et,h(s}z, al).
h=1

t=1
Note that this definition of corruption encompasses both bandits and RL with function approximation.
Now assume we have access to the following oracle.
Assumption 5. We have access to a regret minimization algorithm which takes as input F and some
C" and with probability at least 1 — § has regret bounded on M as
Reg)"* < C (8, T)VT + Ca(6,T)C’ (28)

if C' > C, and by HT otherwise, for C as defined above and for (problem-dependent) constants
C1(6,T),C2(6,T) which may scale at most logarithmically with T and §.
Before stating our main reduction from corruption-robust to gap-dependent misspecification, we
require the following assumption.
Assumption 6. For any w, we have that there exists some f € F such that for all (s,a,h),

Mo,

W 0 (s,a) = fu(s,a).
We then have the following result.

Theorem L.1. Assume our environment satisfies Assumption 4. Then under Assumption 5 and

3
Assumption 6, as long as %TP’T) < 1/2, with probability at least 1 — 2§ we can achieve regret
bounded as:
. 3 2
Regh" < ——— (4. DIVT + 7— - <H«/2T10g(1/6) + H) .
—p —p
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Proof of Theorem L.1. First, note that by Assumption 4, we can bound

Z EM T

where we abbreviate Reg, := Regjji/‘*. Furthermore, note that under Assumption 4 interacting with
M* is equivalent to interacting with M but where the rewards and transitions are corrupted up to
level €"(s, a) at (s, a, h).

H

T
> e (sn, an) ] <> p-A(m) < p-Regyp

h=1 t=1

Relating Regret on M, to M*. Define the regret on M, as

H T H
Regé\fi“ =T -supEMo™ [Z rh] — ZEMO’”* lz rh] .
4 h=1 t=1 h=1

Under Assumption 4, we have that EM™™ [E he1 €55 (sp, ah)} = 0. Lemma L.2 then implies that

H H
(o] e [350)
h=1 h=1

and so
H H
: lz rhl < sup EMo™ lz Th] .
h=1 i h=1
Furthermore, Lemma L.2 also implies
H H
]EMOJH [Z | — EM 3Tt [Z T
h=1

h=1
Putting these together we can bound

T H
Reg; < Regy" + ZEM*’”‘ lz S (sp,, ap)
t=1 h=1

H

< ]EM*"’T’: lz IIllb Sh7ah ‘| .

h=1

< Regy"® + p- Regy,

where the last inequality holds by Assumption 4. Rearranging this gives

1 M
R < - R 0
egT_l—p €egr

Bounding the Regret. Consider running the algorithm of Assumption 5 on M* and assume we
run with parameter C" < [ which we will choose shortly. From the above observation, this is
equivalent to running on M, with corruption level €l(s, a) at (s, a, k). Then by Assumption 5,
with probability at least 1 — § we have regret on M bounded as

Regy* < C1(6, T)VT + Co(6,T)f3

if 8> Zt 1 A ey EMS(st al), and by HT otherwise. Furthermore, by the above argument this
then immediately implies a regret bound on Reg-.

Let & ; denote the event that {3 > >0, _, i o emis(st al')}. Let & denote the event that for all
t < T, we have

1 TH
Reg, < T, (Cl(%aT)\/%-FQ(%,T)ﬁ) + =, I{€7 .},
and note that by the above and under Assumption 5 we then have that £ occurs with probability
at least 1 — §. For simplicity, for the remainder of the proof we abbreviate C; := Cl(%, T) and
CQ = Cg(%, T)

https://doi.org/10.52202/079017-0765 24316



Note that e, (s}, al ) € [0, H] by construction. It follows that, with probability at least 1 — §, via
Azuma-Hoeffding,

T H T
mis/ .t t Tt
E E €h (3h>ah)§§ E™
t=1

t=1 h=1

+ H+/2T1og1/§ < p-Regp + H+/2T log1/é.

H
> e (shiah)
h=1

Denote this event as Es.

Now consider choosing

-1
8= (1 - 1”52[)) : (1_”p -C1\/T+H\/2Tlog1/6+H>

so that

=L (Clx/T+Cgﬁ) + H\/2Tlog1/§ + H.

1—p .
On &5 N £3, assume that
B < p-Regr + H+/2Tlog1/s. (29)

Let t* denote the minimum time such that
t*—1

"
ZpA(Wt)+H\/2Tlog1/6>ﬁ and ZpA(m)—i—H\/2Tlog1/5§B,
t=1 t=1

and note that such a time is guaranteed to exist under (29) and since § > H+/2T log1/6 + H
by construction so pA(my) + Hv/2T log1/6d < H + H+/2Tlog1/§ < (. Furthermore, since
A(m) < H, we have here that Zzz_ll pA(m) > 8 — pH — Hy/2T log 1/5. We then have

t*—1

Reg,. ;= Y A(m)

t=1

> ngfE 2T log1/6
p

p
= S (C1ﬁ+C25>

1—p.

1
2 ﬂ (Cl\/t*71+62ﬂ).

However, since by assumption Zi;_ll pA(m) + Hy/2Tlog1/§ < B, on &3 &1,4-—1 holds so on
&> N E3 we have that

1
Regt*_l < ﬂ . (Cl\/t* -1 +626) .

This contradicts the above. Therefore, on £; N £3 we must have that 3 > p - Regy + H+/2T log1/4,
so &1, holds on &3, and so on & N &,

Regy < ﬁ (eT+es).

From our setting of 8 we can bound this as
1 1 Cy \ !
< OVT+—— 0y (12 (L .eVT+H\2Tlog1/6 + H) .
1—p 1—p 1—p 1—0p
The result follows from some simplification.

Lemma L.2. For MDPs M*, M satisfying Definition 4, under Assumption 6 we have

H
v — v < MO lz e?“(sh,am] :
h=1
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Proof. Let r’ denote the reward function on My, and note that under Assumption 6 we have that
there exists f € F such that V,{MO’”(S) = fu(s,mp(s)) for all 7, s, h. Then Lemma E.15 of Dann
et al. (2017) gives that

H
VT VT = M {Drz — )
h=1

H
+ Y T EMOT VMO (540 [ sn) — EMOTVMOT (s50) | s |
h=1

By Definition 4, we can bound this as

H
S EM**"T lz 6r}f1is(8h7a,h)‘| )
h=1
O

Proof of Corollary 6.2.1. First, note that under Assumption 3, we have that Assumption 4 holds for
F the set of functions linear in ¢, F = {¢(s,a)'w : w € Rés.t. ¢(s,a)"w € [0, H],Vs,a},
and €M5(s, a) of Assumption 4 set to HelMS(s, a) for €M5(s, a) of Assumption 3. To see this, let
M be the MDP with transitions (¢ (s, a), up,(+)), and note that this the immediately implies linear
realizability on M (and furthermore that Assumption 6 holds). Furthermore, since the total reward

is at most H, it is easy to see that under Assumption 3, we can take €l"'*(s, a) «— HelS(s, a).

Next, note that Theorem 4.2 of Ye et al. (2023) gives an algorithm on M satisfying Assumption 5
with C; = O(vV H?d3) and C; = O(Hd) (assuming that Zthl rp, € [0, 1] almost surely). We can
then apply Theorem L.1 to obtain the result.

O

M Auxiliary Lemmas

X+2z" 2
=T

Lemma M.1 (Lemma 16 of Zimmert and Lattimore (2022)). Let X = [ 1

Y+yy' y
[ yT 1 . Then

} andY =

Da(X,Y) =Da(X,Y)+ ||lz —yll3— > [z — yl5-.

Lemma M.2 (Lemma 34 of Liu et al. (2023b)). Let G be the log-determinant barrier. For any
matrix D, if \/Tr(H,DH D) < %n’ then

max (H — H,, D) — 2eULHo)
Ui

< 8nTr(H,DH,D).
HcH _771‘(t t)

Lemma M.3 (Strengthened Freedman’s inequality (Theorem 9 of Zimmert and Lattimore (2022))).

Let X1, Xo, ..., X7 be a martingale difference sequence with a filtration 71 C Fs C - - such that
E[X¢|F:] = 0 and E[| X¢| | F] < oo almost surely. Then with probability at least 1 — 4,

T e
ZXt < 3\/VT log <2maX{U(;T’ VT}) + 2Ur log <2maX{U(;T’ VT}) ;
t=1

where Vp = S°/_ E[X? | ] and Ur = max{1, max,cpr | X¢|}.
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NeurlIPS Paper Checklist

The checklist is designed to encourage best practices for responsible machine learning research,
addressing issues of reproducibility, transparency, research ethics, and societal impact. Do not remove
the checklist: The papers not including the checklist will be desk rejected. The checklist should
follow the references and follow the (optional) supplemental material. The checklist does NOT count
towards the page limit.

Please read the checklist guidelines carefully for information on how to answer these questions. For
each question in the checklist:

* You should answer [Yes] , ,or [NA].

* [NA] means either that the question is Not Applicable for that particular paper or the
relevant information is Not Available.

* Please provide a short (1-2 sentence) justification right after your answer (even for NA).

The checklist answers are an integral part of your paper submission. They are visible to the
reviewers, area chairs, senior area chairs, and ethics reviewers. You will be asked to also include it
(after eventual revisions) with the final version of your paper, and its final version will be published
with the paper.

The reviewers of your paper will be asked to use the checklist as one of the factors in their evaluation.
While "[Yes] " is generally preferable to " ", itis perfectly acceptable to answer " " provided a
proper justification is given (e.g., "error bars are not reported because it would be too computationally
expensive" or "we were unable to find the license for the dataset we used"). In general, answering
" "or "[NA] " is not grounds for rejection. While the questions are phrased in a binary way, we
acknowledge that the true answer is often more nuanced, so please just use your best judgment and
write a justification to elaborate. All supporting evidence can appear either in the main paper or the
supplemental material, provided in appendix. If you answer [Yes] to a question, in the justification
please point to the section(s) where related material for the question can be found.

IMPORTANT, please:

* Delete this instruction block, but keep the section heading ‘“NeurIPS paper checklist',
* Keep the checklist subsection headings, questions/answers and guidelines below.

* Do not modify the questions and only use the provided macros for your answers.

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes] .

Justification: The main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope. The claims are validated by detailed proofs.

Guidelines:
e The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes] .
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Justification: The paper discuss the limitations of the work when introducing the algorithms.
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes] .
Justification: The paper provides detailed assumptions and proofs.
Guidelines:

» The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

¢ Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [NA] .
Justification: This is a theoretical paper.
Guidelines:

* The answer NA means that the paper does not include experiments.
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* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [NA]
Justification: This paper does not include experiments.
Guidelines:

» The answer NA means that paper does not include experiments requiring code.

¢ Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).
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* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [NA] .
Justification: This paper does not include experiments.
Guidelines:

» The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [NA] .
Justification: This paper does not include experiments.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

« It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

o If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [NA] .
Justification: This paper does not include experiments.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.
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* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes] .

Justification: The research conducted in the paper conforms, in every respect, with the
NeurIPS Code of Ethics.

Guidelines:

* The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]
Justification: This is a theoretical work. There is no societal impact of the work performed.
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA] .
Justification: The paper poses no such risks.

Guidelines:
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» The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

* Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [NA] .
Justification: This paper does not use existing assets.
Guidelines:

* The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
13. New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA] .
Justification: This paper does not release new assets.
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA] .
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Justification: This paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)

approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA] .
Justification: This paper does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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