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Abstract

Class-agnostic object detection (OD) can be a cornerstone or a bottleneck for many
downstream vision tasks. Despite considerable advancements in bottom-up and
multi-object discovery methods that leverage basic visual cues to identify salient
objects, consistently achieving a high recall rate remains difficult due to the diversity
of object types and their contextual complexity. In this work, we investigate using
vision-language models (VLMs) to enhance object detection via a self-supervised
prompt learning strategy. Our initial findings indicate that manually crafted text
queries often result in undetected objects, primarily because detection confidence
diminishes when the query words exhibit semantic overlap. To address this, we
propose a Dispersing Prompt Expansion (DiPEx) approach. DiPEx progressively
learns to expand a set of distinct, non-overlapping hyperspherical prompts to
enhance recall rates, thereby improving performance in downstream tasks such as
out-of-distribution OD. Specifically, DiPEx initiates the process by self-training
generic parent prompts and selecting the one with the highest semantic uncertainty
for further expansion. The resulting child prompts are expected to inherit semantics
from their parent prompts while capturing more fine-grained semantics. We apply
dispersion losses to ensure high inter-class discrepancy among child prompts while
preserving semantic consistency between parent-child prompt pairs. To prevent
excessive growth of the prompt sets, we utilize the maximum angular coverage
(MAC) of the semantic space as a criterion for early termination. We demonstrate
the effectiveness of DiPEx through extensive class-agnostic OD and OOD-OD
experiments on MS-COCO and LVIS, surpassing other prompting methods by up
to 20.1% in AR and achieving a 21.3% AP improvement over SAM. The code is
available at https://github.com/jason-lim26/DiPEx.

1 Introduction
In real-world applications, the class of interest may constantly change, prompting the need for new
tasks like out-of-distribution (OOD) detection [53, 11], open-world detection [60, 52, 22, 62, 55]
and open-vocabulary [48, 54, 31, 28] object detection (OD) to ensure reliable operation of detectors.
A significant bottleneck in these OD tasks is the ability to locate all objects in a scene - typically
referred to as class-agnostic OD [36]. Ensuring a high recall rate is essential in this task as it lays
the foundation for correctly classifying objects, thereby improving the average precision for classes
of interest. Conversely, a low recall implies that some objects will be missed entirely, negatively
impacting downstream recognition tasks.
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(a) Class-agnostic OD and Downstream OOD-OD
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(b) UNIVERSAL and CLASS-WIDE Queries

Figure 1: (a) An exemplar of the studied class-agnostic OD and downstream OOD-OD tasks. (B)
Zero-shot class-agnostic OD performance of Grounding DINO [33] on MS-COCO [32], with the
hand-crafted UNIVERSAL query from ChatGPT and CLASS-WIDE query from WordNet [14].

Conventional solutions to the under-explored class-agnostic OD task often rely on bottom-up strategies
[47, 61, 40, 41] such as selective search [47] or EdgeBox [19], which generate a large ranked set of
class-agnostic proposals based on low-level visual cues. To address the low precision and scalability
issues of these approaches, another line of research has explored multi-object discovery by leveraging
(self)-supervised features from vision transformers (ViT) (e.g., DINO [39], MoCo-v2 [5], SwAV [3]),
or external motion information to support region proposal regression. However, these methods still
fall short, achieving only about 30% average recall (AR) on benchmark datasets like MS-COCO due
to the lack of intrinsic knowledge about a wide range of objects. The newly released vision-language
models (VLMs) such as Grounding DINO [33], GLIP [29], T-Rex2 [21], which are pretrained on
large-scale grounding datasets, have opened up new opportunities for acquiring common knowledge
for generic object localization. VLMs have demonstrated impressive zero-shot recognition capacities
given the provided textual prompt. However, to effectively locate all objects, one would need to input
all class names accurately, which is impractical in real-world applications.

To better understand the limitation of modern VLMs in generic object localization, we investigated
the design of hand-crafted text queries (Section 2) to enhance detection recall through two approaches:
(1) We employed a UNIVERSAL query, using ChatGPT to generate 13 types of broad nouns and
adjectives (e.g., “objects”, “generic”) as queries for the Grounding DINO model, aiming to detect a
wide array of objects without focusing on specific categories; (2) We implemented a CLASS-WIDE
query, selecting 25 high-level semantic words (e.g., “plant”, “animal”) from the top layer of the
WordNet hierarchy (also used for the ImageNet vocabulary) to cover extensive object categories. Our
findings, depicted in Figure 1b and Table 1, reveal that while VLMs can generalize across universal
object categories, combining all queries into one string significantly reduces detection performance
(by up to 52% in AR) due to the “semantic overlap” among words. This suggests that optimal
detection requires conducting multiple separate inferences, presenting substantial computational
demands for large datasets.

To overcome the aforementioned limitations, we propose a novel self-supervised Dispersing Prompt
Expansion (DiPEx) strategy. This approach progressively expands a set of non-overlapping hyper-
spherical prompts for capturing all objects in a given dataset, thereby benefiting downstream tasks
such as out-of-distribution object detection. Specifically, we start with a generic parent prompt that is
self-supervised using the UNIVERSAL and CLASS-WIDE text queries. To capture more fine-grained
semantics, we split the parent prompts with high semantic uncertainty into a set of distinct child
prompts. We initialize child prompts by diversifying the parent token embedding, randomly rotating
it to different angles on the hypersphere to yield a range of unique prompts. Dispersion losses are
employed to minimize semantic overlap among child prompts while maintaining semantic consistency
across parent-child prompt pairs. To prevent excessive growth of the prompt sets, we estimate the
maximum angular coverage (MAC) of the semantic space as a criterion to terminate the prompt
expansion process, balancing semantic richness and computational overhead. Extensive experiments
on the MS-COCO and LVIS datasets verify the effectiveness and versatility of the proposed DiPEx
strategy. With a single pass of inference, DiPEx can achieve by up to 20.1% improvements in average
recall (particularly 35.2% for small objects) and outperforms segment anything model (SAM) [26] by
21.3% in average precision.
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Table 1: Zero-shot class-agnostic object detection performance of Grounding DINO [33] on MS-
COCO [32], with hand-crafted prompts from various sources. We report average recall (AR) and
precision (AP) limited to a maximum of 100 detections per image. ∆AR quantifies the percentage
decrease in AR comparing “query-merging” to “prediction-merging” for forming multi-word queries.
Word Source Merging Strategy AR ∆AR AR@S AR@M AR@L AP

ChatGPT [38] query-merging 0.345 0.122 0.360 0.718 0.067
prediction-merging 0.526 -52.46% 0.317 0.606 0.781 0.274

WordNet [14] query-merging 0.461 0.234 0.522 0.774 0.229
prediction-merging 0.570 -23.64% 0.382 0.646 0.796 0.344

ChatGPT [38]+WordNet [14] query-merging 0.408 0.162 0.471 0.751 0.121
prediction-merging 0.589 -44.36% 0.410 0.665 0.798 0.353

Related Study. The full discussions can be found in Section A.1. Traditional bottom-up approaches
for region proposal generation, such as those by [47] and [27], often face precision constraints despite
high recall rates, limiting their scalability. Recent advancements in Vision Transformers (ViTs)
by [4] and [10] have enabled self-supervised learning on massive datasets, extracting semantically
meaningful features. Methods like LOST [45] and TokenCut [51] use graph-based techniques but are
limited to detecting a single object per image. MOST [43] addresses this with entropy-based box
analysis but struggles with generalization. MAVL [36] uses a late fusion strategy with text queries,
requiring full supervision and multiple inferences. Our approach eliminates the need for labels and
achieves state-of-the-art performance with one-pass inference using non-overlapping prompts. Vision-
Language Models (VLMs), like those by [42] and [20], have shown potential in learning generic
concepts. HierKD [35] and OV-DETR [58] align image representations with captions and extend
DETR to open-vocabulary settings. GLIP [29], Grounding DINO [33], and T-Rex2 [21] integrate
object detection and visual grounding. However, VLMs’ effectiveness depends on textual cues, and
prompt tuning, as introduced by CoOp [24] and improved by CoCoOp and MaPLe [25], offers a
solution by optimizing soft prompts while keeping the model’s parameters frozen. ProDA [34] learns
diverse prompts using a Gaussian model. DFKD-VLFM [56] and PromptStyler [7] attempted to
diversify a fixed number of prompts through contrastive approach. Despite these advancements, full
supervision is typically required. UPL [17] and POUF [46] introduced unsupervised prompt learning,
but adaptation for object detection remains limited. DiPEx is the first to apply prompt learning to
class-agnostic object detection through a progressive self-training approach.

2 Pilot Study
In this section, we detail our preliminary exploration of the zero-shot detection capabilities using
state-of-the-art VLM, Grounding DINO [33], to detect all objects irrespective of the associated
classes on the MS-COCO dataset [32] as illustrated in Figure 1b. We conduct experiments using two
types of text queries: UNIVERSAL queries generated by ChatGPT for general object detection, and
CLASS-WIDE queries derived from WordNet, representing broad object categories. Our experiments
reveal that semantic overlap between text queries impacts detection performance. To support this
hypothesis, we conduct a case study showing that similar concatenated prompts reduce the model’s
detection confidence.

2.1 Hand-crafted Queries for Class-agnostic Object Detection
UNIVERSAL Query. We employ ChatGPT to generate 13 synonyms of universal concepts, including
nouns and adjectives, which are displayed as x-axis labels. The zero-shot object detection results,
measured by average recall (AR) and precision (AP) across the top 100 confident boxes for each
query text, are presented. The plot reveals that more general terms such as “generic” and “items”
yield the highest AR. Surprisingly, more specific descriptors like “foreground”, “small”, or “tiny”
tend to reduce AR and do not effectively aid in identifying foreground or small objects.

CLASS-WIDE Query. We utilize 25 semantically independent beginner words (listed as x-axis labels
in the bottom figure) from the highest level of the WordNet hierarchy [14] as class-wide text queries.
A variation in AR (0.26∼0.43) is observed with different textual queries from WordNet, with a mean
AR of 0.35. Compared to the mean AR of 0.37 across class-agnostic queries generated by ChatGPT,
the zero-shot detection ability remains similar, regardless of the types of queries used.
Discussion on Multi-Word Queries. The zero-shot results presented in Figure 1b were obtained
using single-word prompts for the Grounding DINO. To explore whether combining multiple words
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Θ “plates”,“dishes” < Θ “plates”,“cup”

Figure 2: A case study investigating the impact of semantic overlap between text queries on the
detection confidence of the pre-trained Grounding DINO [33]. Semantic overlaps are quantified by
the angular distance, denoted as Θ, between tokenized embeddings of word pairs using BERT [9].

as prompts from a given source (e.g., WordNet) could improve zero-shot detection performance,
we developed strategies for merging at both the input stage (query-merging) and the output stage
(prediction-merging) as shown in Table 1. The query-merging strategy concatenates all input text
queries (e.g., “foreground . elements . · · · tiny . objects .”) and performs a single-pass inference
to obtain detections. The prediction-merging strategy, on the other hand, uses each text query
individually for separate inference and then combines all box predictions. Table 1 shows that applying
query-merging to UNIVERSAL words results in a 52.46% reduction in AR compared to prediction-
merging, whereas CLASS-WIDE queries (e.g., from WordNet) achieve a smaller decrease in AR
of only 23.64%. These findings suggest that large semantic overlaps in concatenated queries (e.g.,
“stuff”, “objects” and “item” from ChatGPT) may greatly contribute to diminished object detection
performance. To further investigate this phenomenon, we conducted a case study analyzing the
impact of semantic overlap on detection performance, which is presented in the following section.

2.2 Confidence Diminishing when Text Query Semantically Overlap
To verify our hypothesis, we conduct a case study to demonstrate how semantic overlap in multi-word
query leads to diminished detection confidence. We quantify semantic overlap by calculating the
angular distance between pairs of textual token embeddings generated by BERT [9]. As shown in
Figure 2, a small angular distance θ of 53.73◦ between the text tokens “plates” and “dishes”
diminishes the model’s confidence. Consequently, some boxes that could be precisely localized with
high confidence using the single token “plates” are omitted. In contrast, concatenating two text
tokens with a larger angular distance (e.g., 60.99◦ between “plates” and “cup”) maintained high
detection confidence. This combination resulted in bounding box predictions that encompassed all
boxes predicted with each individual token (“plates” or “cup”). This case study supports our
hypothesis that semantic overlap between concatenated text queries can interfere with the detection
confidence of the model. Therefore, we propose that developing a method to learn a set of semantically
non-overlapping prompts for the target dataset could enable efficient object localization with one-pass
inference using VLMs.

3 Proposed Approach
In this section, we first mathematically formulate the task of class-agnostic detection using a general
VLM and, without loss of generality, illustrate the process using Grounding DINO [33] as an exemplar
model. We detail the steps of the proposed dispersing prompt expansion in Section 3.2, followed by
the early termination strategy of the prompt set growth.

3.1 Problem Formulation
Class-agnostic OD. Let I denote the input image and T the associated text query. For the zero-
shot object detection in a class-agnostic setting, we consider the text query T to be of the form
of “a photo of a {class}”, where the class token {class} is sampled from our predefined
UNIVERSAL (e.g., “objects”) or CLASS-WIDE (e.g., “plant”) sets as described in Section 2. The text
query is then tokenized and projected into word embeddings as P = {v1,v2, . . . ,vM , c}, where
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Figure 3: An illustration of the 1⃝ proposed prompt expansion strategy that selectively grows a set
of child prompts for the highlighted parent prompt across L iterations; 2⃝ diversifying initialized
embeddings of the child prompt on a hypersphere and 3⃝ quantifying maximum angular coverage
αmax for early termination of the prompt growth.

v = {vi}Mi=1 ∈ RM×d indicates a set of M contextual embeddings and c is the query text embedding.
Here, d indicates the dimensions of learnable tokens. The visual embeddings Ev extracted from the
visual encoder and prompt embeddings P are fused jointly to prompt the VLM and generate the
final bounding box predictions O = f(Ev,P) ∈ RNB×4, with f being the VLM, and NB being
the number of predicted boxes. Formally, the objective of class-agnostic OD is to ensure that the
generated bounding boxes can capture any objects as comprehensively as possible.

Adapt Prompt Tuning for Class-agnostic OD. Instead of relying on hand-crafted templates, prompt
tuning approaches like CoOp [24] and CoCoOp [23], originally developed for classification tasks,
aim to learn the context embeddings v with a frozen VLM using a supervised contrastive learning
loss. To adapt these prompt learning approaches to the Grounding DINO [33] detection framework,
we first construct a pseudo label set DPSL from the zero-shot detection results with UNIVERSAL and
CLASS-WIDE text queries (see Section A.3 for details). The prompt learning is then supervised by
the standard box regression loss Lbox, Lgiou and focal classification loss Lcls as implemented in [33].

3.2 Dispersing Prompt Expansion (DiPEx)

Unlike previous prompt tuning approaches, the proposed DiPEx strategy aims to iteratively grow a set
of learnable prompts P = {P1,P2, . . . ,PL} in a tree hierarchy of depth L. To maximize the utility
of prompts and ensure minimal semantic overlap among them, we assume v resides on the surface of
a unit-hypersphere, i.e., ∥vi∥2 = 1. This assumption transforms the overlap minimization problem
into maximizing the angular distances among the learned prompts. In the initial round, we set a
single learnable parent prompt P1 = {v}, which is self-trained using DPSL with the same procedure
outlined above. In each subsequent round l for l ∈ [1, L], we identify the parent prompts of highest
uncertainty and grow K child prompts Pl+1 ∈ RK×d from it. The learned v∗

l is then frozen and
stored in a parent queue Pparent. Prompt growth is terminated when the maximum angular coverage
αmax exceeds a certain threshold Tα.

Child Prompt Initialization. Continuing from the previous discussion, we now describe the process
of child prompt initialization, which aims to inherit the semantics from parent prompts while capturing
more fine-grained semantics. After the l-th round of training, we expand the parent prompt with
the highest uncertainty, denoted as v∗

l ⊂ Pl, into a set of learnable child prompts (Figure 3). We
empirically adopt the logit activation frequency of the prompts as a measure of uncertainty, visualized
in Figure 6. The rationale is that if a prompt is activated for most samples, it covers overly broad
semantics (e.g., animals) and may need to be decomposed into narrower categories (e.g., cats and
dogs). To disentangle the complex semantic of P∗

l , we set up K child prompts Pl+1 = {vl+1,k}Kk=1
for the selected parent prompt v∗

l . To diversify the initialized embedding for each child prompt,
we introduce K random angular offsets Θ = {θk}Kk=1 to rotate v∗

l on the hypersphere by different
angles θk ∼ [−θ, θ]. Given that v∗

l is a d-dim vector, we randomly sample two axes i and j where
i, j ∼ [1, d] for rotation. The k-th child prompt embedding vl+1,k is then obtained by applying the
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corresponding rotation matrix Rk ∈ Rd×d, which are defined as follows:

vl+1,k = v∗
l Rk, Rk =


1 · · · 0 · · · 0 · · · 0
...

. . .
...

...
...

0 · · · cos θk · · · − sin θk · · · 0
...

... 1
...

...
0 · · · sin θk · · · cos θk · · · 0
...

...
...

. . .
...

0 · · · 0 · · · 0 · · · 1

. (1)

Here, the non-identity elements are placed at the intersections of the i-th and j-th rows and columns,
corresponding to the plane of rotation, as illustrated by the grey ellipses in Figure 3. As the initialized
embeddings of the child prompts are diversified while maintaining consistency with the central parent
embedding (red dot), this leads to varying detection results. This enriched prediction diversity allows
us to facilitate online self-training, where we adopt the predictions with the highest confidence as
pseudo labels for each child prompt, which in turn supervise the next round of prompt learning with
respect to Lbbox, Lgiou and Lcls for the next iteration.

Optimization. We expect the learned child prompts to follow an accurate semantic hierarchy, having
minimal overlap with other child tokens while maintaining semantic consistency with their original
parent prompts. We leverage the following dispersion losses to enlarge the angular distances among
the child-child and decrease the distances between child-parent prompt pairs:

Lparent-child = − 1

K

K∑
i=1

(
v⊤
i v

∗
l

∥vi∥∥v∗
l ∥

/τp),

Lchild-child =
1

K

K∑
i=1

log
1

K − 1

∑
j ̸=i

exp(
v⊤
i vj

∥vi∥∥vj∥
/τc),

(2)

where v∗
l is retrieved from the parent prompt queue Pparent as a fixed prototype. The temperature

coefficients τp and τc adjust the angular separation. The overall optimization can be formulated as:

L = Lparent-child + γLchild-child + γbboxLbbox + γgiouLgiou + γclsLcls, (3)

where γ is the loss coefficient that controls the Lchild-child. The rest coefficients i.e., γbbox, γgiou, γcls
follows [33]. Until the optimization convergence, the prompt expansion will repeat if needed.

Expansion Termination with Maximum Angular Coverage (MAC). While prompt expansion
is effective in capturing fine-grained semantics, it inevitably introduces computational overhead,
impacting inference efficiency for downstream tasks. To balance the semantic richness and inference
costs, we gather all learned prompts P and evaluate the maximum angular coverage (MAC) among
all pairs. MAC is defined as:

αmax = max
vi,vj∈P

arccos(
v⊤
i vj

∥vi∥∥vj∥
). (4)

The αmax reveals the breadth of vocabularies covered by the current prompts. Notably, our empirical
study shows that as the number of expansion rounds increases, the MAC increases monotonically and
eventually converges. This convergence serves as an effective signal to terminate prompt expansion.
The overall algorithm is summarized in Algorithm 1.

4 Experiments
4.1 Experimental Setup
Datasets. We conduct our experiments using two detection datasets: 1). MS-COCO [32], a large-
scale object detection and instance segmentation dataset, comprising approximately 115K training
images and 5K validation images across 80 classes. 2). LVIS [15] includes 2.2 million high-quality
instance segmentation masks covering 1,000 class labels, resulting in a long-tailed data distribution.
It consists of around 100K training images and 19.8K validation images. For class-agnostic object
detection (CA-OD) setting, we merge all categories from both datasets into a single class to perform
class-agnostic detection. To further validate the efficacy of DiPEx in downstream out-of-distribution
object detection (OOD-OD) tasks, we evaluate our method using a rectified version of the OOD-OD
benchmark. Unlike previous benchmarks [12], where samples that do not contain ID instances are
manually selected and ID and OOD performance are evaluated separately, we tested our approach
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Algorithm 1 The Proposed DiPEx for Class-Agnostic Object Detection

Input: f : vision-language model (VLM)
Output: P: set of fine-tuned prompts for f to detect class-agnostic objects

Initialize a single learnable parent prompt P1 = {v1}
Optimize P1 using zero-shot detection results from f
Initialize a growing set of learnable prompts P = {P1} and an empty parent queue Pparent = {}
for each round l ∈ {1, 2, · · · , L} do

Identify the parent prompt with the highest uncertainty v∗
l ∈ Pl

Freeze v∗
l and add it to the parent queue Pparent

Expand v∗
l into K learnable child prompts Pl+1 = {vl+1,k}Kk=1 via Equation (1)

Grow the set of learnable prompts: P = Pl ∪Pl+1

Optimize the prompts in P using Equation (3) with Pparent

Compute maximum angular coverage (MAC) via Equation (4)
if MAC converges then

Break; terminate the prompt growth
end if

end for

Table 2: Class-agnostic object detection on the MS-COCO dataset. [ ] indicate the prompt word for
Grounding DINO. The prompting methods indicated with ‘*’ are adapted to the OD task.

Method Description AR1 AR10 AR100 AR@S AR@M AR@L AP

Selective Search [47] non-parametric 0.1 1.1 7.8 0.9 7.2 20.7 0.1
UP-DETR [8] self-training 0.2 1.4 1.4 0.0 0.2 5.8 0.1
DETReg [1] self-training 0.6 3.7 12.9 0.2 12.8 35.3 1.4
FreeSOLO [49] self-training 3.7 9.7 12.6 0.5 12.3 34.1 4.2
Exemplar-FreeSOLO [18] self-training 8.2 13.0 17.9 – – – 12.6
MOST [43] self-training 3.1 6.4 6.4 0.1 1.6 24.5 3.3
CutLER [50] self-training 6.8 19.6 32.8 13.7 37.5 60.0 29.6

Grounding DINO [“generic”] [9] zero-shot 10.3 37.8 44.1 17.7 51.6 80.0 28.3
Grounding DINO+CoOp∗ [24] self-training 10.4 39.1 61.3 36.4 72.7 88.8 34.6
Grounding DINO+CoCoOp∗ [23] self-training 7.6 34.1 58.1 33.9 68.3 86.1 24.6
DiPEx self-training 10.5 40.8 63.2 39.2 74.3 89.8 35.9

on the MS-COCO, which includes a mixture of both ID and OOD objects. While we followed the
settings outlined in OOD-OD [12], with 20 base classes in PASCAL-VOC [13] designated as ID
classes and the remaining classes treated as OOD. Our choice of dataset enhances the rigor of our
evaluation by combining both ID and OOD instances, providing a more realistic assessment of our
method’s real-world conditions.

Evaluation Metrics. We report results for class-agnostic object detection on both the MS-COCO
and LVIS validation splits. For evaluation, we adopt official metrics from the COCO 2017 challenge.
Specifically, we report average precision (AP) at IoU thresholds from 0.5 to 0.95, along with average
recall (AR) across the same threshold range. We also report AR by object scale: AR@S for small,
AR@M for medium, and AR@L for large objects. Details on our implementation, including those of
prior works used as baselines, are provided in Appendix A.2.

4.2 Main Results on Class-agnostic OD and OOD-OD

Class-agnostic OD on MS-COCO. To validate our proposed method for class-agnostic object detec-
tion, we compared it against ten different baseline methods on the MS-COCO dataset, using various
metrics as reported in Table 2. We observed that non-parametric methods generally underperform
compared to self-training methods due to their inability to learn and extract semantic and geometric
information about objects from the dataset. In contrast, Grounding DINO, leveraging pre-trained
knowledge, demonstrates strong zero-shot capabilities and achieves AR100 of 44.1% with a single text
prompt, “generic”. Furthermore, CoOp, which fine-tunes prompts for Grounding DINO, enhances
class-agnostic detection performance by 39.0% in AR100 compared to direct zero-shot inference. Our
method, which expands the learnable prompts to a wider angular distance, surpasses all baselines by
achieving the highest performance across all metrics and outperforming the leading baseline, CoOp,
by 3.1% in AR100. Notably, for small objects which are challenging to localize, our method improves
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Table 3: Class-agnostic object detection on the LVIS dataset. † indicate the model is fine-tuned on
the LVIS training set by self-training without box annotations.

Method AR1 AR10 AR200 AR@S AR@M AR@L AP AP@S AP@M AP@L

Selective Search [47] 0.1 1.1 13.0 6.1 19.9 37.6 0.2 0.4 0.2 0.2
G-DINO [“object”] [9] 4.1 17.9 27.2 13.0 44.1 71.1 5.4 5.6 10.0 9.4
G-DINO [“generic”] [9] 3.8 16.5 20.2 6.5 34.5 67.7 9.0 4.1 17.4 30.7
G-DINO [“items”] [9] 4.0 17.8 28.0 13.9 45.3 70.7 11.6 6.3 19.6 32.0
SAM [26] – – 42.7 27.7 66.3 75.5 6.1 – – –
† CutLER [50] 2.4 9.3 21.8 10.8 35.1 55.5 4.5 2.7 9.1 15.1
† HASSOD [2] 0.2 10.6 26.9 15.6 42.2 56.9 4.9 2.8 7.9 12.2
† G-DINO + CoOp∗ [24] 4.2 19.1 40.3 23.6 63.5 83.5 14.0 8.3 23.7 32.3
† G-DINO + CoCoOp∗ [23] 4.2 19.2 40.7 24.1 63.8 84.1 13.6 8.1 22.4 30.1
† DiPEx 4.3 20.1 48.4 31.9 72.6 88.2 15.2 9.3 25.3 32.8

Table 4: The downstream out-of-distribution object detection (OOD-OD) on the MS-COCO
dataset, where the ground truth boxes contain both known and unknown classes.

Method KNOWN UNKNOWN

AP AP50 AR100 AR@S AR@M AR@L AP AP@S AP@M AP@L

Selective Search [47] – – 8.3 1.0 8.5 23.2 0.1 0.0 0.0 0.5
MOST [43] – – 5.3 0.1 1.3 22.5 0.4 0.1 0.4 1.2
CutLER [50] – – 34.5 15.8 41.5 62.7 5.7 2.3 6.9 13.7
VOS [12] 36.6 56.7 10.0 2.2 6.1 27.1 2.8 0.8 2.2 7.2
PROB [62] 28.2 43.8 13.2 1.9 11.2 40.3 0.9 0.6 0.9 2.1
UnSniffer [30] 35.8 55.8 20.6 11.8 19.9 34.8 2.9 1.5 3.1 5.3
G-DINO [“generic”] 46.3 59.7 43.3 18.0 52.1 82.6 12.5 6.9 17.8 25.7
DiPEx 46.3 59.7 59.9 35.8 72.9 89.7 15.7 9.7 21.8 25.2

AR@S by 7.7% compared to CoOp, indicating that expanded prompts better capture a range of
object sizes. Additionally, the proposed DiPEx achieved the highest AP of 35.9%, demonstrating the
superior quality of class-agnostic detection.

Class-agnostic OD on LVIS. To further validate the efficacy of DiPEx, we conducted extensive
experiments on the challenging LVIS dataset, which includes thousands of classes with a long-tail
distribution. As shown in Table 3, prompt tuning methods such as CoOp [24] and CoCoOp [23]
outperform zero-shot Grounding DINO when using hand-crafted prompts (e.g., “items”, “generic”,
“objects”). Additionally, CoCoOp surpasses multi-object discovery baselines like CutLER [50] and
HASSOD [2], by 86.7% and 51.3% in AR200, respectively. Notably, SAM [26], which was pre-
trained on a vast of dataset containing millions of images and billions of masks, demonstrates strong
zero-shot capabilities, surpassing all other baselines. In contrast, our proposed DiPEx outperforms
SAM by 13.3% in AR200 and 21.3% in AP after only four epochs of self-training, Furthermore,
DiPEx exceeds CoOp by 20.1% in AR200.

Downstream OOD-OD on MS-COCO. To evaluate the generalization of our proposed DiPEx in
out-of-distribution object detection (OOD-OD), we compared its performance on both known and
unknown classes against various baselines. As shown in Table 4, the zero-shot Grounding DINO
uses known class names as prompts, supplemented with a simple “generic” prompt for unknowns,
outperforms all other non-VLM methods (e.g., 25.5% higher AR100 compared to CutLER [50]). This
improvement stems from VLMs leveraging rich semantic knowledge from language models to better
comprehend object information in images. DiPEx enhances this further by expanding text prompts
in embedding space, enabling it to capture and differentiate objects of varying sizes and diverse
semantics from learned classes. This approach delivers a significant performance gain, achieving
a 38.3% increase in AR100 and a 25.6% in AP increase over zero-shot predictions. Furthermore,
the expanded prompts can be directly applied alongside various known class vocabularies to detect
unknown objects, eliminating the need for retraining.

4.3 Ablation Study and Model Analysis

We investigate the impact of various factors on prompting performance including the learnable
prompt lengths, the number of expansion rounds L, and angular coverage achieved across rounds. To
facilitate model analysis, we present the distribution of prompt logit activation and visualization of
detection results. Further ablation studies refers to Section A.3.
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Figure 4: Impact of the prompt length on the MS-COCO dataset. The average recall (AR) and
precision (AP) are reported to compare the derived DiPEx against CoOp [24] and CoCoOp [23].

Figure 5: The heatmap visualization presents the angular coverage across all learned prompts
through the 2nd, the 3rd, and the 4th round of training. The maximum angular coverage (MAC)
monotonically increases from 67.7° in the 2nd round to 75.95° in the final round. The gradual
reduction in rate of change in angular coverage towards the final round suggests that the model
nearing convergence.

Impact on Number of Prompts. In Figure 4, we compare the impact of prompt length N for DiPEx
against CoOp [24] & CoCoOp [23]. Overall, DiPEx shows consistent improvement in performance
with a greater number of prompts – not merely due to quantity, but rather because a larger set fosters
greater diversification, enabling the model to capture more comprehensive semantics. In contrast,
CoOp’s [24] performance remains constant, while CoCoOp’s [23] performance declines, suggesting
that more prompts do not necessarily guarantee enhanced performance.

Impact on Expansion Rounds and Angular Coverage. To substantiate our hypothesis that a higher
maximum angular coverage (MAC) correlates with a broader spectrum of vocabularies, we computed
the MAC using Equation (4). The coverage results are visualized as heatmaps in Figure 5. At
the initial stage of expansion (leftmost heatmap), we observe that the prompts are quite uniformly
distributed, with a mean coverage of 47.56°, This suggests that the prompts are actively exploring the
embedding space to capture diverse semantics. As the expansion progresses to the third round (middle
heatmap), the MAC increases from 67.78° to 75.70°. Specifically, row/col 7 (selected parent prompt)
demonstrates the closest angular distances among the child prompts. This observation is crucial as
it suggests that child prompts should not diverge excessively from the root semantics to maintain
coherence. By the fourth round of expansion (rightmost heatmap), the pattern remains consistent
with the third round. There is a reduced rate of change of MAC, achieving a maximum coverage
of 75.95°and a mean coverage of 11.51°among the child prompts. This plateau in MAC indicates
that maximum semantic expansion has been reached, suggesting that the model is approaching
convergence and further expansion may not be necessary.

The Distribution of Prompt Logit Activation. We previously established prompt logit activation
frequency as an uncertainty measure to guide parent prompt selection for splitting. To investigate
the dynamics of expanding highly uncertain parent prompts, we visualize the activation statistics
(i.e., the frequency of logit activations) of tokens within the 2nd and 3rd expansion rounds. As
illustrated in Figure 6, the distribution of these logits exhibits a long-tailed pattern, suggesting
substantial uncertainty and numerous semantic overlaps among the mined semantics. The figure on
the right demonstrates that, following the expansion of highly activated prompts, the distribution of
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Figure 6: The distribution of logit activation of the learned prompts in the 2nd round (left) and the
3rd round (right). The prompt of the highest activation frequency is identified for further expansion.

Figure 7: Visualization of the class-agnostic detection performance by baselines and the proposed
DiPEx on MS-COCO [32]. More visualizations are provided in Appendix (Figures 9 and 10).

child prompts becomes more uniform, suggesting the discovery of fine-grained semantics. These
observations support our choice of uncertainty measure and verify the validity of DiPEx, indicating
that expanding based on highly uncertain parent prompts effectively alleviates semantic ambiguity.

Qualitative Study. In this section, we present visualized class-agnostic box predictions on images
sampled from the MS-COCO dataset [32], as shown in Figure 7. The proposed DiPEx method
demonstrates a superior ability to detect more bounding boxes than all baseline methods, particularly
for small objects. For example, people in the distance (rows 1 and 3) and some bonsai (row 2)
are missed by all baselines but successfully detected by DiPEx, showcasing its strong capability in
localizing challenging small objects. For large objects, such as a motorcycle (row 3) and two people
shaking hands in the near distance (row 1), DiPEx localizes them with significantly higher confidence
compared to the zero-shot predictions of Grounding DINO using the prompt “generic”. Additionally,
DiPEx successfully identifies objects that are not annotated in the MS-COCO ground truth, such as
plates (row 1), a pillowcase (row 2), and a frame on the wall (row 2). This highlights DiPEx’s ability
to identify a comprehensive set of class-agnostic objects, even those missed in human annotations.

5 Conclusion and Limitations

This work introduces DiPEx, a novel self-supervised dispersing prompt expansion approach for
class-agnostic object detection. We demonstrate through comprehensive experiments and analysis
that DiPEx effectively detects a wide range of unseen objects of varying sizes and achieves broad
vocabulary coverage. The progressively expanded prompt sets maintain good angular distances,
promoting the formation of a semantic hierarchy and facilitating downstream detection tasks with a
single inference pass. While the proposed DiPEx does not rely on box annotations, it requires self-
training on the entire dataset for each round of prompt expansion, resulting in increased computational
overhead. Additionally, some hyperparameters like temperature coefficients τp, τc and learnable
prompt length K, may require manual tuning for optimal performance. Future research directions
include exploring methods to learn hierarchical prompts at once rather than through expansion.
Extensive benchmarking on additional downstream tasks, such as open-vocabulary and open-world
detection, is necessary to comprehensively validate the proposed approach.
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A Appendix / Supplemental Material

This supplementary material includes a comprehensive overview of related work on class-agnostic
object detection, vision-language models (VLMs), and prompt tuning. Additionally, we provide
detailed descriptions of baselines, implementation details for both the baselines and the proposed
method, and an extensive ablation study are provided. The ablation study analyzes the impact
of pseudo-labeled supervision and the effect of the hyperparameter γ. Lastly, we present more
comprehensive visualizations of class-agnostic box predictions.

• Section A.1: Related Work
• Section A.2: Baselines and Implementation Details
• Section A.3: More Ablation Studies
• Figures 9 and 10: Additional Visualizations of Class-Agnostic Box Predictions

A.1 Related Work

Class-Agnostic Object Detection. Traditional bottom-up approaches [47, 27, 61, 40, 41, 6] for
region proposal generation, often grapple with the constraints precision, despite high recall rates,
reducing their scalability for general use in diverse environments. Recent breakthroughs in ViTs
[4, 10, 39] have enabled scaling up to massive datasets for self-supervised learning, extracting both
local and global semantically meaningful features. This has led to numerous methods in unsupervised
object discovery and localization. LOST [45] is an early application, using a patch similarity graph
and an inverse degree map to identify seed patches and extract bounding boxes. TokenCut [51]
constructs an undirected graph with image tokens as nodes, applying the normalized cut algorithm
[44] for foreground-background segregation. MOVE [37] builds on LOST by employing deep
spectral bipartitioning, offering a more principled and effective approach. However, both LOST [45]
and TokenCut [51] are limited to detecting a single object per image. MOST [43] addresses this
limitation by using entropy-based box analysis (EBA) to segregate foreground tokens. Nevertheless,
their performance remains sub-optimal, constrained by their limited capacity to generalize across
diverse object categories. Closest to our work is MAVL [36], where they develop an MViT with late
fusion strategy and use generic text queries like “all objects” to locate objects. However, their
framework requires full supervision and multiple inferences with different textual prompts, yet still
falls short of achieving optimal performance. In contrast, our approach eliminates the need for labels
and achieves SOTA performance with one-pass inference with the non-overlapping prompts.

VLMs and Prompt Tuning. Recent advances in VLMs [42, 20, 57] which are pretrained on
expansive image-text pairs have demonstrated significant potential in learning generic concepts.
HierKD [35] introduces global language-to-visual knowledge distillation modules, which align
global-level image representations with caption embeddings through contrastive loss. OV-DETR
[58] pioneered the extension of the DETR framework to an open-vocabulary setting by integrating
a conditional binary matching mechanism. GLIP [29] converted object detection into a grounding
task, utilizing additional data to align phrase and region semantics. Recently, Grounding DINO
[33] introduced a dual-encoder-single-encoder framework to integrate object detection and visual
grounding within a unified architecture. Similarly, T-Rex2 [21] synergizes text and visual prompts
through contrastive learning,leading to state-of-the-art performance in out-of-distribution object
detection. Nonetheless, the effectiveness of VLMs is heavily influenced by the textual cues they
are conditioned on, and efficiently adapting them to specific downstream applications remains a
substantial challenge as manually engineering optimal prompts can often entail considerable effort
and resources [59]. Prompt tuning is a simple yet effective solution to adapt models to specific tasks by
optimizing a small number of soft prompts in an end-to-end manner while keeping the original model’s
parameters frozen. The pioneering work of CoOp [24] introduced context optimization by fine-tuning
CLIP using learnable tokens. However, CoOp’s generalizability was constrained, a limitation later
addressed by CoCoOp [23], which conditioning input tokens on image embeddings. MaPLe [25]
advanced this by introducing a multi-modal prompting technique to overcome the limitations of
uni-modal prompting methods. ProDA [34] further innovated by learning a distribution of diverse
prompts and employing a Gaussian model to capture visual variations. Despite these advancements,
an inherent limitation persists across these methods: they all require full supervision. UPL [17] first
proposed unsupervised prompt learning for image recognition task, POUF [46] later introduced a
similar self-prompting mechanism to minimize entropy using optimal transport. However, these
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Table 5: The impact on pseudo-labeled supervision on MS-COCO [32] dataset, when applying
different pseudo-labels queried on Grounding DINO using different textual cues. In the main paper,
we report the performance of DiPEx using merged pseudo labels for the first round of training.

Method AR100 AR@S AR@M AR@L AP AP@S AP@M AP@L

Grounding DINO @ [“generic”] 44.1 17.7 51.6 80.0 28.3 11.4 33.0 56.5
Grounding DINO @ [25 nouns] 40.5 16.0 46.6 75.0 12.1 4.4 12.0 26.7
Grounding DINO @ merged 51.9 24.8 61.6 85.8 19.1 7.6 19.5 42.0

DiPEx @ [“generic”] 65.5 42.7 76.2 90.3 37.0 20.5 43.3 62.4
DiPEx @ [25 nouns] 46.6 18.5 55.7 83.3 13.2 4.0 13.3 30.7
DiPEx @ merged 63.2 39.2 74.3 89.8 35.9 16.4 39.7 63.8

methods have yet to be adapted for the object detection domain. To our knowledge, UPT [16] is
the only existing work that optimizes prompts using dual complementary teaching specifically for
object detection tasks. Our work, DiPEx, represents the first endeavor to apply prompt learning to
class-agnostic object detection through a self-training approach.

A.2 Baselines and Implementation Details

Baselines. We compare the proposed approach with fourteen baselines: 1) bottom-up selective
search [47] that slides windows of different sizes to locate objects, 2) UP-DETR [8], an unsupervised
pre-training method for OD that can be fine-tuned to detect class-agnostic objects. 3) DETReg [1],
which learns to localize objects and encode an object’s properties during unsupervised pre-training,
4) MOST [43], a multiple objects localizer based on patch correlations without any training, 5)
FreeSOLO [49], which unifies pixel grouping, object localization and feature pre-training in a fully
self-supervised manner, 6) Exemplar-FreeSOLO [18], an improved approach based on FreeSOLO
through exemplar knowledge extraction, 7) CutLER [50], an unsupervised object detection method
by encouraging the detector to explore objects missed in extracted coarse masks, 8) HASSOD [2], a
clustering strategy that groups regions into object masks based on self-supervised features, 9) CoOp
[24] and 10) CoCoOp [23], prompting techniques that utilize learnable vectors to model a prompt’s
context words, enabling zero-shot transfer to class-agnostic detection, 11) segment anything model
(SAM) [26], a foundational model trained on 1 billion masks and 11 million images such that can
perform zero-shot transfer to the class-agnostic OD task. For OOD-OD task, we further compare
three baseline methods: 12) VOS [12] that regularizes the model’s decision boundary between known
and unknown classes by training with generated virtual outliers. 13) PROB [62] which utilizes a
multivariate Gaussian distribution to learn objectness probability to separate known and unknown
objects, 14) UnSniffer [30], which similarly introduces an object confidence, derived from learning
known objects with varying degrees of overlap.

Implementation Details. Our code is developed on the Open Grounding-DINO framework [63], and
operates on a single NVIDIA RTX A6000 GPU with 48 GB of memory. For our experiments, we
choose a batch size of 8 for training, and set hyperparameter γ = 0.1, τp = 0.1, τc = 0.1, θ = ±15◦,
K = 9, L = 3, and while adopting all remaining hyperparameters from the Open Grounding-DINO
codebase. We empirically set the Tα = 75◦ as our threshold for expansion termination. The original
implementation of CoOP was developed for image classification tasks based on CLIP and supervised
contrastive learning. We extend CoOP to class-agnostic object detection using pseudo labeling-
based self-training, which remains consistent with our approach. All the implementation code and
configurations files are provided in supplementary materials and will be publicly released upon
acceptance of this work.

A.3 More Ablation Studies

Pseudo-labels Construction For pseudo-labeling, we utilize off-the-shelf Grounding DINO with
a “generic” text prompt, which demonstrates considerable zero-shot performance, as illustrated in
our pilot study. Additionally, we generate pseudo-boxes by concatenating all 25 beginner nouns
from WordNet [14]. We then merge the predictions from these two queries and apply Soft-NMS
to eliminate overlaps. In the following Section A.3, we also investigate the performance of DiPEx
alongside other prompt-tuning methods on the quality of pseudo-labels.
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Impact on Pseudo-labeled Supervision. In this section, we investigate how the quality of pseudo-
labels used for self-training impacts DiPEx’s performance, given our reliance on these training
samples. Specifically, we generate pseudo-labels by querying the off-the-shelf Grounding Dino
model with three different approaches: 1) using a “generic” text prompt, 2). the 25 beginner nouns
from WordNet [14], and a combination of both. As shown in Table 5, the “generic” text prompt alone
demonstrated considerable performance. However, we observed an improvement in Average Recall
(AR) when merging the predictions generated by “generic” with the 25 beginner nouns, leading us to
this study. Consequently, we use these pseudo-labels to self-train our model.

0.1 0.5 1 3 5
0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7 AR AP

Figure 8: Study of Loss Coefficient γ

Effect of Loss Coefficient γ. To effectively sep-
arate child prompts while maintaining semantic
coherence between parent and child prompts,
selecting an appropriate γ is essential. As il-
lustrated in the bar plot below, a moderate γ
value typically yields optimal results. In con-
trast, a larger value (e.g., γ = 5) causes child
prompts to diverge more significantly, distort-
ing semantic integrity and potentially leading to
over-regularization of the model.

18

24812https://doi.org/10.52202/079017-0781



Figure 9: Additional visualizations of class-agnostic box predictions. Columns 1 – 4 correspond
to the following methods: MOST [43], CutLER [50], zero-shot Grounding DINO [“generic”] [9],
and our proposed DiPEx, respectively. The final column presents human-annotated ground truth
bounding boxes from the MS-COCO dataset [32].
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Figure 10: Additional visualizations of class-agnostic box predictions. Columns 1 – 4 correspond
to the following methods: MOST [43], CutLER [50], zero-shot Grounding DINO [“generic”] [9],
and our proposed DiPEx, respectively. The final column presents human-annotated ground truth
bounding boxes from the MS-COCO dataset [32].
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope. The experimental results, proposed methodology, and
analysis throughout the paper substantiate the claims regarding performance improvement,
novelty, and broader applicability.

Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes]

Justification: The paper discusses the limitations of the proposed methodology in the
conclusion section.

Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
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Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]

Justification: The paper does not include theoretical results or proofs.

Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: The paper provides a comprehensive disclosure of all necessary information
to replicate the main experimental results. It offers a detailed, step-by-step algorithm and
exhaustive experimental settings in the appendix, facilitating an accurate reproduction
process. Additionally, the supplementary materials include the complete source code, along
with extensive usage instructions and configuration files for various methods and datasets,
thereby ensuring thorough reproducibility.

Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).
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(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
Answer: [Yes]
Justification: This paper presents a codebase for class-agnostic detection, featuring detailed
usage instructions and configuration files for a wide range of existing methods, models, and
datasets. The codebase will be made available in the supplementary materials.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: All training and evaluation details are clearly outlined in the implementation
details section.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [NA]
Justification: The paper does not report error bars, but results are based on iterative trials to
ensure consistency.

23

24817 https://doi.org/10.52202/079017-0781

https://nips.cc/public/guides/CodeSubmissionPolicy
https://nips.cc/public/guides/CodeSubmissionPolicy
https://nips.cc/public/guides/CodeSubmissionPolicy
https://nips.cc/public/guides/CodeSubmissionPolicy


Guidelines:
• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [Yes]
Justification: The implementation section includes detailed information about the specifica-
tions of the computing devices used to run the experiments.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: The authors have thoroughly reviewed and adhere to the standards of the
NeurIPS Code of Ethics.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
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Answer: [NA]

Justification: The work performed does not involve any positive or negative societal impacts.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: The paper does not present any potential risks and therefore does not describe
any safeguards for the responsible release of data or models.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: All datasets used, including MS-COCO 2017 and LVIS, as well as the Ground-
ing DINO’s codebase, are properly cited and referenced throughout the paper.

Guidelines:

• The answer NA means that the paper does not use existing assets.
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• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: This paper benchmarks class-agnostic object detection through extensive
experiments, including downstream out-of-distribution object detection. The codebase is
well-documented and will be provided in the supplementary materials.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: This paper does not involve any crowdsourcing experiments with human
subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
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Answer: [NA]
Justification: This paper does not pose any of the above-mentioned risks.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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