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Abstract

We introduce the first continuous-time score-based generative model that leverages
fractional diffusion processes for its underlying dynamics. Although diffusion
models have excelled at capturing data distributions, they still suffer from various
limitations such as slow convergence, mode-collapse on imbalanced data, and lack
of diversity. These issues are partially linked to the use of light-tailed Brownian
motion (BM) with independent increments. In this paper, we replace BM with
an approximation of its non-Markovian counterpart, fractional Brownian motion
(fBM), characterized by correlated increments and Hurst index H ∈ (0, 1), where
H = 0.5 recovers the classical BM. To ensure tractable inference and learning,
we employ a recently popularized Markov approximation of fBM (MA-fBM) and
derive its reverse-time model, resulting in generative fractional diffusion models
(GFDM). We characterize the forward dynamics using a continuous reparameteri-
zation trick and propose augmented score matching to efficiently learn the score
function, which is partly known in closed form, at minimal added cost. The ability
to drive our diffusion model via MA-fBM offers flexibility and control. H ≤ 0.5
enters the regime of rough paths whereas H > 0.5 regularizes diffusion paths
and invokes long-term memory. The Markov approximation allows added control
by varying the number of Markov processes linearly combined to approximate
fBM. Our evaluations on real image datasets demonstrate that GFDM achieves
greater pixel-wise diversity and enhanced image quality, as indicated by a lower
FID, offering a promising alternative to traditional diffusion models1.

1 Introduction

Recent years have witnessed a remarkable leap in generative diffusion models [1, 2, 3], celebrated
for their ability to accurately learn data distributions and generate high-fidelity samples. These
models have made significant impact across a wide spectrum of application domains, including
the generation of complex molecular structures [4] for material [5] or drug discovery [6], realistic

∗Corresponding author gabriel.nobis@hhi.fraunhofer.de
1The implementation of our framework is available at https://github.com/GabrielNobis/gfdm.

38th Conference on Neural Information Processing Systems (NeurIPS 2024).

25469 https://doi.org/10.52202/079017-0802

https://github.com/GabrielNobis/gfdm


H = 0.1 H = 0.3 H = 0.5 H = 0.7 H = 0.9

Correlated OU processes

Joint OU density

Probability flow ODE trajectories

X0 XT

X0 XT

dXt = µ(t)Xtdt + g(t)dB̂H
t

dZt =
[
F(t)Zt − G(t)G(t)T∇z log pt(Zt)
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Known guiding score function

Figure 1: Each data dimension transitions to a known prior distribution through a forward
process that approximates a fractional diffusion process. The Hurst index H on the LHS
interpolates between the roughness of a Brownian driven SDE and the underlying integration in PF
ODEs. The driving noise process is a linear combination of the correlated processes on the RHS, all
driven by the same Brownian motion. The score function of these augmenting processes is available
in closed form and serves as guidance for the unknown score function.

audio samples [7, 8], 3D objects [9, 10] or textures [11], medical images [12], aerospace applications
[13], and DNA sequence design [14, 15]. Despite these successes, modern score-based generative
models formulated in continuous-time [16] face limitations due to their reliance on a simplistic
driving noise, the Brownian motion (BM) [17, 18, 19]. As a light-tailed process, using BM can
results in slow convergence rates and susceptibility to mode-collapse, especially with imbalanced
data [20]. Additionally, its purely Markovian nature may also make it hard to capture the full
complexity and richness of real-world data. All these attracted a number of attempts for involving
different noise types [20, 21]. In this paper, we propose leveraging fractional noises, particularly the
renowned non-Markovian fractional BM (fBM) [22, 23] to drive diffusion models. fBM extends BM
to stationary increments with a more complex dependence structure, i.e., long-range dependence vs.
roughness/regularity controlled by a Hurst index, a measure of "mild" or "wild" randomness [24].
This all comes at the expense of computational challenges and intractability of inference, mostly
stemming from its non-Markovian nature. Moreover, deriving a reverse-time model poses theoretical
challenges, as fBM is not only non-Markovian but also not a semimartingale [25]. To overcome
these limitations, we leverage recent works in Markov approximations of fBM (MA-fBM) [26, 27]
and establish a framework for training continuous-time score-based generative models using an
approximate fractional diffusion process, as well as generating samples from the corresponding
tractable reverse process. Notably, our method maintains the same number of score model evaluations
during both training and data generation, with only a minimal increase in computational load. Our
contributions are:
• We derive the time-reversal of forward dynamics driven by a Markovian approximation of fractional

Brownian motion in a way that the dimensionality of the unknown part of the score function matches
that of the data.

• We derive an explicit formulae for the marginals of the conditional forward process via a continuous
reparameterization trick.

• We introduce a novel augmented score matching loss for learning the score function in our
generative fractional diffusion model, which can be minimized by a score model of data-dimension.

Our experimental evaluation validates our contributions, demonstrating the gains of correlated-noise
with long-term memory, approximated by a combination of a number of Markov processes, where
the amount of processes further control the diverstiy.

Differentiation from existing work. Yoon et al. [20] generalizes score-based generative models from
an underlying BM to a driving Lévy process, a stochastic process with independent and stationary
increments. A driving noise with correlated increments is not included in the framework of Yoon et al.
[20]. Conceptually, every Lévy process is a semimartingale [28]. Since fBM is not a Lévy process,
it is not included in the framework of Yoon et al. [20]. The closest work to ours is Tong et al. [29]
constructing a neural-SDE based on correlated noise and using the neural SDE as a forward process
of a score-based generative model. Our framework with exact reverse-time model is based on the
integral representation of fBM derived in Harms and Stefanovits [26] and the optimal approximation
coefficients of Daems et al. [27], while the fractional noise in [29] is sparsely approximated by a
linear combination of independent standard normal random variables without exact reverse-time

2

25470https://doi.org/10.52202/079017-0802



model. Moreover, the framework of Tong et al. [29] is limited to H > 1
3 and only compatible with the

Euler-Maruyama sample schema [30] while our framework is up to numerical stability applicable for
any H ∈ (0, 1) and compatible with any suitable SDE or ODE solver. To the best of our knowledge,
we are the first to build a framework for continuous-time score-based generative models that includes
driving noise processes converging to non-Markovian processes with infinite quadratic variation.

2 Background
Modeling the distribution transforming process of a score-based generative model through stochastic
differential equations (SDEs) [16] offers a unifying framework to generate data from an unknown
probability distribution. Instead of injecting a finite number of fixed noise scales via a Markov
chain, infinitely many noise scales tailored to the continuous dynamics of the Markov process
X = (Xt)t∈[0,T ] are utilized during the distribution transformation, offering considerable practical
advantages over discrete time diffusion models [16]. The forward dynamics, transitioning from a data
sample X0 ∼ p0 to a tractable noise sample XT ∼ pT are specified by a continuous drift function f
and a continuous diffusion coefficient g. These dynamics define a diffusion process that solves the
SDE

dXt = f(Xt, t)dt+ g(t)dBt, X0 ∼ p0 (1)

driven by a multivariate BM B. To sample data from noise, a reverse-time model is needed that
defines the backward transformation from the tractable noise distribution to the data distribution.
Whenever X = (Xt)t∈[0,T ] is a stochastic process and g is a function on [0, T ], we write Xt = XT−t

for the reverse-time model and ḡ(t) = g(T − t) for the reverse-time function. The marginal density
of the stochastic process X at time t is denoted by pt throughout this work2. Remarkably, an exact
reverse-time model to the forward model in eq. (1) is given by the backward dynamics [31, 32, 33]

dXt =
[
f̄(Xt, t)− ḡ2(t)∇x log p̄t(Xt)

]
dt+ ḡ(t)dBt, X0 = XT ∼ pT , (2)

where the only unknown is the score function ∇x log pt, inheriting the intractability from the
unknown initial distribution p0. In addition to the stochastic dynamics, the reverse-time model
provides deterministic backward dynamics via an ordinary differential equation (ODE) by the so
called probability flow ODE (PF ODE) [16]

dx̄t =

[
f̄(x̄t, t)−

1

2
ḡ2(t)∇x log p̄t(x̄t, t)

]
dt, xT ∼ pT . (3)

Stochasticity is only injected into the system through the random initialization xT ∼ pT , implying a
deterministic and bijective map from noise to data [16]. Conditioning the forward process on a data
sample x0 ∼ p0 results for linear f(·, t) in a tractable Gaussian forward process with conditional
score function ∇x log p0t(x|x0) in closed form. To approximate the exact reverse-time model, this
tractable score function is used to train a time-dependent score model Sθ via score matching [34, 35].
Upon training, any solver for SDEs or ODEs can be utilized to generate data from noise by simulating
the stochastic or deterministic backward dynamics of the reverse-time model with Sθ ≈ ∇x log p.

Simulation error of the reverse-time model. The two main sources of error when simulating
the reverse-time model are the approximation error due to Sθ only approximating ∇x log p, and
the discretization error, which arises from transitioning from continuous-time to discrete steps.
Simulating the PF ODE with the Euler method over N ∈ N equidistant time steps results in a global
error of order N−1 [36]. In contrast, the expected global error for simulating the SDE using the
Euler-Maruyama method is of a lower order N− 1

2 , indicating a larger error for the same number of
steps [30, 36]. From this perspective it is reasonable that sampling from the PF ODE requires fewer
steps. Yet, the source of qualitative differences between sampling from the ODE and the SDE [16]
remains unclear.

A pathwise perspective on sampling. The roughness of a path can be measured by its Hölder
exponent 0 < δ ≤ 1 [37]. For example, BM as the integrator in the backward dynamics eq. (2)
has δ-Hölder continuous paths for any 0 < δ < 1

2 , whereas the integrator t 7→ t of the PF ODE
eq. (3) can be regarded as a Hölder continuous path with exponent δ = 1. Therefore, from a pathwise
perspective, we move away from a rough path when we sample using the PF ODE. An unexplored
topic in score-based generative models is the interpolation between the SDE and the PF ODE in terms

2See Appendix I for the notational conventions of this work.

3

25471 https://doi.org/10.52202/079017-0802



of the Hölder exponent. It remains to be examined whether there is, to some extent, an optimal degree
of Hölder continuity in between, or if an even rougher path with δ ≪ 1

2 could yield an advantageous
data generator.

The process that naturally arises from this line of thought is fBM [22, 23] with Hurst index H ∈ (0, 1),
where almost all paths are Hölder continuous for any exponent δ < H , controlled by H . In terms
of roughness, the Hurst index interpolates between the paths of Brownian driven SDEs and those
of the underlying integration in PF ODEs, while also offering the potential for even rougher paths.
Motivated by these observations, we define a novel score-based generative model with underlying
dynamics that approximate a fractional diffusion process.

3 Fractional driving noise
Before describing the challenges in defining a score-based generative model with control over the
roughness of the distribution transforming path, we introduce fBM. The literature distinguishes
between “Type I” fBM and “Type II” fBM [38] having stationary and non-stationary increments,
respectively. The type II fBM, also called Riemann-Liouville fBM, possesses smaller deviations
from its mean, potentially an advantageous property for a driving noise of a score-based generative
model, since large deviations of the sampling process to the data mean can lead to sample artifacts
[39]. Here and in the experiments we focus on type II fBM. However, our theoretical framework
generalizes to both types as detailed in Appendix A. The empirical study of a score-based generative
model approximating a fractional diffusion process driven by type I fBM is dedicated to future work.
We begin with the definition of Riemann-Liouville fBM [22], a generalization of BM permitting
correlated increments.
Definition 3.1 (Type II Fractional Brownian Motion [22]). Let B = (Bt)t≥0 be a standard Brownian
Motion (BM) and Γ the Gamma function. The centered Gaussian process

BH
t =

1

Γ(H + 1
2 )

∫ t

0

(t− s)H− 1
2 dBs, t ≥ 0, (4)

uniquely characterized in law by its covariances

E
[
BH

t BH
s

]
=

1

Γ2(H + 1
2 )

∫ min{t,s}

0

((t− u)(s− u))H− 1
2 du, t, s ∈ [0,∞) (5)

is called type II fractional Brownian motion (fBM) with Hurst index H ∈ (0, 1).

BM being the unique continuous and centered Gaussian process with covariance min{t, s} is recov-
ered for H = 0.5, since Γ(1) = 1. In comparison to the purely Brownian setting with independent
increments (diffusion), the path of BH becomes more smooth for H > 0.5 due to positively correlated
increments (super-diffusion) and more rough for H < 0.5 due to negatively correlated increments
(sub-diffusion). These three regimes are reflected in the Hölder exponent of δ < H for almost all
paths.

Generalization challenges. The most challenging part in defining a score-based generative model
driven by fBM is the derivation of a reverse-time model. Due to its covariance structure, fBM is
not a Markov process [40] and the shift in the roughness of the sample path leads to changes in its
quadratic variation: from t in the purely Brownian (diffusion) regime to zero in the smooth regime,
and to infinite in the rough regime [30]. For that reason fBM is neither a Markov process nor a
semimartingale [25] for all H ̸= 0.5. Hence, we cannot make use of the Markov property or the
Kolmogorov equations (Fokker-Planck) that are used to derive the reverse-time model of Brownian
driven SDEs [31, 32, 33]. See Appendix H for a more illustrative view of the problem. The existence
of a reverse-time model can be proven in the smooth regime of fBM [41]. However, due to the
absence of an explicit score function in Darses and Saussereau [41] it does not provide a sufficient
structure to train a score-based generative model.

To overcome this difficulty we follow [26, 27] and define the driving noise of our generative model
by a linear combination of Markovian semimartingales. The approximation is based on the exact
infinite-dimensional Markovian representation of fBM given in Theorem A.2.
Definition 3.2 (Markov approximation of fBM [26, 27]). Choose K ∈ N Ornstein–Uhlenbeck (OU)
processes

Y k
t =

∫ t

0

e−γk(t−s)dBs, k ∈ N, t ≥ 0, (6)

4
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with speeds of mean reversion γ1, ..., γK and dynamics dY k
t = −γkY

k
t dt + dBt. Given a Hurst

index H ∈ (0, 1) and a geometrically spaced grid γk = rk−n with r > 1 and n = K+1
2 we call the

process

B̂H
t :=

K∑
k=1

ωkY
k
t , H ∈ (0, 1), t ≥ 0, (7)

Markov-approximate fractional Brownian motion (MA-fBM) with approximation coefficients
ω1, ..., ωK ∈ R and denote by B̂H = (B̂H

1 , ..., B̂H
D ) the corresponding D-dimensional process

where B̂H
i and B̂H

j are independent for i ̸= j inheriting independence from the underlying standard
BMs Bi and Bj .

Our framework is conceptually independent of the specific choice of spatial grid and approximation
coefficients. To achieve strong convergence rates with a high polynomial order in K for H < 0.5 in
the driving noise to fBM, one may follow the approach outlined in Harms [42]. Consequently, our
framework includes driving noise processes that converge to non-Markovian processes with infinite
quadratic variation. For computational efficiency, we instead follow the approach of Daems et al.
[27] to choose the L2(P) optimal approximation coefficients for a given K, achieving empirically
good results in approximating fBM, even with a small number of OU processes.
Proposition 3.3 (Optimal Approximation Coefficients [27]). The optimal approximation coefficients
ω = (ω1, ..., ωK) ∈ RK for a given Hurst index H ∈ (0, 1), a terminal time T > 0 and a fixed
geometrically spaced grid to minimize the L2(P)-error

E(ω) :=

∫ T

0

E
[(

BH
t − B̂H

t

)2]
dt (8)

are given by the closed-form expression Aω = b with

Ai,j :=
2T + e−(γi+γj)T−1

γi+γj

γi + γj
, bk :=

T

γ
H+ 1

2

k

P

(
H +

1

2
, γkT

)
−

H + 1
2

γ
H+ 3

2

k

P

(
H +

3

2
, γkT

)
(9)

and where P (z, x) = 1
Γ(z)

∫ x

0
tz−1e−tdt is the regularized lower incomplete gamma function.

MA-fBM serves as the driving noise of our generative model, replacing BM in the distribution
transforming process solving eq. (1), approximating a fractional diffusion process. See Figure 1 for
an illustration of the underlying processes.

4 A score-based generative model based on fractional noise
In this section, we define a continuous-time score-based generative model driven by MA-fBM. A
detailed treatment of the theory can be found in Appendix A. We begin with the forward dynamics,
transitioning data to noise.

Definition 4.1 (Forward process). Let B̂H be a D-dimensional MA-fBM with Hurst index H ∈ (0, 1).
For continuous functions µ : [0, T ] → R and g : [0, T ] → R we define the forward process
X = (Xt)t∈[0,T ] of a generative fractional diffusion model (GFDM) by

dXt = µ(t)Xtdt+ g(t)dB̂H
t , X0 = x0 ∼ p0, t ∈ [0, T ], (10)

where p0 is the unknown data distribution from which we aim to sample from.

Considering both the forward process as well as the OU processes defining the driving noise B̂H ,
we have for every data dimension an augmented vector of correlated processes (X,Y 1, . . . , Y K),
driven by the same BM, approximating the time-correlated behavior of a one-dimensional fractional
diffusion process [27]. We denote the stacked process of the D augmented vectors as Z = (Zt)t∈[0,T ]

and refer to the resulting D(K+1)-dimensional process as the augmented forward process. Rewriting
the dynamics of the forward process we observe that the augmented forward process Z solves a linear
SDE. Hence, Z|x0, the augmented forward process conditioned on a data sample x0 ∼ p0, is a linear
transformation of BM. Thus Z|x0 is a Gaussian process and so is X|x0 [43]. For each dimension
1 ≤ d ≤ D, we have a system of K + 1 trajectories that transform x0,d according to the augmented
forward process with D = 1, following the dynamics

dZt = F(t)Ztdt+G(t)dBt, (11)

5
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where all K + 1 processes are driven by the same one-dimensional BM B with matrix valued
functions F and G defined in Appendix A.2. To efficiently sample for every t ∈ (0, T ] from the
conditional augmented forward distribution during training, we characterize its marginal statistics.

Derivation of marginal statistics. The marginal mean E[Xt|x0] = x0 exp(
∫ t

0
µ(s)ds) of the

conditional forward process is unaffected by changing the driving noise to MA-fBM, and the
mean of the augmenting OU processes is zero. See Appendix A.2 for a detailed derivation of
the marginal statistics of the augmenting processes. The missing components in the marginal
covariance matrix Σt of the conditional augmented forward process Z|x0 are the marginal variance
of the forward process and the marginal correlation between the conditional forward process and
the augmenting processes. We derive by reparameteriziation an explicit formula for the marginal
variance of the conditional forward process. This generalizes the formula for the perturbation kernel
p0t(x|x0) = N (x; c(t)x0, c

2(t)σ2(t)ID) given in Karras et al. [44] to a driving MA-fBM and is
reminiscent of the reparameterization trick used in discrete time.
Proposition 4.2 (Continuous Reparameterization Trick). The forward process X of GFDM condi-
tioned on x0 ∈ RD admits the continuous reparameterization

Xt = c(t)

(
x0 +

∫ t

0

α(t, s)dBs

)
∼ N (c(t)x0, c

2(t)σ2(t)ID) (12)

with c(t) = exp
(∫ t

0
µ(s)ds

)
and σ2(t) =

∫ t

0
α2(t, s)ds where α is given by

α(t, s) =

K∑
k=1

ωk

[
g(s)

c(s)
− γk

∫ t

s

fk(u, s)du

]
, fk(u, s) =

g(u)

c(u)
e−γk(u−s). (13)

Sketch of Proof. Reparameterization of the forward dynamics in eq. (10) and the Stochastic Fubini
Theorem yields the Gaussian process Xt = c(t)(x0 +

∫ t

0
α(t, s)dBs) with variance V [Xt] =

c2(t)
∫ t

0
α2(t, s)ds by Itô isometry. See Theorem A.3 for the full proof.

By the above definition of α, we retrieve the perturbation kernel of the purely Brownian setting given
in Karras et al. [44, Equation 12] for K = 1, γ1 = 0 and ω1 = 1 . When, depending on the choice
of forward dynamics,

∫ t

0
α(t, s)ds is not accessible in closed form, Σt can be described by an ODE

and solved numerically as described in Appendix B. Thus our method admits any choice of forward
dynamics in terms of µ and g.

Explicit fractional forward dynamics. Although our framework is not bound to any specific
dynamics, this work’s empirical evaluation focuses on Fractional Variance Exploding (FVE) dynamics
given by

dXt = σmin

(
σmax

σmin

)t√
2 log

σmax

σmin
dB̂H

t , t ∈ [0, T ] (14)

with (σmin, σmax) = (0.01, 50) and Fractional Variance Preserving (FVP) dynamics given by

dXt = −1

2
β(t)Xtdt+

√
β(t)dB̂H

t , t ∈ [0, T ] (15)

with β(t) = β(t) = β̄min + t
(
β̄max − β̄min

)
and (β̄min, β̄max) = (0.1, 20) [16]. Leveraging the

continuous reparameterization trick we derive in Appendix B the conditional marginal covariance
matrix of FVE in closed form. To the best of our knowledge, the integral in eq. (13), needed to
compute α in the setting of FVP dynamics, is not accessible in closed form. Therefore, we use a
numerical ODE solver to estimate this quantity for FVP dynamics. See Appendix B for details on the
computation of the marginal variances and an illustration of the resulting variance schedules.

The reverse-time model. We observe that the augmented forward dynamics of GFDM are already
encompassed in the general framework presented in Song et al. [16, Appendix A], although they
differ from the Variance Exploding (VE), Variance Preserving (VP), and sub-VP dynamics discussed
therein. To simplify notation, we use pt here to denote the marginal density of both Zt and Xt. The
specific density referred to will be clear from the context. By the significant results of [31, 32, 33],
the reverse-time model of GFDM is given by the backward dynamics

dZt =
[
F(t)Zt −G(t)G(t)T∇z log pt(Zt)

]
dt+G(t)dBt, t ∈ [0, T ]. (16)

6
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However, a direct application of [16] would require to train a score model with input and output
dimension of D(K + 1). By proposing augmented score matching below, we show that learning a
score model with input and output dimension D is sufficient, enabling the use of the same highly
curated model architecture as in traditional diffusion models to approximate the score function.

Augmented score matching. We condition the score function ∇z log pt on a data sample x0 ∼ p0
and additionally on the states of the stacked vector Y[K]

t := (Y1
t , ...,Y

K
t ) of augmenting processes.

To train our time-dependent score model sθ we propose the augmented score matching loss

L(θ) := Et

{
E
(X0,Y

[K]
t )

E
(Xt|Y

[K]
t ,X0)

[
∥sθ(Xt −

∑
k

ηk
t Y

k
t , t)−∇x log p0t(Xt|Y[K]

t ,X0)∥22

]}
.

(17)
The weights η1t , ..., η

K
t arise from conditioning Zt|x0 on Y

[K]
t and the time points t are uniformly

sampled from U [0, T ]. We show in the following that the optimal sθ w.r.t. the augmented score
matching loss is the L2-optimal approximation of the score function of our reverse-time model.
Proposition 4.3 (Optimal Score Model). Assume that sθ is optimal w.r.t. the augmented score
matching loss L. The score model

Sθ(Zt, t) :=

(
sθ(Xt −

∑
k

ηk
t Y

k
t , t),−η1

t sθ(Xt −
∑
k

ηk
t Y

k
t , t), ...,−ηK

t sθ(Xt −
∑
k

ηYk
t , t)

)
(18)

yields the optimal L2(P) approximation of ∇z log pt(Zt) via

Sθ(Zt, t) +∇z log qt(Y
[K]
t ) ≈ ∇z log pt(Zt). (19)

Sketch of Proof. Using the relation ∇x log p0t = −ηkt ∇yk log p0t and the independence of X0 and
Y

[K]
t yields the claim. See Appendix A.3 for the full proof.

In addition to the result that a score model of data dimension D minimizes the proposed augmented
score matching loss, Proposition 4.3 also implies that GFDM requires the same number of score
model evaluations during sampling from the reverse-time model as traditional diffusion models. This
is because, for a given time point t, we only need to evaluate sθ(·, t) once at Xt −

∑
k η

k
t Y

k
t to

compute Sθ(Zt, t) according to eq. (18), and Sθ is all that is required to approximate the reverse-time
dynamics described below. We provide a thorough quantitative evaluation of compute time in seconds
for GFDM in Appendix F, validating the theoretical reasoning in this section that GFDM incur only
minimal additional computational cost.

Sampling from reverse-time model. Once we trained our score model Sθ via augmented score
matching, we simulate the reverse-time model backward in time and sample from the reverse-time
model via the SDE

dZt =
{
F(t)Zt −G(t)G(t)T

[
Sθ(Zt, t) +∇z log qt(Y

[K]

t )
]}

dt+G(t)dBt, t ∈ [0, T ] (20)

or the corresponding augmented PF ODE [16]

dzt =

{
F(t)zt −

1

2
G(t)G(t)T

[
Sθ(zt, t) +∇z log qt(y

[K]
t )

]}
dt, t ∈ [0, T ], (21)

where we initialize in both cases the reverse dynamics with the centered (non-isotropic) Gaussian Z0

with covariance matrix ΣT . To traverse backward from noise to data, we may deploy any suitable
SDE or ODE solver. In both cases, for each data dimension, we have K+1 trajectories that transform
the Gaussian initialization into an approximate sample of the data distribution. The PF ODE enables
in addition negative log-likelihoods (NLLs) estimation of test data under the learned density [16].
See Appendix G for the computation details of NLLs.
Remark 4.4. We showed in this section that it suffices to approximate a D-dimensional score to
reverse the D(K + 1)-dimensional MA-fBM driven SDE with unknown starting distribution. Since
this holds for any fixed K ∈ N an interesting task is to examine the behaviour of the reverse-time
model as K → ∞ and potentially link it to the dynamics of a reverse-time model of true fBM. To the
best of our knowledge, existence of such a reverse-time model is not known for H < 0.5 and the drift
of the reverse-time model for H > 0.5 lacks sufficient structure to train a score-based generative
model [41].
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FVE(H = 0.5) FID ↓ NLLs Test ↓ VSp ↑

VE (retrained) 10.82 2.73 24.20
K = 1 10.30 2.55 24.22
K = 2 9.89 3.03 24.15
K = 3 9.74 2.93 24.42
K = 4 11.25 3.10 24.54
K = 5 25.51 3.94 23.08

FVP(H = 0.5) FID ↓ NLLs Test ↓ VSp ↑

VP (retrained) 1.44 2.38 23.64
K = 1 2.81 3.90 23.69
K = 2 2.92 4.57 23.63
K = 3 3.51 7.02 23.78
K = 4 1.86 5.71 24.50
K = 5 4.89 7.09 24.56

Table 1: Effect of aug-
menting processes on
conditional image gen-
eration on MNIST for
FVE and FVP dynamics.

MNIST H = 0.9 H = 0.7 H = 0.5 H = 0.1

FID ↓ VSp ↑ FID ↓ VSp ↑ FID ↓ VSp ↑ FID ↓ VSp ↑

BM driven
VE (retrained) - - - - 10.82 24.20 - -
VP (retrained) - - - - 1.44 23.64 - -

MA-fBM driven
FVP(H,K = 1) 2.86 23.56 3.01 23.78 2.81 23.69 2.92 23.59
FVP(H,K = 2) 1.93 24.00 2.30 23.82 2.92 23.63 2.56 23.82
FVP(H,K = 3) 0.72 24.18 2.67 23.96 3.51 23.78 4.87 23.60
FVP(H,K = 4) 1.22 24.76 0.86 24.39 1.86 24.50 6.25 23.89
FVP(H,K = 5) 2.17 25.15 1.36 24.63 4.89 24.56 9.57 23.70

(a) Conditional image generation on MNIST.

CIFAR10 H = 0.9 H = 0.7 H = 0.5 H = 0.1

FID ↓ VSp ↑ FID ↓ VSp ↑ FID ↓ VSp ↑ FID ↓ VSp ↑

BM driven
VE (retrained) - - - - 5.20 3.42 - -
VP (retrained) - - - - 4.85 3.28 - -

MA-fBM driven
FVP(H,K = 1) 4.79 3.53 4.96 3.84 4.19 3.99 4.60 3.46
FVP(H,K = 2) 3.77 3.60 4.17 3.35 4.85 4.04 5.77 3.43
FVP(H,K = 3) 14.22 3.38 6.12 3.39 6.32 3.49 5.95 3.34
FVP(H,K = 4) 29.72 3.67 8.35 3.24 8.85 3.65 5.02 3.26
FVP(H,K = 5) 69.06 6.61 35.91 5.20 96.54 7.30 7.38 3.11

(b) Conditional image generation on CIFAR10.

Table 2: FID and pixel-wise diversity VSp of GFDM compared to the original setting of purely
Brownian driven VE and VP. In bold the scores that are better than both purely Brownian driven
dynamics. The overall best scores within the experiment are boxed in, indicating that the highest
scores on both datasets are achieved in the super-diffusive regime for H = 0.9.

5 Experiments
We conduct experiments on MNIST and CIFAR10 to evaluate the ability of GFDM to generate real
images. First, we measure the quality and the pixel-wise diversity of the generated images across
different numbers of augmenting processes and various Hurst indices, showing that the super-diffusive
regime with H > 0.5 yields better performance compared to the purely Brownian driven dynamics.
Second, we further evaluate the best performing models in terms of class-wise image quality and
class-wise distribution coverage. We measure image quality by the Frechét Inception Distance (FID)
[45] and the Inception score (IS) [46], pixel-wise diversity by the pixel Vendi Score (VSp) [47]
and class-wise distribution coverage by improved recall (Recall) [48]. See Appendix D for the
implementation details and additional experimental results. We begin with the empirical evaluation
of how the augmenting processes affect performance on MNIST.

Effect of augmentation on MNIST. To isolate the effect of the augmenting processes on MNIST
while minimally adapting the driving noise distribution, we fix H = 0.5 so that the weighted sum
of the augmenting processes approximates BM, rather than fBM. We observe an increase of the
pixel-wise diversity VSp for both FVE and FVP dynamics, with increasing K. In Table 1 we can
observe that VSp increases from 24.20 to 24.54 for FVE dynamics and from 23.64 to 24.56 for FVP
dynamics. The enhanced pixel-wise diversity on MNIST comes at the cost of a reduced likelihood of
test data under the learned density, indicated by a higher NLLs for more augmenting processes.

Quality results across different Hurst indices. On both, MNIST and CIFAR10, we obtain the
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Figure 2: Comparison of the super-diffusive
regime and purely Brownian dynamics in
terms of average FID over three rounds of
sampling plotted across different NFEs.

best performance in terms of FID and VSp in the
super-diffusive regime with H = 0.9 and FVP dy-
namics. On MNIST we achieve state of the art FID
of 0.72, compared to an FID of 1.44 with the purely
Brownian VP dynamics (Table 2a). Comparing FVP
to the best-performing purely BM driven VP dynam-
ics, we observe not only an improvement in quality
but also an increase in pixel-wise diversity from 23.64
to 24.18, as measured by VSp . In Table 2b we ob-
serve the same behaviour on CIFAR10. The best
performing configuration in terms of FID and pixel-
wise diversity is achieved for FVP(H = 0.9,K = 2)
with an FID of 3.77 instead of 4.85 and an VSp of
3.60 instead of 3.28. Additionally, in Figure 7, we
show the FID evolution of the super-diffusive regime
for various numbers of augmenting processes, showing a similar pattern that either that K = 2 or
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Metric Dynamics airplane automobile bird cat deer dog frog horse ship truck

FID ↓ VP 15.29 12.06 14.08 18.08 10.68 16.92 16.48 12.49 10.74 10.57
FVP(H = 0.7, K = 2) 14.67 9.55 14.02 16.97 11.05 17.14 16.43 10.97 9.91 8.81
FVP(H = 0.9, K = 2) 14.37 8.94 14.18 16.38 10.52 16.76 15.37 10.28 10.04 8.76

Recall ↑ VP 0.6814 0.6186 0.6860 0.6466 0.7002 0.6730 0.6758 0.6392 0.6468 0.5982
FVP(H = 0.7K = 2) 0.6838 0.6436 0.6870 0.6712 0.7140 0.6844 0.6922 0.6764 0.6550 0.6508

FVP(H = 0.9, K = 2) 0.7038 0.6614 0.7188 0.6842 0.7284 0.7096 0.7104 0.6806 0.6772 0.6852

Table 3: The class-wise image quality and class-wise distribution coverage of the super-diffusive
regime FVP(H = 0.9,K = 2) compared to the purely Brownian VP dynamics.

Figure 4: Visual compari-
son of PF ODE samples.
(LHS) Purely Brownian VP
dynamics. (RHS) Super-
diffusive regime FVP(H =
0.9,K = 2).

K = 3 yields the best performance across different datasets and dynamics. Evaluating the perfor-
mance with different number of sampling steps in Figure 2 shows that the super-diffusive regime with
K = 2 saturates already at 500 number of function evaluations (NFEs) on a lower level than both
purely Brownian driven dynamics VP and VE. See Figure 2 in Appendix D for the exact FID values.

Class-wise distribution coverage. We evaluate the capability to generate samples from different
classes in terms of FID and class-wise distribution coverage, measured by Recall, comparing the
best-performing purely Brownian driven dynamics to the super-diffusive regime with K = 2. In
Table 3 we observe that the super-diffusive regime with K = 2 outperforms in both FID and Recall,
where H = 0.7 and H = 0.9 achieve better class-wise FID for all but two and one class, respectively
(deer and dog for H = 0.7, bird for H = 0.9). Additionally, the super-diffusive regime shows
improved class-wise distribution coverage, as indicated by a higher Recall across all classes. Overall,
both H = 0.7 and H = 0.9 perform significantly better in terms of distribution coverage than VP
dynamics, H = 0.9 being the best performing model.

Sampling with the augmented probability flow ODE. We compare the performance of sampling

FID ↓ IS ↑ VSp ↑
Sampled with SDE
VE (retrained) 5.20 9.60 3.42
VP (retrained) 4.85 9.64 3.28
FVP(H = 0.7,K = 2) 4.17 9.51 3.35
FVP(H = 0.9,K = 2) 3.77 9.41 3.60

Sampled with PF ODE
VE (retrained) 6.40 9.22 3.14
VP (retrained) 5.63 9.23 3.91
FVP(H = 0.7,K = 2) 12.23 9.73 4.38
FVP(H = 0.9,K = 2) 12.26 9.55 4.89

Figure 3: Quantitative performance com-
parison of SDE and PF ODE sampling.

via the PF ODE for the best performing models from
above. For MA-fBM driven dynamics, we have K + 1
deterministic trajectories for each pixel, traversing from
noise to data. As shown in Figure 3, the PF ODE asso-
ciated with purely Brownian dynamics outperforms the
super-diffusive regime in terms of FID, while the super-
diffusive regime achieves the overall highest pixel-wise
diversity of VSp = 4.89 confirmed mildly perceptually in
Figure 4. See Appendix E for additional visualization of
the generated data.

Our experiments show that, compared to purely Brownian
dynamics, the super-diffusive regime of MA-fBM yields
higher image quality with fewer NFEs, improved pixel-
wise diversity and better distribution coverage.

6 Related work

Diffusion models in continuous-time. The seminal work of Song et al. [16] offers a unifying
framework modeling the distribution transforming process by a stochastic processes in continuous-
time with exact reverse-time model. Extensive research has been carried out to examine [44, 49, 50]
and extend [39, 51, 52, 53, 54, 55] the continuous-time view on generative models through the lens of
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SDEs, including deterministic corruptions [56] and blurring diffusion [57]. While critic on this view
question the usefulness of the theoretical superstructure [58], others extend in line with our work the
theoretical framework to new types of underlying diffusion processes [59]. Conceptually similar to
our work,Yoon et al. [20] generalizes the score-based generative model from an underlying Brownian
motion to a driving Lévy process, thereby dropping the Gaussian assumptions on the increments.
In contrast to our work, the framework of Yoon et al. [20] does not include correlated increments.
Importantly, every Lévy process is a semimartingale, which means that fBM is not a Lévy process.

Fractional noises in machine learning. Recently, Hayashi and Nakagawa [60] considered neural-
SDEs driven by fractional noise. Yet they do not study diffusion models. The closest work to our work,
Tong et al. [29] approximated the type-II fBM with sparse Gaussian processes constructing a neural
SDE as a forward process of a score-based generative model, without exact reverse-time dynamics.
Unfortunately, they are also limited to Euler-Maruyama solvers and to the case of H > 1/3, while our
framework is up to numerical stability applicable for any H ∈ (0, 1) and compatible with any suitable
SDE or ODE solver. Daems et al. [27], who inspired our Markov-approximate noise, includes a more
elaborate discussion as well as a variational inference framework for MA-fBM.

Rough path theory. The pathwise analysis of SDEs driven by processes with a Hölder exponent less
than 0.5, including fBM for H < 0.5 and BM, is encompassed by rough path theory [37]. Rough
path theory is applied in machine learning in several ways including (i) deriving stability bounds for
the trained weights of a residual neural network [61], (ii) enabling rough control of neural ODEs
[62], and (iii) modeling long time series behavior via neural rough differential equations [63, 64]. In
finance the famous Black-Scholes model [65] is driven by BM, while more recent continuous-time
models employ fractional noise to model price processes [66, 67] or rough volatility [68, 69] to more
closely mimic real-world behavior.

7 Conclusion

In this work, we propose a generalized framework of continuous-time score-based generative mod-
els, introducing a novel generative model driven by MA-fBM with control over the roughness of
distribution transformation paths via augmenting processes. Despite the increased dimensionality
of the forward process, learning a score model with the dimensionality of the data distribution,
guided by the marginal known score of the augmenting processes, is sufficient. Consequently, both
training and sampling is efficient. Our experimental results show that the super-diffusive regime
of our MA-fBM driven dynamics achieves superior performance in terms of FID and pixel-wise
diversity. Additionally, the FID saturates at a lower level with fewer function evaluations compared to
purely Brownian driven dynamics. The super-diffusive regime also improves class-wise distribution
coverage, as measured by Recall. Based on these results, GFDM offers a promising alternative to
traditional diffusion models for generating data from an unknown distribution.

Limitations and future work. Several practical and theoretical questions remain open. While
we draw our conclusions from experiments conducted on MNIST and CIFAR10, generalizing the
observed behavior to other datasets and data modalities may not be valid. In future work, we aim to
empirically and theoretically determine the optimal degree of correlated noise, and thus the optimal
Hurst index, for training and sampling across different data modalities. Beyond image data, a
particularly interesting modality could be the generation of rough time series data using dynamics of
the sub-diffusive regime. A theoretical open question is the limiting behavior of GFDM’s reverse
dynamics with infinitely many augmenting processes and whether this limit is connected to the
reverse time model for true fBM. An intriguing extension would be to adapt the dynamics of our
framework to switch between two unknown distributions. This adaptation would enable the use
of MA-fBM driven dynamics in the sciences to model real-world evolution between two states of
unknown distributions. This is a promising direction, as the assumption of independent increments in
real-world noise processes is often too strong.

Broader impact. Our contribution advances generative modeling by introducing a specific driving
noise process to improve the learning of an unknown distribution. This conceptual work aims
to support impactful applications of generative modeling, such as molecular structure generation,
medical imaging, drug discovery, and DNA sequence design. However, we acknowledge that
generative models can reflect biases in the datasets they are trained on and may pose risks, including
misuse for human impersonation and the spread of fake content.
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A The mathematical framework of generative fractional diffusion models

In this section we provide the mathematical details of the score-based generative model defined
in the main paper. The driving noise of the underlying stochastic process is based on the affine
representation of fractional processes from Harms and Stefanovits [26] and further simplified by the
closed form expression to determine optimal approximation coefficients of Daems et al. [27].

A.1 A Markovian representation of fractional Brownian motion

We begin with the definition of type I fractional Brownian motion, defined on the whole real line,
possessing correlated increments that are in contrast to type II fractional Brownian motion stationary.
Definition A.1 (Type I Fractional Brownian Motion [23]). Let (Ω,F ,P) be a complete probability
space equipped with a complete and right continuous filtration {Ft} and Γ the Gamma function. For
two standard independent {Ft}-Brownian motions (BMs) B̃ and B the centered Gaussian process
WH = (WH

t )t∈R with

WH
t :=

1

Γ(H + 1
2 )

∫ 0

−∞
((t− s)H− 1

2 − (−s)H− 1
2 )dB̃s +

1

Γ(H + 1
2 )

∫ t

0

(t− s)H− 1
2 dBs (22)

uniquely characterized in law by its covariances

E
[
WH

t WH
s

]
=

1

2

[
t2H + s2H − (t− s)2H

]
, t ≥ s > 0 (23)

is called type I fractional Brownian motion (fBM) with Hurst index H ∈ (0, 1).

Type II fBM from the main paper is retrieved by setting the additionally defined BM B̃ on the negative
real line to zero. Therefore, the difference to type II fBM is the stochastic integral w.r.t. B̃ that yields
stationary increments and a non trivial distribution at t = 0. For H = 0.5, the process is a BM and
has thus independent increments. For H ∈ (0, 1) \ { 1

2}, the process possesses correlated increments
and, compared to BM, smoother paths for H > 0.5 due to positively correlated increments (super-
diffusion) and rougher paths for H < 0.5 due to negatively correlated increments (sub-diffusion).
These three regimes reflect for type I fBM in the same change of quadratic variation from t to zero
quadratic variation in the smooth regime and to infinite quadratic variation in the rough regime [30].
To prepare the approximation of the non-Markovian and non-semimartingale fBM [25] via Markovian
semimartingales, define for every γ ∈ (0,∞) the Ornstein-Uhlenbeck process Y γ given by

Y γ
t := Y γ

0 e−tγ +

∫ t

0

e−γ(t−s)dBs, t ≥ 0, Y0 :=

∫ 0

−∞
esγdB̃s, (24)

with speed of mean reversion γ and non trivial starting value in contrast to the OU processes defined
in eq. (6) of the main paper. By Itô’s product rule [30], the process Y γ solves the same SDE

dY γ
t = −γY γ

t dt+ dBt, Y0 =

∫ 0

−∞
esγdB̃s, (25)

with different starting value. According to Harms and Stefanovits [26] we represent fBm by an
integral over the predefined family of Ornstein-Uhlenbeck processes.
Theorem A.2 (Markovian representation of fBM [26, 27]). The non-Markovian process WH permits
the infinite-dimensional Markovian representation

WH
t =

{∫∞
0

(Y γ
t − Y γ

0 ) ν1(γ)dγ, H ≤ 1
2

−
∫∞
0

∂γ (Y
γ
t − Y γ

0 ) ν2(γ)dγ, H > 1
2

(26)

where

ν1(γ) =
γ−(H+ 1

2 )

Γ(H + 1
2 )Γ(

1
2 −H)

and ν2(γ) =
γ−(H− 1

2 )

Γ(H + 1
2 )Γ(

3
2 −H)

. (27)

Note that we follow Daems et al. [27] in replacing the process Zγ
t := Zγ

0 e
−tγ +

∫ t

0
e−(t−s)γY γ

s ds

from the original theorem throughout this work by Zγ
t = −∂γY

γ
t + (∂γY

γ
0 + Zγ

0 ) e
−tγ . This is
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justified by Harms and Stefanovits [26, Remark 3.5] and simplifies for H > 1
2 the approximation

of fBM and the definition of our generative model, since we only have to reverse the Y γ processes
instead of the pairs (Y γ , Zγ). For Y γ

0 = 0 eq. (26) yields an infinite-dimensional Markovian
representation of type II fBM [27]. The MA-fBM from Definition 3.2 in the main paper becomes for
type I fBM

B̂H
t =

K∑
k=1

ωk

(
Y k
t − Y k

0

)
, H ∈ (0, 1), t ≥ 0 (28)

with non trivial Y0 = (Y 1
0 , ..., Y

1
0 ) that is a centered multivariate Gaussian with covariances

E
[
Y k
0 Y l

0

]
= 1/(γk + γl) [27]. Theorem 3.3 holds true for type I fBM as well with optimal approxi-

mation coefficients given in Daems et al. [27, Proposition 5]. For more details on the properties and
distinction of type I and type II fBM we refer the reader to Daems et al. [27].

A.2 The forward model

We define in the following a score-based generative model approximating a fractional diffusion
process driven by type I fBM. For the remainder of Appendix A we assume Y k

0 =
∫ 0

−∞ esγkdB̃s for
all 1 ≤ k ≤ K where the setting from the main paper with type II fBM is recovered by choosing
Y k
0 = 0 instead. Let B̂H be a D-dimensional MA-fBM with Hurst index H ∈ (0, 1). For continuous

functions µ : [0, T ] → R and g : [0, T ] → R we define the forward process X = (Xt)t∈[0,T ] by

dXt = µ(t)Xtdt+ g(t)dB̂H
t , X0 = x0 ∼ p0, t ∈ [0, T ] (29)

where p0 is an unknown data distribution from which we aim to sample from. Using eq. (25) we note

dB̂H
t = −

K∑
k=1

ωkγkY
k
t dt+

K∑
k=1

ωkdBt, (30)

where B = (B1, ..., Bd) is a multivariate BM. With ω̄ :=
∑K

k=1 ωk we rewrite the dynamics of the
forward process as

dXt =

[
µ(t)Xt − g(t)

K∑
k=1

ωkγkY
k
t

]
dt+ ω̄g(t)dBt, t ∈ [0, T ], (31)

Taking into account the dynamics of the OU processes, we define the augmented forward process
Z = (Zt)t∈[0,T ] by

Zt = (Xt,1, Y
1
t,1, ..., Y

K
t,1, Xt,2, Y

1
t,2, ..., Y

K
t,2, ..., ..., ..., Xt,D, Y 1

t,D, ...Y K
t,D) ∈ RD(K+1) (32)

following the dynamics
dZt = F(t)Ztdt+G(t)dBt (33)

with F(t) = diag(R(t), ...,R(t)) ∈ RD(K+1),D(K+1),

R(t) =

(
µ(t) −g(t)ω1γ1 . . . −g(t)ωKγK
0K −diag(γ1, ..., γK)

)
∈ RK+1,K+1 (34)

and
G(t) = (ω̄g(t)ID ID . . . ID)

T ∈ RD(K+1),D. (35)
For each dimension 1 ≤ d ≤ D, the dynamics of the process transforming x0,d reduce to those of the
augmented forward process with D = 1, given by

dZt = F(t)Ztdt+G(t)dBt, (36)

where the K + 1 processes that transform x0,d are all driven by the same one-dimensional BM B.
The augmented forward process Z conditioned on y1

0, ...,y
K
0 and a data sample x0 ∼ p0 is a linear

transformation of BM and hence a Gaussian process and so is X [43]. Since the integral w.r.t BM has
zero mean, the mean vector of the augmenting processes is E

[
Yk

t

]
= 0d for all 1 ≤ k ≤ K and the

mean of the conditional forward process is the solution of the ODE

∂tE [Xt|x0] = µ(t)E [Xt|x0] (37)

18

25486https://doi.org/10.52202/079017-0802



and hence the marginal mean

E [Xt|x0] = c(t)x0 with c(t) = exp

(∫ t

0

µ(s)ds

)
(38)

is not affected by changing the driving noise to MA-fBM. The marginal covariance matrix Σt

of the conditional augmented forward process can be approximated numerically by solving an
ODE, see Appendix B for details. In addition we present a continuous reparameterization of the
forward process, resulting for some forward dynamics in a closed form solution of the marginal
covariance matrix. Our result generalizes the explicit formula for the perturbation kernel p0t(x|x0) =
N (x; c(t)x0, c

2(t)σ2(t)Id) given in Karras et al. [44].

Proposition A.3 (Continuous Reparameterization Trick). Let x0 be a fixed realisation drawn from p0.
The forward process X = (Xt)t∈[0,T ] conditioned on x0 admits the continuous reparameterization

Xt = c(t)

(
x0 +

∫ t

0

α(t, s)dBs

)
+ c(t)

K∑
k=1

ωkγk

∫ t

0

g(s)

c(s)
e−sγkdsYk

0︸ ︷︷ ︸
=0 for type II fBM since Yk

0=0

(39)

with c(t) = exp
(∫ t

0
µ(s)ds

)
and

α(t, s) = −
K∑

k=1

ωkγk

∫ t

s

g(u)

c(u)
e−γk(u−s)du+ ω̄

g(s)

c(s)
(40)

such that Xt|x0 ∼ N
(
c(t)x0,

[
c2(t)σ2(t) + σ2

K(t)
]
Id
)

is a Gaussian random vector for all t ∈
(0, T ] with

σ2(t) =

∫ t

0

α2(t, s)ds (41)

and

σ2
K = c2(t)

K∑
k=1

γk
2

[
ωk

∫ t

0

g(s)

c(u)
du

]2
(42)

+ 2c2(t)
∑
k<l

ωkωlγkγl
γk + γl

∫ t

0

g(s)

c(s)
e−sγkds

∫ t

0

g(s)

c(s)
e−sγlds (43)

vanishing for an underlying type II fBM.

Proof. By continuity, the functions µ and σ are bounded. Moreover, the processes Y 1
j , ..., Y

K
j posses

continuous, hence bounded, paths and thus∫ t

0

|µ(u)|du < ∞,

∫ t

0

σ2(u)du < ∞ and
∫ t

0

|
K∑
k

ωkγkY
k
t |du < ∞ P− a.s., (44)

where the last integral is understood entrywise. Hence, by Cohen and Elliott [30, Theorem 16.6.1],
the unique solution of the SDE eq. (31) is given explicitly as

Xt = c(t)

(
x0 −

∫ t

0

g(u)

c(u)

[
K∑

k=1

ωkγkY
k
u

]
du+ ω̄

∫ t

0

g(u)

c(u)
dBu

)
, (45)

with c(t) = exp
(∫ t

0
µ(s)ds

)
. Define

J
(
Y

[K]
0 , t

)
:=

K∑
k=1

ωkγk

∫ t

0

g(s)

c(s)
e−sγkdsYk

0 (46)
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and by the definition of Y k
j in (24) we calculate using the Stochastic Fubini Theorem [26]∫ t

0

g(u)

c(u)

[
K∑

k=1

ωkγkY
k
u

]
du =

K∑
k=1

ωkγk

∫ t

0

∫ u

0

g(u)

c(u)
e−γk(u−s)dBsdu+ J(Y

[K]
0 , t) (47)

=

∫ t

0

K∑
k=1

ωkγk

∫ t

s

g(u)

c(u)
e−γk(u−s)dudBs + J

(
Y

[K]
0 , t

)
(48)

and hence

Xt = c(t)

(
x0 −

∫ t

0

g(u)

c(u)

[
K∑

k=1

ωkγkY
k
u

]
du+ ω̄

∫ t

0

g(u)

c(u)
dBu

)
(49)

= c(t)

(
x0 −

∫ t

0

K∑
k=1

ωkγk

∫ t

s

g(u)

c(u)
e−γk(u−s)dudBs + ω̄

∫ t

0

g(u)

c(u)
dBu − J

(
Y

[K]
0 , t

))

= c(t)

(
x0 +

∫ t

0

[
−

K∑
k=1

ωkγk

∫ t

s

g(u)

c(u)
e−γk(u−s)du+ ω̄

g(s)

c(s)

]
dBs − J

(
Y

[K]
0 , t

))

= c(t)x0 + c(t)

∫ t

0

∫ t

0

α(t, s)dBs − c(t)J
(
Y

[K]
0 , t

)
(50)

with

α(t, s) = −
K∑

k=1

ωkγk

∫ t

s

g(u)

c(u)
e−γk(u−s)du+ ω̄

g(s)

c(s)
. (51)

Since α(t, ·) is continuous for every fixed t ∈ [0, T ] we have
∫ t

0
α2(t, s)ds < ∞. Using that the

integral of a bounded deterministic function w.r.t. Brownian motion is a Gaussian process we have by
Itô’s isometry ∫ t

0

α(t, s)dBs ∼ N
(
0d, σ

2(t)Id
)

with σ2(t) =

∫ t

0

α2(t, s)ds. (52)

Therefore, conditional on x0, the random vector Xt is Gaussian with mean vector

mx
t = c(t)x0 + E

[
J(Y

[K]
0 )

]
︸ ︷︷ ︸

=0

= x0 exp

(∫ t

0

µ(s)ds

)
. (53)

Moreover, B̃j and Bj corresponding to the entries of B̃ = (B̃1, ..., B̃d) and B = (B1, ..., Bd) are
independent by Theorem A.1 resulting in the entrywise variance

Σx
t,j,j = c2(t)

∫ t

0

α2(t, s)ds+ σ2
K(t) (54)

with

σ2
K(t) = V

[
J(Y

[K]
0 )j

]
= c2(t)

K∑
k=1

γk
2

[
ωk

∫ t

0

g(s)

c(u)
du

]2
(55)

+ 2c2(t)
∑
k<l

ωkωlγkγl
γk + γl

∫ t

0

g(s)

c(s)
e−sγkds

∫ t

0

g(s)

c(s)
e−sγlds, (56)

where we used again Itô’s isometry to calculate

E
[
Y k
0,jY

l
0,j

]
= E

[∫ 0

−∞
eγksdB̃s,j

∫ 0

−∞
eγlsdB̃s,j

]
=

∫ 0

−∞
e(γk+γl)sds =

1

γk + γl
. (57)

Since the entries of B are independent, we find the covariance matrix

Σx
t =

[
c2(t)σ2(t) + σ2

K(t)
]
Id. (58)
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The preceding proposition generalizes the “reparameterization trick”3 from discrete time to
continuous-time in the sense that

Xtn =
√
ᾱtnx0 +

√
1− ᾱtnϵ, ϵ ∼ N (0d, Id) (59)

used in discrete time [2] with time steps 0 = t0 < ... < tN = T is replaced by our continuous-time
reparameterization

Xt = c(t)

(
x0 +

∫ t

0

α(t, s)dBs

)
+ c(t)

K∑
k=1

ωkγk

∫ t

0

g(s)

c(s)
e−sγkdsYk

0 , (60)

enabling to directly sample Xt|x0 ∼ N (c(t)x0 +
[
c2(t)σ2(t) + σ2

K(t)
]
ID) for a given data sample

x0 and time point t ∈ (0, T ], in case that σ2(t) and σ2
K(t) have a closed form solution. For a complete

characterization of the marginal covariance matrix Σt of the conditioned augmented forward process
we calculate by Itô isometry with X = Xj and Y l = Y l

j for all 1 ≤ j ≤ D, 1 ≤ l ≤ K and any
t ∈ [0, T ]

E
[
XtY

l
t

]
= c(t)

∫ t

0

α(t, s)e−γk(t−s)ds+ c(t)

K∑
l=1

ωkγk
γk + γl

e−γlt

∫ t

0

g(s)

c(s)
e−sγkds (61)

and

E
[
Y k
t Y l

t

]
=

e−(γk+γl)s

γk + γl
+

1− e−(γk+γl)t

γk + γl
=

1

γk + γl
(62)

reducing for type II fBM to

E
[
XtY

l
t

]
= c(t)

∫ t

0

α(t, s)e−γk(t−s)ds and E
[
Y k
t Y l

t

]
=

1− e−(γk+γl)t

γk + γl
. (63)

We denote in the following the stacked vector of the augmenting processes by

Y
[K]
t = (Y 1

t,1, Y
2
t,1, ..., Y

K
t,1, Y

1
t,2, Y

2
t,2, ..., Y

K
t,2, ...., Y

1
t,D, Y 2

t,D, ..., Y K
t,D) ∈ RD(K+1). (64)

The random vector Y[K]
t is a centered Gaussian process with covariance matrix

Λt = diag(Σy
t , ...,Σ

y
t ) ∈ RD·K,D·K , Σy

t ∈ RK,K , [Σy
t ]k,l = E

[
Y k
t Y l

t

]
(65)

where Σy
t does not depend on the dimension 1 ≤ j ≤ D and we write qt for the multivariate Gaussian

density of Y[K]
t . Since we know the distribution of Y[K]

0 , we can directly calculate the corresponding
score function by

∇y[K] log qt

(
Y

[K]
t

)
= −Λ−1

t Y
[K]
t . (66)

A.3 Estimating the score via augmented score matching loss

Conditioning Zt on x0 ∼ p0 and a realisation y
[K]
t of the stacked augmenting processes Y[K]

t defined
in eq. (64) at fixed time t ∈ [0, T ] results in the Gaussian vector X̃t ∼ N (m̃t, Σ̃t) with mean

m̃t = c(t)x0 +

K∑
k=1

ηkt y
k
t , where ηkt =

K∑
l=1

E
[
XtY

l
t

] [
(Σy

t )
−1
]
l,k

(67)

and covariance

Σ̃t =
(
c2(t)σ2(t)− τ2t

)
Id, where τ2t =

K∑
k=1

ηkt E
[
XtY

k
t

]
. (68)

We denote with ∇x log p0t the conditional score function of X̃t and calculate for the gradient w.r.t.
x = (x1, ..., xD) ∈ RD

∇x log p0t(x|y[K]
t ,x0) = −Σ̃−1

t (x− m̃t) = − (x− m̃t)

(c2(t)σ2(t)− τ2t )
. (69)

3See https://lilianweng.github.io/posts/2021-07-11-diffusion-models/ for the derivation
in discrete time.

21

25489 https://doi.org/10.52202/079017-0802

https://lilianweng.github.io/posts/2021-07-11-diffusion-models/


and for the gradient w.r.t. yk = (yk1 , ..., y
k
D) ∈ RD

∇yk log p0t(x|y[K]
t ,x0) = −1

2
∇yk

[
(x− m̃t)

T Σ̃−1
t (x− m̃t)

]
(70)

= −ηkt ∇x log p0t(x|y[K]
t ,x0). (71)

Deploying this relation of ∇x log p0t and ∇yk log p0t we derive the augmenting score matching loss
that reduces the dimensionality of the score model we have to learn to the dimensionality of the data
distribution and results in a score model guided by the the known score function ∇y[K] log qt.
Proposition A.4 (Optimal Score Model). Assume that sθ is optimal w.r.t. the augmented score
matching loss L. The score model

Sθ(Zt, t) :=

(
sθ(Xt −

∑
k

ηk
t Y

k
t , t),−η1

t sθ(Xt −
∑
k

ηk
t Y

k
t , t), ...,−ηK

t sθ(Xt −
∑
k

ηYk
t , t)

)
yields the optimal L2(P) approximation of ∇z log pt(Zt) via

Sθ(Zt, t) +∇z log qt(Y
[K]
t ) ≈ ∇z log pt(Zt). (72)

Proof. Fix t ∈ [0, T ]. We write paugt for the density of Zt, p
aug
0t for the conditional density of Zt on

X0, p0t for the density of X̃t and q0t for the conditional density of Y[K]
t on X0. First note that Y[K]

t
and X0 are independent by assumption and hence qt = q0t. By direct calculations we find

∇x log p
aug
t (Zt) = E

(X0|Xt,Y
[K]
t )

[∇x log p
aug
0t (Zt|X0)] (73)

= E
(X0|Xt,Y

[K]
t )

[
∇x log

(
p0t(Xt|Y[K]

t ,X0)q0t(Y
[K]
t |X0)

)]
(74)

= E
(X0|Xt,Y

[K]
t )

∇x log p0t(Xt|Y[K]
t ,X0) +∇x log qt(Y

[K]
t )︸ ︷︷ ︸

=0d

 (75)

= E
(X0|Xt,Y

[K]
t )

[
∇x log p0t(Xt|Y[K]

t ,X0)
]

(76)

(69)
= E

(X0|Xt,Y
[K]
t )

[
Xt −

∑
k η

k
t Y

k
t − c(t)X0

c2(t)σ2(t)− τ2t

]
. (77)

Hence the best L2(P)-approximation of ∇x log p
aug
t (Zt) is a minimizer of the augmented score

matching loss by

∇x log p
aug
t (Zt)

(77)
= E

(X0|Xt,Y
[K]
t )

[
Xt −

∑
k η

k
t Y

k
t − c(t)X0

c2(t)σ2(t)− τ2t

]
(78)

= argmin
sθ

E
(X0,Y

[K]
t )

E
(Xt|Y[K]

t ,X0)

∥∥∥∥∥sθ(Xt −
K∑

k=1

ηkt Y
k
t , t)−

Xt −
∑

k η
k
t Y

k
t − c(t)X0

c2(t)σ2(t)− τ2t

∥∥∥∥∥
2


(79)

(69)
= argmin

sθ

E
(X0,Y

[K]
t )

E
(Xt|Y[K]

t ,X0)

∥∥∥∥∥sθ(Xt −
K∑

k=1

ηkt Y
k
t , t)−∇x log p0t(Xt|Y[K]

t ,X0)

∥∥∥∥∥
2


(80)

Assume now that sθ is a minimizer of the augmented score matching loss. Similar to the calculation
above we have

∇yk log paugt (Zt) = E
(X0|Xt,Y

[K]
t )

[
∇yk log paug0t (Zt|X0)

]
(81)

= E
(X0|Xt,Y

[K]
t )

[
∇yk log

(
p0t(Xt|Y[K]

t ,X0)q0t(Y
[K]
t |X0)

)]
(82)

= E
(X0|Xt,Y

[K]
t )

[
∇yk log p0t(Xt|Y[K]

t ,X0) +∇yk log qt(Y
[K]
t )

]
(83)

(70)
= −ηkt E(X0|Xt,Y

[K]
t )

[
∇x log p0t(Xt|Y[K]

t ,X0)
]
+∇yk log qt(Y

[K]
t ) (84)

22

25490https://doi.org/10.52202/079017-0802



and hence −ηkt sθ(Xt −
∑

k η
k
t Y

k
t ) + ∇yk log qt(Y

[K]
t ) is the best approximation of

∇yk log paugt (Zt) in L2(P) and the score model

Sθ(Zt, t) :=

(
sθ(Xt −

∑
k

ηk
t Y

k
t , t),−η1

t sθ(Xt −
∑
k

ηk
t Y

k
t , t), ...,−ηK

t sθ(Xt −
∑
k

ηYk
t , t)

)
yields the best L2(P)-approximator of ∇z log pt via

Sθ(Zt, t) +∇z log qt(Y
[K]
t ) ≈ ∇z log pt(Zt). (85)

B Forward sampling

We assume throughout this section type II fBM. Given the marginal covariance matrix Σt of Zt|x0

we uniformly sample first a time point t ∈ (0, T ] and second Zt ∼ N (ẑt,Σt) with

ẑt = (c(t)x0,1, 0, ..., 0, c(t)x0,2, 0, ..., 0, ..., ..., ..., c(t)x0,D, 0, ...0) ∈ RD(K+1) (86)
where we use E [Xt|x0] = c(t)x0 and E

[
Yk

t

]
= 0D. In the following we characterize further the

entries of the marginal covariance matrix Σt. The calculations in this section are straightforward;
nevertheless, we present them in full detail to facilitate easy understanding for the interested reader.
We begin with rewriting σ2 from Proposition 4.2 given by

σ2(t) = c2(t)

∫ t

0

α2(t, s)ds (87)

where

α(t, s) = ω̄
g(s)

c(s)
−

K∑
k=1

ωkγk

∫ t

s

g(u)

c(u)
e−γk(u−s)du (88)

=

K∑
k=1

ωk

(
g(s)

c(s)
− γk

∫ t

s

g(u)

c(u)
e−γk(u−s)du

)
︸ ︷︷ ︸

=:αk(t,s)

. (89)

With

fk(u, s) :=
g(u)

c(u)
e−γk(u−s) and Ik(t, s) :=

∫ t

s

fk(u, s)du (90)

we have

σ2
t = c2(t)

∫ t

0

α2(t, s)ds (91)

= c2(t)

∫ t

0

[
K∑

k=1

ωk

(
g(s)

c(s)
− γk

∫ t

s

fk(u, s)du

)]2
ds (92)

= c2(t)

∫ t

0

(
K∑

k=1

ωkαk(t, s)

)2

ds (93)

= c2(t)

∫ t

0

K∑
i=1,j=1

ωiωjαi(t, s)αj(t, s)ds (94)

=

K∑
i=1,j=1

ωiωjc
2(t)

∫ t

0

αi(t, s)αj(t, s)ds (95)

=

K∑
i=1,j=1

ωiωjc
2(t)

∫ t

0

(
g(s)

c(s)
− γiIi(t, s)

)(
g(s)

c(s)
− γjIj(t, s)

)
ds (96)

=

K∑
i,j=1

ωiωj

{
varB(t)− c2(t)

∫ t

0

[
g(s)

c(s)

(
γiIi(t, s) + γjIj(t, s)

)
− γiγjIi(t, s)Ij(t, s)

]
ds

}
,

(97)
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where

varB(t) = c2(t)

∫ t

0

g2(s)

c2(s)
ds (98)

corresponds to the purely Brownian marginal variance, explicitly calculated for VE and VP in
Song et al. [16]. Using the above derivation, we derive the closed form variance schedule for FVE
dynamics.

Fractional Variance Exploding Fix σmax > σmin > 0 and define r := σmax

σmin
. Following Song et al.

[16] we set
µ(t) ≡ 0 and g(t) = art with a = σmin

√
2 log(r) (99)

such that c(t) = exp(0) = 1 and calculate

Ik(t, s) =

∫ t

s

fk(u, s)du =

∫ t

s

arue−γk(u−s)du = F (t)− F (s) (100)

=
a

ln(r)− γk︸ ︷︷ ︸
ak

(
eln(r)t−γkt+γks − eln(r)s

)
= ak

(
rte−γk(t−s) − rs

)
, (101)

since the derivative of F (u) = akr
ue−γk(u−s) is given by

d

du
F (u) =

d

du

[
akr

ue−γk(u−s)
]
= akr

u ln(r)e−γk(u−s) + akr
ue−γk(u−s)(−γk) (102)

=
a

ln(r)− γk
(ln(r)− γk)(r

ue−γk(u−s)) = arue−γk(u−s). (103)

We calculate for the variance of Xt|x0

V [Xt|x0] =

K∑
i,j=1

ωiωj{varB(t)− aγi

∫ t

0

rsIi(t, s)ds︸ ︷︷ ︸
Ji(t)

−aγj

∫ t

0

rsIj(t, s)ds︸ ︷︷ ︸
Jj(t)

(104)

+ γiγj

∫ t

0

Ii(t, s)Ij(t, s)ds︸ ︷︷ ︸
=Ji,j(t)

} (105)

with

Jk(t) = ak

∫ t

0

rs
(
rte−γk(t−s) − rs

)
ds = ak

∫ t

0

rt+se−γk(t−s)ds− ak

∫ t

0

r2sds (106)

= ak [F1(t)− F1(0)]− ak [F2(t)− F2(0)] = ak

[
r2t − rte−γkt

ln (r) + γk
− r2t − 1

2 ln(r)

]
, (107)

since

d

ds
F1(s) =

(
rt+s ln(r)e−γk(t−s) + rt+se−γk(t−s)(γk)

)
ln(r) + γk

= rt+se−γk(t−s), (108)

d

ds
F2(s) =

d

ds

[
r2s

2 ln(r)

]
=

r2s ln(r)2

2 ln(r)
= r2s. (109)

Finally

Ji,j(t) = aiaj

∫ t

0

(
rte−γi(t−s) − rs

)(
rte−γj(t−s) − rs

)
ds (110)

= aiaj

[(
r2t
(
1− e−t(γi+γj)

)
γi + γj

)
− r2t − rte−γit

γi + ln(r)
− r2t − rte−γjt

γj + ln(r)
+

r2t − 1

2 ln(r)

]
. (111)
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(a) Variance schedule of the forward FVE process.
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Figure 5: Analytical solution (blue) used by our method for FVE dynamics with K = 5 and H = 0.5
compared to the approximated solution (dashed red) resulting from solving ODE (119).

We calculate the covariance of Xt|x0 and Y l
t

cov(Xt|x0, Y
l
t ) = c(t)

∫ t

0

α(t, s)e−γl(t−s)ds (112)

=

∫ t

0

K∑
k=1

ωk

[
g(s)

c(s)
− γk

∫ t

s

fk(u, s)du

]
e−γl(t−s)ds (113)

=

K∑
k=1

ωk

[
a

∫ t

0

rse−γl(t−s)ds− γk

∫ t

0

∫ t

s

fk(u, s)due
−γl(t−s)ds

]
(114)

=

K∑
k=1

ωk

[
a

∫ t

0

rse−γl(t−s)ds− γkak

∫ t

0

(
rte−γk(t−s) − rs

)
e−γl(t−s)ds

]
(115)

=

K∑
k=1

ωk

[
ae−γlt

∫ t

0

rseγlsds− γkak

∫ t

0

(
rte−γk(t−s) − rs

)
e−γl(t−s)ds

]
(116)

=

K∑
k=1

ωk

[
(a+ akγk)

(rt − e−γlt)

γl + ln(r)
− γkak

rt
(
1− e−t(γk+γl)

)
γk + γl

]
. (117)

Fractional Variance Preserving To the best of our knowledge, there is no closed form solution for∫ t

s
fk(u, s)du for the dynamics of FVP. In this case, we numerically solve an ODE to determine the

marginal covariance matrix of the conditional augmented forward process.

General Dynamics. The covariance matrix of the conditional augmented forward process with
dynamics

dZt = F(t)Ztdt+G(t)dBt, (118)

solves the ODE
∂tΣt = F(t)Σt +ΣtF(t)

T +G(t)G(t)T , (119)

lacking in general a closed form solution [43] in contrast to the setting of Song et al. [16]. This
approach is applicable for any choice of µ and g in the forward dynamics, but depending on the
choice of drift and diffusion function it might not yield a numerically stable solution. We empirically
observe in Figure 5 that the analytical solution for FVE and the numerical approximation of the
variance schedule, determined by solving eq. (119) do not differ significantly.

Variance schedules. We normalize the variance schedule of FVE and FVP dynamics such that the
variance at t = 0 and at t = T is equal to the variance used in the purely Brownian setting of VE
and VP dynamics. For both FVE and FVP dynamics we calculate ω̃ according to Proposition 3.3
and determine σ̃2

T and define ω = ω̃/σ̃2
T to weight the OU-processes. By doing so, the terminal

variance remains the same throughout different choices of H , as empirically confirmed in Figure 6.
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Figure 6: Normalized variance schedules for K = 5 over time. (a) Variance schedules of FVE
dynamics, calculated in closed form according to the derived formulas. The shape of the schedule is
preserved throughout different values of H . (b) Variance schedules of FVP dynamics numerically
approximated. The shape of the schedule is shifted for different values of H .

In Figure 6 we observe for FVE dynamics that not only the terminal variance is the same across
different choices of H but also the shape of the variance schedule. For FVP dynamics, the shape
of the variance schedule shifts with different values of H , approaching a nearly linear schedule for
H = 0.1, while H = 0.9 offers a decreasing variance towards the end near t = T .

C Implementation details

We used for all experiments a conditional U-Net [70] architecture and the Adam optimizer [71] with
PyTorchs OneCylce learning rate scheduler [72]. On MNIST we trained without exponential moving
average (EMA) while on CIFAR10 we conducted experiments with and without EMA.

Set up on MNIST. We used an attention resolution of [4, 2], 3 resnet blocks and a channel multiplica-
tion of [1, 2, 2, 2, 2] and trained with a maximal learning rate of 10−4 for 50k iterations and a batch
size of 1024. For all MNIST training runs we used one A100 GPU per run, taking approximately 17
hours.

Set up on CIFAR10. We used an attention resolution of [8], 4 resnet blocks and a channel multiplica-
tion of [1, 2, 2, 2, 2]. For the experiments without EMA, we used the same setup as with MNIST, but
trained the models in parallel on two A100 GPUs for 300k iterations with an effective batch size of
1024. When training with EMA, we followed the set up of Song et al. [16] using an EMA decay of
0.9999 for all FVP dynamics and an EMA decay of 0.999 for all FVE dynamics. In contrast to Song
et al. [16] we used PyTorchs OneCycleLR learning rate scheduler with a maximal learning rate of
2 · 10−4 and trained only for 1mio iterations instead of the 1.3mio iterations in Song et al. [16].

D Additional experiments

In addition to the experiments presented in the main part, we provide additional results here, including
a full evaluation of FVE dynamics on MNIST, as well as training on CIFAR10 without EMA.

Evaluation of different Hurst indices of FVE dynamics on MNIST. In Table 4 we provide the
evaluation of FVE dynamics. For the ease of comparisan, we include the quantitative results on FVP
dynamics already presented in the main part. For FVE dynamics both, the super-diffusive regime
and the sub-diffusive regime achieve a higher FID as the purely Brownian dynamics for K = 1, 2
throughout all tested Hurst indices and for K = 3 throughout all tested Hurst indices except for
H = 0.9 with a higher pixel-wise diversity in the sub-diffusive regime of H < 0.5.

Training on CIFAR10 without EMA. As Song et al. [16] point out, the empirically optimal
EMA decay rate for VP dynamics differs from that for VE dynamics. Since we do not have the
computational resources to optimize the EMA decay rate for every configuration of our framework,
we evaluated it in line with Song et al. [16] using a consistent EMA decay rate of 0.999 across all
configurations of FVE dynamics and 0.9999 across all configurations of FVP dynamics. Nevertheless,
because the optimal EMA decay rate appears to depend on the dynamics of the underlying stochastic
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MNIST H = 0.9 H = 0.7 H = 0.5 H = 0.1

FID ↓ VSp ↑ FID ↓ VSp ↑ FID ↓ VSp ↑ FID ↓ VSp ↑

BM driven
VP (retrained) - - - - 1.44 23.64 - -

MA-fBM driven
FVP(H,K = 1) 2.86 23.56 3.01 23.78 2.81 23.69 2.92 23.59
FVP(H,K = 2) 1.93 24.00 2.30 23.82 2.92 23.63 2.56 23.82
FVP(H,K = 3) 0.72 24.18 2.67 23.96 3.51 23.78 4.87 23.60
FVP(H,K = 4) 1.22 24.76 0.86 24.39 1.86 24.50 6.25 23.89
FVP(H,K = 5) 2.17 25.15 1.36 24.63 4.89 24.56 9.57 23.70

(a) Conditional image generation on MNIST with FVP.

MNIST H = 0.9 H = 0.7 H = 0.5 H = 0.1

FID ↓ VSp ↑ FID ↓ VSp ↑ FID ↓ VSp ↑ FID ↓ VSp ↑

BM driven
VE (retrained) - - - - 10.82 24.20 - -

MA-fBM driven
FVE(H,K = 1) 10.06 24.05 9.95 24.24 10.30 24.22 9.98 24.20
FVE(H,K = 2) 9.82 24.07 9.73 24.13 9.89 24.15 9.42 24.28
FVE(H,K = 3) 11.02 24.53 9.96 24.37 9.74 24.42 10.12 24.44
FVE(H,K = 4) 31.67 22.44 11.37 24.34 11.25 24.54 9.56 24.58
FVE(H,K = 5) 50.42 23.74 22.03 22.09 25.51 23.08 10.39 24.33

(b) Conditional image generation on MNIST with FVE.

Table 4: FID and pixel-wise diversity scores of GFDM compared to the original setting of purely
Brownian driven dynamics VE and VP. In bold the scores that are better than both purely Brownian
driven dynamics VE and VP. The overall best scores within the experiment are boxed in.

CIFAR10 H = 0.9 H = 0.5 H = 0.1

FID ↓ VSp ↑ FID ↓ VSp ↑ FID ↓ VSp ↑

BM driven

VE (retrained) - - 9.38 3.21 - -
VP (retrained) - - 17.29 2.24 - -

MA-fBM driven

FVE(H,K = 1) 9.52 3.22 9.46 3.22 8.93 3.26
FVE(H,K = 2) 8.99 3.26 9.62 3.22 10.23 3.09
FVE(H,K = 3) 16.67 2.175 13.41 2.94 16.54 2.62
FVE(H,K = 4) 40.03 1.41 17.74 2.26 14.49 2.46

Table 5: Quantitative results for FVE dynamics
and varying Hurst index on CIFAR10 trained
without EMA. In bold the scores that are bet-
ter than both purely Brownian driven dynamics
VE and VP. The overall best scores within the
experiment are boxed in.

process, we also evaluate our framework without EMA. In Table 5 we observe that the best performing
configuration in terms of FID is FVP(H = 0.9,K = 2) with an FID of 8.99 and FVP(H = 0.1,K =
1) with an FID of 8.93 compared to the purely Brownian dynamics VE with an FID of 9.38 and VP
with an FID of 17.29. Due to limited computational resources we only compared the best purely
Brownian dynamics (VE) with the performance of corresponding augmented FVE dynamic of GFDM.
As to be expected, using EMA for training of GFDM results in improved performnace w.r.t. image
quality measured by FID obervable in Table 2b.

Effect of the number of augmenting processes in the super-diffusive regime. Additionally, in
Figure 7, we show the FID evolution of the super-diffusive regime for various numbers of augmenting
processes, showing a similar pattern that either that K = 2 or K = 3 yields the best performance
across different datasets and dynamics.
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Figure 7: Dynamics driven by MA-fBM with super-diffusive Hurst index H = 0.9 and K = 0.7
perform in all four experiments we conducted better than the original purely Brownian driven
dynamics, where either K = 2 or K = 3 yields the best performance.

FID ↓
250 NFEs 500 NFEs 750 NFEs 1000 NFEs

BM driven
VE 5.65±0.02 5.28±0.04 5.20±0.02 5.19±0.02

VP 15.12±0.11 5.86±0.07 4.79±0.11 4.79±0.11

MA-fBM driven
FVP(H = 0.7,K = 2) 15.44±0.09 4.47±0.03 4.13±0.03 4.12±0.03

FVP(H = 0.9,K = 2) 12.44±0.08 3.71±0.03 3.70±0.03 3.70±0.03

Table 6: Averaged FID values for
different NFEs of the super-diffusive
regime compared to purely Brownian
dynamics.
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E Illustration of generated data

Visual comparison of generated CIFAR10 images sampled with SDE dynamics.

(a) Purely Brownian VP sample. (b) Super-diffusive regime of MA-fBM with H = 0.9.

Figure 8: (LHS) Images generated with the purely Brownian driven VP dynamics sampled with
SDE dynamics, a FID of 4.85 and a pixel-wise diversity of 3.42. (RHS) Images generated with
FVP(H = 0.9,K = 2) dynamics sampled with SDE, a FID of 3.77 and a pixel-wise diversity of
3.60.
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Visual comparison of generated CIFAR10 images sampled with PF ODE dynamics.

(a) Purely Brownian VP sample. (b) Super-diffusive regime of MA-fBM with H = 0.9.

Figure 9: (RHS) Images generated with the purely Brownian driven VP dynamics sampled with
PF ODE, a FID of 5.63 and pixel-wise diversity of 3.91. (LHS) Images generated with FVP(H =
0.9,K = 2) dynamics sampled with PF ODE, a FID of 12.36 and pixel-wise diversity of 4.89.
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Visual comparison of generated MNIST images sampled from SDE.

(a) FVP(K = 3, H = 0.9) with FID = 0.72 and VSp = 24.18.

(b) FVP(K = 4, H = 0.9) with FID = 1.22 and VSp = 24.76.

(c) FVP(K = 5, H = 0.9) with FID = 2.17 and VSp = 25.15.

Figure 10: Diversifying effect of the augmenting processes with FVP dynamics on MNIST. The
super-diffusive regime with H = 0.9: For K = 5 instead of K = 3 augmenting processes the pixel
VS increases from 24.18 to 25.15.

F Computational cost of augmenting processes

In this section we compare the computation time of GFDM to the purely Brownian setting of
traditional diffusion models. For a given Hurst index H ∈ (0, 1) and a given K, the optimal
coefficients ω1, ..., ωK are calculated only once before training. For completeness of our quantitative
compute time evaluation, we provide the average computation time in seconds, needed to compute
ω1, ..., ωK on a GPU Tesla V100 with 32 GB RAM. We randomly sample 1000 times H ∼ U [0.1, 0.9]
for a given K ∈ {1, 2, 3, 4, 5} and report the average computation time in Table 7.

K = 1 K = 2 K = 3 K = 4 K = 5

time [s] 0.0043 0.0003 0.0003 0.0003 0.0003

Table 7: Averaged time in seconds needed before training to calculate for a given K the optimal
approximation coefficients using the approach of Daems et al. [27].

Computation time during training The computational difference during training consists of the
computation of the covariance matrix Σt instead of the marginal variance and sampling from a
multivariate Gaussian instead of a univariate Gaussian. Note however, that we only need to calculate
Σt for D = 1 and also sample only once for a given time t and a given data point. In Table 8 and
Table 9 we report the average time of one training step measured in seconds calculated over 1000
training steps on CIFAR10. The underlying conditional U-Net has 58.7mio and EMA is applied. The
batch size is 128 and all computation have been carried out on a GPU Tesla V100 with 32 GB RAM.

We observe that the computation time depends only minimaly increases when switching from the
original model to the augmented system and increases across FVE and FVP dynamics by at most
11/1000 seconds, while the choice of the Hurst index H has no effect on the computation time.

Computation time during sampling Since the augmented system depends for fixed K only on the
approximating coefficients ω1, ..., ωK it would suffice to report the average sampling time for FVP
and FVE dynamics for varying K. Nevertheless, we report for H ∈ {0.9, 0.5, 0.1} in Table 10 and
Table 11 the average time to sample a batch of 1000 images over 1000 discretization steps of the
reverse-time SDE over 10 trials. We observe that the average time in seconds for one sampling step
in the reverse dynamics of FVE and FVP dynamics increases for K ≤ 4 by at most 2/100 seconds.
Only for K = 5 we observe a significant increase of average sampling time of roughly 4/10 seconds.
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training step time [s] H = 0.9 H = 0.5 H = 0.1 average

VE - 0.0478±0.1702 - 0.0478

FVE(H,K = 1) 0.0489±0.0927 0.0483±0.0893 0.0485±0.0922 0.0486
FVE(H,K = 2) 0.0486±0.0944 0.0484±0.0484 0.0485±0.0904 0.0485
FVE(H,K = 3) 0.0487±0.0967 0.0484±0.0892 0.0493±0.0924 0.0488
FVE(H,K = 4) 0.0492±0.0939 0.0484±0.0897 0.0487±0.0952 0, 0488
FVE(H,K = 5) 0.0487±0.0939 0.0488±0.0906 0.0486±0.0933 0.0487

Table 8: Average time in seconds for one training step with FVE dynamics on CIFAR10 with a batch
size of 128, a conditional U-Net with 58.7mio parameters and EMA.

training step time [s] H = 0.9 H = 0.5 H = 0.1 average

VP - 0.0478±0.1688 - 0.0478

K = 1 0.0475±0.0899 0.0475±0.0938 0.0475±0.0900 0.0475
K = 2 0.0476±0.0907 0.0477±0.0917 0.0481±0.0907 0.0478
K = 3 0.0483±0.0937 0.0477±0.0909 0.0477±0.0950 0.0479
K = 4 0.0476±0.0899 0.0479±0.0916 0.0484±0.0937 0.0480
K = 5 0.0484±0.0942 0.0479±0.0925 0.0479±0.0930 0.0481

Table 9: Average time in seconds for one training step with FVP dynamics on CIFAR10 with a batch
size of 128, a conditional U-Net with 58.7mio parameters and EMA.

sampling step time [s] H = 0.9 H = 0.5 H = 0.1 average

VE - 2.3092±0.1462 - 2.3092

K = 1 2.3125±0.1275 2.3269±0.1069 2.3261±0.1093 2.3218
K = 2 2.3095±0.1280 2.3297±0.1077 2.3107±0.1593 2.3166
K = 3 2.3071±0.1213 2.3133±0.1083 2.3063±0.1058 2.3089
K = 4 2.3322±0.1086 2.3323±0.1067 2.3156±0.1122 2.3267
K = 5 2.6515±0.0930 2.6560±0.1067 2.6510±0.0953 2.6528

Table 10: Average time in seconds for one sampling step in the reverse dynamics of FVE to generate
data of dimension (3, 32, 32) with a batch size of 1000 using a conditional U-Net with 58.7mio and
EMA.

sampling step time [s] H = 0.9 H = 0.5 H = 0.1 average

VP - 2.3013±0.1511 - 2.3013

K = 1 2.3036±0.1290 2.3120±0.1062 2.3031±0.1133 2.3062
K = 2 2.3139±0.1166 2.3070±0.1102 2.3154±0.1555 2.3121
K = 3 2.3134±0.1246 2.3168±0.1056 2.3309±0.1096 2.3204
K = 4 2.3199±0.1109 2.3091±0.1132 2.3210±0.1383 2.3167
K = 5 2.6568±0.0984 2.6603±0.0978 2.6692±0.0975 2.6621

Table 11: Average time in seconds for one sampling step in the reverse dynamics of FVP to generate
data of dimension (3, 32, 32) with a batch size of 1000 using a conditional U-Net with 58.7mio
parameters and EMA.
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G Likelihood computation

Given the approximate PF ODE corresponding to the augmented forward process

dzt =

{
F(t)zt −

1

2
G(t)G(t)T

[
Sθ(zt, t) +∇z log qt(y

[K]
t )

]}
︸ ︷︷ ︸

:=f̃θ(zt,t)

dt, t ∈ [0, T ] (120)

we estimate according to Song et al. [16] the log-likelihoods of test data z0 under the learned density
p̃aug0 via

log p̃aug0 (z0) = log p̃augT (zT ) +

∫ T

0

∇f̃θ(zt, t)dt. (121)

According to Song et al. [16], we integrate over [ϵ, T ] rather than [0, T ], using the same value of
ϵ = 10−3, which has been empirically shown to yield the best performance when simulating the SDE.
For ϵ ̸= 0 and type II fBM we need to adjust the starting value of the augmenting processes from
zero to a jointly sampled vector yϵ = (y1ϵ , ..., y

K
ϵ ) ∼ N (0K ,Λϵ) with

(Λϵ)k,l = E
[
ykϵ y

l
ϵ

]
=

∫ ϵ

0

e−(γk+γl)(ϵ−s)ds =
1− e−(γk+γl)ϵ

γk + γl
. (122)

Using the exact likelihood of yϵ and the independence of yϵ and x0 we have

log p̃aug0 (zϵ) = log p̃0(x0) + log qϵ(yϵ) (123)

where p̃0 is the learned density of x0 corresponding to θ. Hence in total

log p̃0(x0)
(121)
= log p̃augT (zT ) +

∫ T

0

∇f̃θ(zt, t)dt− log qϵ(yϵ) (124)

and we define the negative log-likelihoods NLLs of test data x0 under the learned density by

NLLs(x0,θ) := − log p̃aug0 (z0) + log qϵ(yϵ). (125)

H Challenges in the attempt to generalize

In this work, we seek to determine the extent to which the continuous-time framework of score-based
generative models can be generalized from an underlying BM to an underlying fBM. For a fBM WH

it is not straightforward to define the forward process

Xt = X0 +

∫ t

0

f(Xs, s)ds+

∫ t

0

g(Xs, s)dW
H
s , t ∈ [0, T ] (126)

driven by fBM, since fBM is neither a Markov process nor a semimartingale [25], and hence Itô
calculus may not be applied, to define the second integral. However, a definition of the integral
w.r.t. fBM is established [25, 73] such that the remaining problem is the derivation of the reverse-
time model. Following the second and more intuitive derivation of the reverse-time model for BM
from Anderson [32], the conditional backward Kolmogorov equation and the unconditional forward
Kolmogorov equation are applied. Starting point of the derivation is to rewrite p(xt, t, xs, s) =
p(xs, s|xt, t)p(xt, t) with Bayes theorem to calculate with the product rule

∂p(xt, t, xs, s)

∂t
=

∂p(xs, s|xt, t)

∂t
p(xt, t) +

∂p(xt, t)

∂t
p(xs, s|xt, t), s ≥ t. (127)

Replacing ∂p(xt,t)
∂t with the RHS of the unconditional forward Kolmogorov equation and ∂p(xs,s|xt,t)

∂t
with the RHS of the conditional backward Kolmogorov equation one derives an equation that only
depends on the joint density p(xt, t, xs, s). Using Bayes theorem again leads to a conditional
backward Kolmogorov equation for p(xt, t|xs, s) that defines the dynamics of the reverse process
by the one-to-one correspondence between the conditional backward Kolmogorov equation and the
reverse-time SDE [32]. Following these steps for fBM, starting from eq. (127) and deploying the
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one-to-one correspondence of fBM and the evolution of its density [73], we could replace ∂p(xt,t)
∂t in

(127) by the RHS of

∂p(x, t)

∂t
=

d∑
i=1

fi(t, x)
∂p(t, x)

∂xi
+Ht2H−1

d∑
i,j=1

gij(x, t)
∂2p(t, x)

∂xi∂xj
. (128)

The missing part is however an analogous to the conditional backward Kolmogorov equation to
replace ∂p(xs,s|xt,t)

∂t in eq. (127). The derivation of such an equation is to the best of our knowledge yet
unsolved problem and hence the limiting factor in the generalization of continuous-time score-based
generative models from an underlying BM to an underlying fBM.
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I Notational conventions

[0, T ] Time horizon with terminal time T > 0

X = (Xt)t∈[0,T ] Stochastic forward process taking values in R
D ∈ N Data dimension

X Vector valued stochastic forward process X = (Xt)t∈[0,T ] with Xt = (Xt,1, ..., Xt,D)

X Reverse time stochastic process with Xt = XT−t

f Vector valued function f : RD × [0, T ] → RD

µ, g Functions µ, g : [0, T ] → R
f Reverse time function with f(x, t) = f(x, T − t)

µ̄, ḡ Reverse time functions with µ̄(t) = µ(T − t) and ḡ(t) = g(T − t)

p0 Data distribution

pt Marginal density of (augmented) forward process at t ∈ [0, T ]

B Brownian motion (BM)

H Hurst index H ∈ (0, 1)

WH Type I fractional Brownian motion (fBM)

BH Type II fractional Brownian motion (fBM)

Y γ = (Y γ
t )t∈[0,T ] Ornstein–Uhlenbeck (OU) process with speed of mean reversion γ ∈ R

K ∈ N Number of augmenting processes

γ1, ..., γK Geometrically spaced grid

ω1, ..., ωK Approximation coefficients

ω Optimal approximation coefficients ω = (ω⋆
1 , ..., ω

⋆
K)

ω̄ Sum of optimal approximation coefficients

B̂H Markov-approximate fractional Brownian motion (MA-fBM)

k k ∈ N with 1 ≤ k ≤ K

Y k OU processes Y k = Y γk

Y1, ...,YK Augmenting processes with Yk = (Y k, ..., Y k)

F,G Vector valued functions F,G : [0, T ] → RD·(K+1)

F,G Reverse time vector valued functions with F(t) = F(T − t) and G(t) = G(T − t)

Z By Y1, ...,YK augmented forward process

Y[K] Stacked vector of augmenting processes

qt Marginal density of Y[K] at t ∈ [0, T ]

θ Weight vector of a neural network
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: We summarize the contribution of our work in the introduction and in the
abstract.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We include a section on limitations of our work where we discuss the limita-
tions of our results.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [Yes]
Justification: We give a complete proof for our own theoretical results and refer to complete
proofs for he theoretical results of others.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: We give implementation details in the appendix revealing the used model
architecture and training procedures.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: We release our code upon publication. Together with the implementation
details given in the paper our results can be reproduced.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: We describe the hyperparameters in our section on implementation details in
the appednix.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment Statistical Significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [No]

Justification: Unfortunately we don not have the computational resources to run all experi-
ments a sufficient number of times to provide statistical certainty.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [Yes]
Justification: We reveal the hardware specification we use and report the number of hours of
training in our section on implementation details.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: Our work fully confirms with the NeurIPS Code of Ethics.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [Yes]
Justification: We include a broader impact statement at the end of our paper discussing
potential misuse.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
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• If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

• Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: We only feature experiments on small scale dataset up to size 3 × 32 × 32.
The models trained in this work do not pose such risks.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: We properly cite all research works we build on and use the code of others
only according to its license.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
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• For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

• If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
[Yes]
Justification: We release our code upon publication alongside a proper documentation under
the MIT license.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: Our work does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: our work does not involve crowdsourcing nor research with human subjects.

16. Depending on the country in
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.
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• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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