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Abstract

The relationship between the number of training data points, the number of parame-
ters, and the generalization capabilities of models has been widely studied. Previous
work has shown that double descent can occur in the over-parameterized regime
and that the standard bias-variance trade-off holds in the under-parameterized
regime. These works provide multiple reasons for the existence of the peak. We
postulate that the location of the peak depends on the technical properties of both
the spectrum as well as the eigenvectors of the sample covariance. We present two
simple examples that provably exhibit double descent in the under-parameterized
regime and do not seem to occur for reasons provided in prior work.

1 Introduction

This paper demonstrates interesting new phenomena that suggest that our understanding of the
relationship between the number of data points, the number of parameters, and the generalization
error is incomplete, even for simple linear models. The classical bias-variance theory postulates that
the generalization risk versus the number of parameters for a fixed number of training data points is
U-shaped (Figure 1a1). However, modern machine learning has shown that if we keep increasing
the number of parameters, the generalization error eventually starts decreasing again [2, 3] (Figure
1b2). This second descent has been termed as double descent and occurs in the over-parameterized
regime, which is when the number of parameters exceeds the number of data points. Understanding
the location and the cause of such peaks in the generalization error is of significant importance.

(a) Classical Bias Variance Trade-off. (b) Modern Double Descent.

Figure 1: Bias-variance trade-off and double descent.

Many different theories have been postulated for the appearance of the peak. The prevalent theory
is that when the model is under-parameterized, the learning is constrained. This constraint on the

1Image source [1]
2Image source [3]
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learning results in increased variance until the interpolation point. After this point, there exists a high
dimensional space of solutions, and learning methods, such as gradient descent, pick solutions that
generalize well. This conjecture has been empirically validated for deep neural networks. Due to
the challenges of analyzing deep neural networks, theoretical understanding of this phenomenon has
focused on linear models - linear regression [4–13] and kernelized regression [14–22]. These works
show that there exists a peak at the boundary between the under and over-parameterized regimes.
Hence validating the above postulated theory for their setting. Careful theoretical analysis then shows
that the generalization error can be decomposed into various terms, one of which is the norm of the
estimator. Specifically, it has been shown that the curve for the norm of the estimator versus the
dimension of the data also exhibits double descent, with the peak occurring at the same point as the
peak in the generalization error curve. In most cases, this is the only term in the decomposition that
exhibits double descent. This leads to a second theory for the occurrence of the peak, that is, the peak
in the generalization error for linear models occurs due to the norm of the estimator blowing up.

Contributions. Since understanding the reasons that peaks occur is of critical importance, it is
crucial that we have a robust theory for their appearance. However, most work focuses on the over-
parameterized regime and ignores the under-parameterized regime. This is because it is commonly
believed that the variance is monotonic in the under-parameterized regime. We show that this is not
true and present two simple examples that exhibit double descent in the under-parameterized regime.

• Why does the Peak Occur. We argue that the location of the peak depends on two factors: the
alignment between the targets y and singular vectors V of the training data matrix and the spectrum
of the data. We show that by modifying these quantities appropriately, we can move the peak into
the underparameterized regime.

• Modifying the Alignment. For the first example, we consider a spiked covariate model, where one
eigendirection dominates, and the regression target only depends on the dominant eigendirection.
For this model, we consider the ridge regularized problem with ridge parameter µ2 and show that
the ridge parameter µ2 controls the alignment between the targets y and the singular vectors V . We
show that for µ > 0 the peak occurs in the under-parameterized regime (Theorem 2). Specifically,
when the ratio of the dimension to the number of training data points c is equal to (1 + µ2)−1

(c := d/n = 1/(1 + µ2)).
• Modifying the Spectrum For the second example, we consider training data that is a mixture

of isotropic Gaussian vectors and vectors from along a fixed direction z. By varying the mixture
proportions (π1, π2), we can modify the spectrum of the covariance matrix. We show that the
expected risk displays under-parameterized double descent (Theorem 4), with the peak occurring
when c := d/n = π1).

• Norm of the estimator. We further analyze the first example and show that if we fix the number
of training data points n and vary the dimension d of the problem, then for large values of µ, the
risk curve does not display a double descent. However, the curve for the norm of the estimator
does display descent. Thus, the peak in the norm of the estimator does not imply a peak in the
generaliation error.

Organization. The rest of the paper is organized as follows. Section 2 presents a quick overview
of prior work on double descent for linear models. Section 3 highlights two less-studied properties
that influence the location of the peak. Section 4 presents the first of the two examples of under-
parameterized double descent. This model also shows that a double descent in the norm of the
estimator does not translate to a double descent in the risk. Finally, Section 5 presents the second
example of under-parameterized double descent.

2 Prior Work on Double Descent

In this section, we present the current prevailing theories for the occurrence of local maximums in the
risk curve. Concretely, consider the following simple linear model that is a special case of the general
models studied in [5, 8, 11, 23] amongst many other works. Let xi ∼ N (0, Id) and let β ∈ Rd be a
linear model with ∥β∥ = 1. Let yi = βTxi + ξi where ξ ∼ N (0, 1). Then, let βopt be the minimum
norm solution to argminβ̃ ∥βTXtrn− β̃TXtrn+ξtrn∥, where ξtrn ∈ Rn×1. One important quantity
is the aspect ratio of X . Specifically, for a d × n matrix, the aspect ratio is c := d/n. With this
terminology, we see that a model is under-parameterized if c < 1 and over-parameterized when c > 1.
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Table 1: Table showing various assumptions on the data and the location of the double descent peak
for linear regression and denoising. We only present a subset of references for each problem setting.
For the low rank setting in this paper, see Appendix F.

Noise Ridge Reg. Dim. Peak Location Reference

Input Yes 1 Under-parameterized This paper.
Output No Full Under-parameterized This paper
Input No Low Interpolation point [24, 37]
Input Yes Full Interpolation point [38]

Output No Full Over-parameterized/interpolation point [5, 8, 11]
Output Yes Full Over-parameterized/interpolation point [11, 23]
Output No Low Over-parameterized/interpolation point [39]
Output Yes Low Over-parameterized/interpolation point [40]
Output No Low No peak [41]

Finally, the interpolation point, i.e., the point at which we can exactly fit the training data, is c = 1,
assuming we have full-rank data.

Then, the excess risk R and the expected norm of βopt can be expressed as follows:

R =

{
c

1−c c < 1
c−1
c + 1

c−1 c > 1
and βopt =

{
1 + c

1−c c < 1
1
c + 1

c−1 c > 1
.

In this model, there are a few important features that are ubiquitous in many prior double descent
studies for linear models:

1. The peak happens at c = 1, on the border between the under and over-parameterized
regimes.

2. Further, at c = 1 the training error equals zero. Hence, this is the interpolation point.
3. The peak occurs due to the expected norm of the estimator βopt blowing up near the

interpolation point.

This is further validated by works that study ridge regularized regression [23–26]. Works such as
[23] have shown that optimally regularized regression no longer exhibits double descent. Further,
increasing the amount of regularization from zero to the optimal amount of regularization results in the
magnitude of the peak in the generalization getting smaller until a peak no longer exists. However, the
location of the peak does not change by changing the amount of regularization. Further, Chen, Min,
Belkin, and Karbasi [27] proved that double descent cannot take place in the under-parameterized
regime for the above model.

Subsequently, works such as [10, 23, 28–31] show that there can be multiple descents in the over-
parameterized regime. Specifically, d’Ascoli, Sagun, and Biroli [30] show that the first peak in triple
descent is due to the norm of the estimator peaking and that the second peak is due to the initialization
of the random features. Their results, Figure 3 in [30], show that the peaks only occur if the model is
over-parameterized. Further Chen, Min, Belkin, and Karbasi [27] show that by considering a variety
of product data distributions, any shaped risk curve can be observed in the over-parameterized regime.
Finally, Curth, Jeffares, and van der Schaar [32] says that the peak occurs at the point of effective
dimensionality of the model and not the true dimensionality. Here, we see that there are three other
reasons provided for the occurrence of peaks in the risk curve.

1. Regularization can reduce the effective dimensionality of the model and move the peak to
the right into the over-parameterized regime [32].

2. For random feature models, we see that the random initialization results in a second peak in
the over-parameterized regime [30].

3. Due to the data having a complex covariance structure, any shaped risk curve is possible in
the over-parameterized regime [27].

Other works [33–36] have considered the problem for other loss models and shown a variety of
different risk curves can exist. Table 1 summarizes some of the prior work.

3
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Double Descent with Input Noise. There has also been prior work that studies double descent for
models with input noise rather than output noise [24, 37, 38]. From these Sonthalia and Nadakuditi
[24] and Kausik, Srivastava, and Sonthalia [37] consider the unregularized problem and show that
the peak occurs at the boundary. Dhifallah and Lu [38] considers ridge regularization with isotropic
Gaussian data and again sees that the peak occurs at the boundary.

3 Spectral Properties of the Data Affect the Peak Location

In this section, we identify two important spectral properties that govern the location of the peak. In
later sections, we delve into two examples that modify these properties and move the peak into the
under-parameterized regime. We begin with definitions and notations. Throughout the paper, we
assume that training data X = [x1 . . . xn] ∈ Rd×n and y = [y1 . . . , yn] ∈ Rk×n. We are interested
in the standard ridge regularized least squares problem.

min
β̂

∥y − β̂TX∥2F + µ2∥β̂∥2

In the unregularized case, the minimum norm solution is given by β̂T = yX†, where X† is the
Moore-Penrose Pseudoinverse of X . Prior work on linear models has shown that a double descent in
the risk is due to a double descent in the norm of the estimator. Suppose X = UΣV T is the SVD,
β̂ ∈ Rd×1, then using unitary invariance, we have that

∥β̂∥2 =

rank(X)∑
i=1

(yV )2i
σ2
i

where σi is the ith singular value. Hence, this is controlled by

1. The alignment between y and V . Here V are the eigenvectors of the data gram matrix.
2. The spectrum of the gram matrix XTX .

Many prior works deal with the alignment in one of two ways. If y = βTX + ξ, with ξ having an
isotropic distribution, then prior works either assume that β has an isotropic distribution [4, 5, 42] or
they assume that X is isotropic Gaussian or that xi = Σ̌1/2zi, where zi is from an isotropic Gaussian
[23, 43] and Σ̌ is a deterministic matrix. For example, if β has an isotropic distribution, taking the
expectation with respect to β, ξ we get that

Eβ,ξ

[
∥β̂∥2

]
= E[β2

1 ]∥XX†∥2F + E[ξ21 ]
rank(X)∑
i=1

1

σ2
i

.

This quantity is then studied by looking at the distribution of the spectrum as d, n → ∞.
Definition 1. Given a random matrix A, if λ1, . . . , λk are its eigenvalues. Then the empirical
spectral distribution (ESD) is the following sum of Dirac delta measure

νk =
1

k

k∑
i=1

δλi

and the limiting spectral distribution ν is a measure such that νk → ν weakly almost surely.

In general, the limiting distribution νc depends on the limiting aspect ratio (i.e., d/n → c).
Definition 2. Given a measure νc that is supported on the interval J ⊂ R, the Stieltjes transform is

mνc
(ζ) = Eλ∼νc

[
1

λ− ζ

]
, ζ ∈ C \ J.

One common assumption is that the limiting distribution of the empirical spectral distribution is the
Marchenko-Pastur distribution [44]. Other limiting distributions have been considered in [5, 45, 46].
For the Marchenko-Pastur distribution, it is known (see, for example, Lemma 5 in [24]) that

mνc
(0) = Eλ∼νc

[
1

λ

]
=

{
c

1−c c < 1
1

c−1 c > 1
.

4
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Hence, the risk is governed by the value of the Stieltjes transform of the limiting spectrum at ζ = 0.
In particular, for the above example, the location of the peak of the risk as a function of c depended
on the location of the peak of

c 7→ mνc(0) =: G(c).

Hence the risk depends on both the spectrum and the alignment between y and V . Thus, the peak
occurs at c = 1 because of the following two conditions.

Alignment of y and right singular vectors of X

Assumption 1. If X = UΣV T is the SVD, then yV is isotropic.

Stieltjes Transform Peak Assumption

Assumption 2. The function c 7→ mνc(0) =: G(c) has a local maximum at c = 1.

In this paper, we show that violating either one of the above two assumptions can move the peak from
the interpolation point into the under-parameterized regime.

4 Alignment Mismatch

In this section, we present the first example that exhibits double descent in the under-parameterized
regime. This model violates Assumption 1.

4.1 Model Assumptions

For any k ≤ d, let β ∈ Rd×k be fixed such that the operator norm ||βT || is Θ(1). Let Xtrn ∈ Rd×n

be the signal matrix and Atrn ∈ Rd×n be the noise matrix. Then, the ridge regularized least square
estimator Wopt is the minimum norm solution to

Wopt := argmin
W

∥βTXtrn −W (Xtrn +Atrn)∥2F + µ2∥W∥2F . (1)

Given test data Xtst +Atst, the mean squared generalization error is given by

R(Wopt) = EAtrn,Atst

[
∥βTXtst −Wopt(Xtst +Atst)∥2F

ntst

]
. (2)

Assumption 3. Let U ⊂ Rd be a one dimensional space with a unit basis vector u. Then let
Xtrn = σtrnuv

T
trn ∈ Rd×n and Xtst = σtstuv

T
tst ∈ Rd×ntst be the respective SVDs for the training

data and test data matrices. We further assume that σtrn = O(
√
n) and σtst = O(

√
ntst).

There are no assumptions on the distribution of vtrn, vtst besides having unit norm. First, we see
that the data X +A has a spiked covariance, with the dominant eigendirection closely aligned with
u. Since the targets only depend on X , we consider A to represent noise. Even with the rank 1
assumption, the model captures many different scenarios. If k = 1, then the problem is similar to
error-in-variables regression. If k = d and β = I , then this is the supervised denoising problem. If
the columns of Xtrn are all ±u and β = u, then this captures the binary classification problem (with
MSE loss) for two Gaussian clusters centered at u and −u with labels ±1.

Assumptions about A. The analysis works for general assumptions in [24]. For simplicity, we
assume that the matrix A has I.I.D. entries drawn from a normalized Gaussian.

Assumption 4. The entries of the matrices A ∈ Rd×n are I.I.D. from N (0, 1/d).

4.2 Expected Risk and Peak Location

We begin by providing a formula for the generalization error given by Equation 2 for the least squares
solution given by Equation 1. All proofs are in Appendix E.

5
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Theorem 1 (Generalization Error Formula). Suppose the training data Xtrn and test data Xtst

satisfy Assumption 3 and the noise Atrn, Atst satisfy Assumption 4. Let µ be the regularization
parameter. Then for the under-parameterized regime (i.e., c < 1) for the solution Wopt to Problem 1,
the generalization error or risk given by Equation 2 is given by

R(c, µ) =
cσ2

trn(σ
2
trn + 1))

2dτ2
1 + c+ µ2c√

(1− c+ µ2c)2 + 4µ2c2
−τ−2 cσ

2
trn(σ

2
trn + 1))

2d
+τ−2 σ

2
tst

ntst
+o

(
1

d

)
,

where
1

τ
=

2∥βTu∥
2 + σ2

trn(1 + c+ µ2c−
√
(1− c+ µ2c) + 4µ2c2)

.

Sketch. The proof proceeds in four key steps. First, we use the Sherman-Morrison formula for
pseudoinverses [47]. Next, we decompose the error into constituent dependent quadratic forms.
Through random matrix theory and concentration of measure arguments, we demonstrate that each
quadratic form concentrates around a deterministic value characterized by the Stieltjes transform
of the limiting empirical spectral distribution. Finally, we establish concentration bounds for the
products and sums of these dependent forms, yielding the desired error rate.

Since the focus is on the under-parameterized regime, Theorem 1 only presents the under-
parameterized case. The over-parameterized case can be found in Appendix E.3. Due to the
complexity of the expression, it is difficult to discern how the risk scales with respect to the training
data signal strength σ2

trn, the regularization strength µ, or the aspect ratio c. Since the focus of the
paper is the scaling with respect to c, we present the connection between the risk curve and c in the
main text. However, the shape of the risk curve with respect to the other parameters is also interesting
and can be found in Appendix D.

To understand the shape of the risk curve as c varies, we first consider that data scaling regime. That
is, fix d and change n. The following theorem 2 shows that the risk curve is theoretically guaranteed
to have a peak at c = 1

1+µ2 .

Theorem 2 (Under-Parameterized Peak). Let µ ∈ R>0, σ2
trn = n = d/c and σ2

tst = ntst, and d is
sufficiently large, so that the error term o(1/d) is small, then the risk R(c) from Theorem 1, as a
function of c, has a local maximum in the under-parameterized regime at c = 1

1+µ2 .

Theorem 2 contrasts with prior works, in which double descent occurs in the over-parameterized
regime or on the boundary between the two regimes. We numerically verify the predictions from
Theorems 1 and 2. Figure 2 shows that the theoretically predicted risk matches the numerical risk,
thus verifying that double descent occurs in the under-parameterized regime.3
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Figure 2: Figure showing the theoretical risk curve from Theorem 1 and empirical values in the
data scaling regime for different values of µ [(L) µ = 0.1, (C) µ = 1, (R) µ = 2]. Here σtrn =√
n, σtst =

√
ntst, d = 1000, ntst = 1000. For each empirical point, we ran at least 100 trials. More

details can be found in Appendix G.

3All code for the experiments can be found at https://github.com/rsonthal/Under-Parameterized-Double-
Descent
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4.3 The Peak Occurs Due to Alignment Mismatch

We now show that the peak occurs due to a mismatch between the target vector and the right singular
vectors of the input data. To begin, note that the ridge regularized problem can be written as follows

∥βT [Xtrn 0d×d]︸ ︷︷ ︸
X̂trn

−W ([Xtrn 0d×d] + [Atrn µI]︸ ︷︷ ︸
Âtrn

])∥2F .

In this expression, y = βT X̂trn = (βTu)[vTtrn 0p]. Hence the direction is given by v̂Ttrn = [vTtrn 0p].
The right singular vectors of X̂trn + Âtrn are more difficult to compute,thus we use proxies. Since
X̂trn is rank 1, we use the right singular vectors of Âtrn as a proxy. Lemma 5 in the appendix, shows
that if A = UΣV T , then we can express Âtrn as Û Σ̂V̂ T , where Û = U , Σ̂2 = Σ2 + µ2I , and

V̂ =

[
V1:pΣΣ̂

−1

µU Σ̂−1

]
∈ Rn+d×d. Here V1:d are the first d columns of V . Then,

yV̂ = (βTu)(v̂TtrnV1:d)ΣΣ̂
−1.

Since V1:d came from a Gaussian random matrix, (v̂TtrnV1:d) has isotropic entries. However, the
diagonal matrix ΣΣ̂−1 results in the entries of yV̂ not being isotropic. Note when µ = 0, ΣΣ̂−1 = I ,
hence it is isotropic. Hence, µ controls the deviation from isotropy.

We use Σ̂T Σ̂I as a proxy for the spectrum of the sample covariance. By Lemma 5, we have that
Σ̂T Σ̂ = ΣTΣ+µ2. We know that the limiting spectrum for ΣTΣ is the Marchenko-Pastur distribution
for which the map G(c) = mνc

(0) has a maximum for c = 1. Shifting the spectrum changes the
magnitude of the peak but does not change the location. This suggests that the peak occurs due to the
misalignment between the target vector and the right singular vectors of the input data.

Ablation experiment To verify that the location of the peak is due to the misalignment, we conduct
two experiments. First, we solve the unregularized problem. However, we change the spectrum of
the noise matrix Atrn. That is, instead of using Atrn = UΣV T , we use Ã = U(Σ2 + µ2I)1/2V T .
If the spectrum was the primary factor determining the location of the peak, the peak should occur at
c = 1/(1 + µ2). However, as seen in Figure 3a it still occurs at c = 1. Second, we replace V̂ with a
uniformly random orthogonal matrix Q 4. Clearly, yQ is now isotropic. Figure 3b shows that, in this
case, the peak moves to the over-parameterized regime.
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Figure 3: Risk for the ablation experiment. Left: Empirical Expected Risk when using Ã for the
noise. Right: Empirical risk when we replace V̂ with a random orthogonal matrix.

Connection to Prior Double Descent Theory Prior double descent theory postulates that the peak
for the ridge regularized model occurs at the interpolation point for the unregularized model or further
to the right into the over-parameterized regime. Hence, this model goes against prior expectations,
with the peak moving to the left into the under-parameterized regime. However, there might still be
some connection between the training error and the location of the peak. For example, the peak may
correspond to a local minimum of the training loss. We explore this in Appendix C and see only a
weak connection with the third derivative of the training error.

4We obtain such a matrix by computing the full SVD of a Gaussian random vector in Pytorch
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4.4 Peak in the Norm of the Estimator Does Not Imply a Peak in the Risk

Prior double descent theories suggest that double descent occurs due to the norm of the estimator
increasing and then decreasing. This is true for the above model where we fixed d and varied n. How-
ever, the connection breaks if we fix n and vary d instead (parameter scaling regime). This difference
between the two regimes is due to the normalization considered and has been observed before [30].

Figure 4 shows that for the parameter scaling regime, for small values of µ, we see under-
parameterized double descent. However, as we increase µ, the risk curve becomes monotonic.
Nevertheless, as shown in Figure 5, for larger values of µ, there is still a peak in the curve for the
norm of the estimator ∥Wopt∥2F . Hence, the curve for the norm of the estimator exhibits under-
parameterized double descent even if the risk does not. This is further highlighted in Figure 6. Here,
we see that even though the variance is non-monotonic, the risk is dominated by the bias term. Thus,
we show that a peak in the generalization error for linear models does not imply a peak in the norm of
the estimator. The following theorem provides a local maximum in the E

[
∥Wopt∥2F

]
curve for c < 1.

Theorem 3 (∥Wopt∥F Peak). If σtst =
√
ntst, σtrn =

√
n and µ is such that p(µ) < 0, then for

fixed n that is sufficiently large enough, we have that E [∥Wopt∥F ] versus c = d/n curve has a local
maximum in the under-parameterized regime at c = (µ2 + 1)−1.
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Figure 4: Figure showing the theoretical risk curve from Theorem 1 and empirical values in the
parameter scaling regime for different values of µ [(L) µ = 0.1, (C) µ = 0.2, (R) µ = 0.5]. Here,
only µ = 0.1 has a local peak. Here n = ntst = 1000 and σtrn = σtst =

√
1000. Each empirical

point is an average of 100 trials.
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Figure 5: Figure showing generalization error versus E
[
∥Wopt∥2F

]
for the parameter scaling regime

for three different values of µ.

5 Shifting Local Maximum for Stieltjes Transform as a Function of c

In this section, we present the next example of under-parameterized double descent that violates
Assumption 2. In particular, the maximum of the map c 7→ mνc(0) does not occur at c = 1. We show
that the maximum can be chosen to be any value in (0, 1). We consider the following mixture model.
Let π1, π2 be mixture weights such that π1 + π2 = 1. Then, with probability π1, the data is sampled
from N (0, 1

dI) and with probability π2, the data point is αz for fixed z ∈ Rd and α ∼ N (0, 1). For
this model, the uncentered covariance matrix is given by

E[xxT ] = π1Ex∼N (0, 1d I)
[xxT ] + π2E[α2zzT ] =

π1

d
I + π2zz

T .
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Figure 6: Figure showing the E
[
∥Wopt∥2F

]
, and the generalization error in the parameter scaling

regime for µ = 1, σtrn =
√
n, and σtst =

√
ntst. Here n = 1000 and ntst = 1000. For each

empirical data point, we ran at least 100 trials. More details can be found in Appendix G.

Then, the expected excess risk for a solution β̂ compared to β is

R = E[∥βTx− β̂Tx∥2|X] = E
[π1

d
∥βT − β̂T ∥2 + π2∥(β − β̂)T z∥2|X

]
.

Let Xtrn = [A zvT ] ∈ Rd×n, where the A ∈ Rd×n−k with each column a data point sampled I.I.D.
from N (0, 1

dI) and v ∈ Rk is the vector with random coefficients in front of z. Let β ∈ Rd be the
target regressor function and let yT = βTXtrn + ξTtrn, where ξTtrn has I.I.D. entries from a standard
normal. Let βT

opt = yTXT
trn(XtrnX

T
trn)

−1 be the minimum norm. Then, Theorem 4 shows that the
peak occurs when d/n = c = π1 < 1. To experimentally verify Theorem 4, we consider two cases,
one where we enforce β ⊥ z and one where we do not. As seen in Figure 7, Theorem 4 is accurate
for both cases. This suggests that the β ⊥ z assumption seems to only be needed for simplifying the
proof.
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Figure 7: Figure showing under-parameterized double descent. (Left) We have β = d · z. (Right) We
have β ⊥ z. The solid blue line represents the theoretical estimate from Theorem 4 and the scatter
points are from empirical experiments with d = 600. For the empirical points, we average over 50
trials. The dashed vertical purple line is π1.

Theorem 4 (Under-parametrized Peak). For the above model, if k/n → π2, and d/n → c, then the

expected risk is given by R =

{
π1c
π1−c c < π1

π1

(
π1

c−π1
+
(
1− π1

c

) (∥β∥2

d − (βT z)2

∥z∥2d

))
c > π1

.

Theorem 4 is quite surprising as it shows that the only peak in the risk curve occurs in the under-
parameterized regime. One might assume that is due to the low rankness of the data from the
second mixture. While this is true, prior work does not indicate that this is the reason. Specifically,
Huang, Hogg, and Villar [41] shows that projecting onto low-dimensional versions of the data
acts as a regularizer and removes the peak altogether. Xu and Hsu [39], also looks at a similar
problem, but they consider isotropic Gaussian data and project onto the first p components. In
this case, the data is artificially high-dimensional (since only the first k coordinates are non-zero).
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They again see a peak at the interpolation point (n = p). Wu and Xu [40] also looks at a version
of Principal Component Regression in which the data dimension is reduced. That is, the data is
not embedded in high-dimensional space anymore. Wu and Xu [40] sees a peak at the boundary
between the under and over-parameterized regions. Finally, Sonthalia and Nadakuditi [24] and Kausik,
Srivastava, and Sonthalia [37] look at the denoising problem for low-dimensional data and have peaks
at c = 1. Therefore, prior work does not immediately imply that low dimensional data results in
under-parameterized double descent. If we had only low-dimensional data, then the peak “should”
move into the over-parameterized regime. This is because if the true dimensionality of the data is
r < d. Then, one might think that the peak occurs when the number of training data points n equals
r since that is the interpolation point5. We are in the over-parameterized regime since d > r = n.

We can understand this phenomenon as follows. The data from the second mixture does not affect
the smallest eigenvalue of the covariance matrix. This is because the second mixture lives in a
one-dimensional space. Hence, it only affects the top eigenvalue. Since the Stieltjes transform at 0 is
dominated by the behavior of the smallest non-zero eigenvalue, data from the second mixture has
very little effect on the Stieltjes transform of the ESD at 0. We expect the above intuition to hold,
even when replacing rank 1 with rank r for any fixed small r.

Connection to Prior Double Descent Theory For this example, it is easy to show that there is a
strong connection to prior double descent theory. Specifically, even though we cannot interpolate the
data, the minimum training error will occur at c = π1. Further, we see that the blow-up in the excess
risk is due to the norm of the estimator blowing up.

Additionally, we see that comparing with the result from [11] (which is the case when π2 = 0), we
see that the π2 > 0 results in sifting the peak to π1 and rescales the variance by π1. However, we
also see an additional correction term in the overparameterized regime:(

1− π1

c

)(
− (βT z)2

∥z∥2d

)
Here we see that the term depends on the alignment between the target β and the spike direction z.

6 Conclusion

This paper presents two simple models with double descent in the under-parameterized regime.
While such peaks seem limited to special cases, understanding the cause is important for a complete
understanding of the double descent phenomenon. Our analysis reveals that the location of peaks
depends critically on two properties: the alignment between targets and the eigenvectors of the
training data gram matrix and the behavior of the Stieltjes transform of the limiting empirical spectral
distribution.

We demonstrate that violating either of these properties can shift the peak into the under-parameterized
regime. The first model shows that ridge regularization can create a misalignment between targets
and singular vectors, leading to a peak at c = 1/(1 + µ2). The second model, using a mixture of
isotropic Gaussian vectors and directional vectors, demonstrates that modifying the spectrum can
result in a peak at c = π1. These findings challenge several prevailing theories about double descent.
They show that peaks need not occur at or beyond the interpolation threshold and that a peak in the
estimator’s norm does not necessarily imply a peak in the generalization error.

Investigating the interaction between spectral properties and generalization in deep neural networks
to provide a general theory of double descent is an important avenue for future work. Understanding
whether similar phenomena occur in other architectures and the implications for model selection and
regularization remain open questions.
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Figure 8: Generalization Error for low-dimension MNIST using a linear denoiser. For the left figure,
we use 10 dimensions and µ = 0.1. For the central figure, we use 5 dimensions and µ = 1. For the
right figure, we use 784 dimensions and µ = 1.

A Higher Rank for Denoising Model

One might be led to believe that the restriction that the data lie on a line embedded in high dimensional
space is crucial to the appearance of this phenomenon. However, this is not true. As long as the
rank of the data is relatively low, for the input noise setting, we can see this phenomenon. Hence,
we extend our results beyond the one-dimensional case to the low-dimensional case. Due to space
constraints, the conjectured formula for the risk is in Appendix F.6 We verify the conjectured formula
as well as the role of low dimensionality using MNIST data. Specifically, we project the data
onto a r-dimensional subspace. We then add noise to the low-dimensional representation and then
solve the denoising problem. The left two figures in Figure 8 show that the phenomenon exists for
low-dimensional data. That is, we see that a peak occurs in the under-parameterized regime, and
the location of the peak seems to occur at 1

µ2+1 . However, running the same experiment without
projecting to a low-dimensional space (right figure) results in very different phenomena. We no
longer see double descent at all. Hence we see that if a peak occurs, then its location does not depend
on the dimension. However, the occurrence of the peak does depend on the dimension. Thus, we see
that this complements the results in [38].

6While these are currently presented as a conjecture. This is because we only computed the expectation
terms. Careful analysis of the variance would allow us to formalize the statement.
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Figure 9: Generalization Risk and Training error for denoising a low-dimensional version of MNIST
using a 1-hidden layer neural network. Here d = 2 · 784.

B Non-Linear Model

To show that under-parameterized peak occurs for non-linear models. We conducted an experiment
on MNIST with a 1-hidden layer neural network with a width of 784. The network has no bias, so has
2 · 7842 parameters. Let V be a random 10-dimensional subspace. We project our data onto V , add
noise to the low dimensional representation, and train our network to remove this noise. We use full
batch gradient descent with weight decay of 0.001 to train the model for 500 epochs with a learning
rate of 2× 10−2. We test it on the complete MNIST test data. Figure 9 shows the training error and
generalization error as a function of the number of training data points. As seen in the figure, we
have multiple peaks in the under-parameterized regime, and the peaks in the risk correspond to local
minimums in the training error. Interestingly, the risk curve here exhibits 4 peaks!

There are, however, many crucial differences between the peaks for this neural network case and the
linear model case. First, the location of the peak does not seem to depend on the strength of the ridge
regularization. Second, the peak seems to directly correspond to the local minimums of the training
error. Hence, while we see peaks in the under-parameterized regime, the mechanisms that create
these peaks are likely to be different.
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Figure 10: Figure showing the training error, the third derivative of the training error, and the location
of the peak of the generalization error for different values of µ [(L) µ = 1, (C) µ = 2] for the data
scaling regime. (R) shows the location of the local minimum of the third derivative and 1

µ2+1 .

C Training Error

As seen in the prior section, the peak occurs in the interior of the under-parameterized regime and not
on the border between the under-parameterized and over-parameterized regimes. We have also seen
that it does not necessarily occur whenever there is a peak in the norm of the estimator. The final
postulate for where the peak occurs is that it occurs when we first hit zero training error.

In this section, we explore the connection between the training error and the risk. Theorem 5 derives
a formula for the training error in the under-parameterized regime.
Theorem 5 (Training Error). Let τ be as in Theorem 1. The training error for c < 1 is given by

EAtrn [∥Xtrn −Wopt(Xtrn +Atrn)∥2F ] = τ−2
(
σ2
trn (1− c · T1) + σ4

trnT2

)
+ o(1),

where T1 =
µ2

2

(
1 + c+ µ2c√

(1− c+ µ2c)2 + 4µ2c2
− 1

)
+

1

2
+

1 + µ2c−
√

(1− c+ µ2c)2 + 4c2µ2

2c
,

and

T2 = (µ2c+ c− 1−
√
(1− c+ µ2c)2 + 4c2µ2)2

(
µ2c+ c+ 1

2
√

(1− c+ µ2c)2 + 4c2µ2
+

1

2

)
.

Since we are studying the ridge regularized problem, it is impossible for the training error to be
exactly equal to 0. Hence, we may expect the peak to correspond to other features of the training error
curve. Given the analytical formula for the training error, we can compute the derivatives. We found
that the training error curve does not seem to signal the location of the peak in the generalization
error curve.

Since we are studying the ridge regularized problem, it is impossible for the training error to be
exactly equal to 0. Hence, we may expect the peak to correspond to other features of the training
error curve. For example, the peak could correspond to a local minimum of the training error, or it
could correspond to a point where the training error or its derivatives suddenly change. The first, a
local minimum, is easy to see from the plot of the training error, but the second can be more subtle as
we do not usually have access to the derivatives. However, since we have an analytical formula for
the training error, we can compute the derivatives.

Figure 10 plots the location of the peak and the training error. Here, the figure shows that the training
error curve does not seem to signal the location of the peak in the generalization error curve. However,
it shows that for the data scaling regime, the peak roughly corresponds to a local minimum of the
third derivative of the training error. While the minimum of the third derivative is difficult to interpret,
as we can see from the third plot in Figure 10, the minimum seems to closely track the location of the
peak.
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D Regularization Trade-off

It has been seen in prior work that the amount of noise added to the input data can be viewed as a
regularizer [24, 49]. In our setup, we have two different regularizers: the amount of noise added to
the data (since we are dealing with linear models, this is equivalent to the strength of the signal σtrn)
and the strength of the ridge regularizer µ. It is interesting to analyze the trade-off between the two
regularizers and the generalization error.
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Figure 11: The first two figures show the σtrn versus risk curve for c = 0.5, µ = 1 and c = 2, µ = 0.1
with d = 1000. The second two figures show the risk when training using the optimal σtrn for the
data scaling and parameter scaling regimes.

Optimal σtrn First, we fix µ and determine the optimal σtrn. Figure 11 displays the generalization
error versus σ2

trn curve. The figure shows that the error is initially large but then decreases until the
optimal generalization error. The generalization error when using the optimal σtrn is also shown in
Figure 11. Here, unlike [23], picking the optimal value of σtrn does not mitigate double descent.
Proposition 1 (Optimal σtrn). The optimal value of σ2

trn for c < 1 is given by

σ2
trn =

σ2
tstd[2c(µ

2 + 1)2 − 2T (cµ2 + c+ 1) + 2(cµ2 − 2c+ 1)] +Ntst(µ
2c2 + c2 + 1− T )

Ntst(c3(µ2 + 1)2 − T (µ2c2 + c2 − 1)− 2c2 − 1)
.

Additionally, it is interesting to determine how the optimal value of σtrn depends on both µ and c.
Figure 12 shows that for small values of µ ∈ (0.1, 0.5), as c changes, there exists an (inverted) double
descent curve for the optimal value of σtrn. However, for the data scaling regime, the minimum
of this double descent curve does not match the location for the peak of the generalization error.
Further, as the amount of ridge regularization increases, the optimal amount of noise regularization
decreases proportionally; optimal σ2

trn ≈ dµ2. Thus, for higher values of ridge regularization, it is
preferable to have higher-quality data.

Optimal Value of µ We now explore the effect of fixing σtrn and then changing µ. Figure 13,
shows a U shaped curve for the generalization error versus µ, suggesting that there is an optimal
value of µ, which should be used to minimize the generalization error. Next, we compute the optimal
value of µ using grid search and plot it against c. Figure 14 shows double descent for the optimal
value of µ for small values of σtrn. Thus, for low SNR data, we see a double descent, but we do not
for high SNR data.

Finally, for a given value of µ and c, we compute the optimal σtrn. We then compute the generalization
error (when using the optimal σtrn) and plot the generalization error versus µ curve. Figure 15
displays a very different trend from Figure 13. Instead of having a U -shaped curve, we have a
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Figure 12: The first figure plots the optimal σ2
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optimal σ2
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trn/n versus c in the parameter scaling regime for µ = 0.1.
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Figure 15: Figure showing the generalization error versus µ for the optimal σ2
trn and σ2

tst = Ntst.

monotonically decreasing generalization error curve. This suggests that we can improve generalization
by using higher-quality training while compensating for this by increasing the amount of ridge
regularization.

Interaction Between the Regularizers The optimal values of µ and σtrn are jointly computed
using grid search for µ ∈ (0, 100] and σtrn/

√
n ∈ (0, 10]. Figure 16 shows the results. Specifically,

σtrn is at the highest possible value (so best quality data), and then the model regularizes purely
using the ridge regularizer. This results in a monotonically decreasing generalization error curve.
Thus, in the data scaling model, there is an implicit bias that favors one regularizer over the other.
Specifically, the model’s implicit bias is to use higher quality data while using ridge regularization to
regularize the model appropriately. It is surprising that the two regularizers are not balanced.
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Figure 17: Trade-off between the regularizers. The left column is the optimal σtrn, the central column
is the optimal µ, and the right column is the generalization error for these parameter restrictions

Next we look at the trade-off between σtrn and µ for the parameter scaling regime. We again see,
Figure 17, that the model implicitly prefers regularizing via ridge regularization and not via input
data noise regularizer.
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E Proofs

E.1 Linear Regression

We begin by noting,
βT = (βT

optX + ξtrn)X
†
trn.

Thus, we have,

∥β∥2 = Tr(βTβ)

= Tr(βT
optXtrnX

†
trn(X

†
trn)

TXtrnβopt) + Tr(ξtrnX
†
trn(X

†
trn)

T ξTtrn) + 2Tr(βT
optXtrnX

†
trnX

†
trn)

T ξTtrn.

Taking the expectation, with respect to ξtrn, we see that the last term vanishes.

Letting Xtrn = UXΣXV T
X . We see that using the rotational invariance of X , UX , VX are independent

and uniformly random. Thus, s := βT
optUX is a uniformly random unit vector.

Thus, we see,

EXtrn,ξtrn

[
Tr(βT

optXtrnX
†
trn(X

†
trn)

TXtrnβopt)
]
=

min(d,n)∑
i=1

E[s2i ] = min

(
1,

1

c

)
Similarly, we see,

EXtrn,ξtrn

[
ξtrnX

†
trn(X

†
trn)

T ξTtrn

]
=

min(d,n)∑
i=1

E
[

1

σi(Xtrn)2

]
Multiplying and dividing by d, normalizes the singular values squared of Xtrn so that the limiting
distribution is the Marchenko Pastur distribution with shape c. Thus, we can estimate using Lemma 5
from Sonthalia and Nadakuditi [24] to get,{

c
1−c + o(1) c < 1
1

c−1 + o(1) c > 1
.

Finally, the cross-term has an expectation equal to zero. Thus,

EXtrn,ξtrn [∥βopt∥2] =

{
1 + c

1−c c < 1
1
c + 1

c−1 c > 1

Then we have,
βTβopt = βT

optXtrnX
†
trnβopt + ξtrnX

†
trnβopt

The second term has an expectation equal to zero, and the first term is similar to before and has an

expectation equal to min

(
1,

1

c

)
.

E.2 Proof for Output Noise Model

Theorem 4 (Under-parametrized Peak). For the above model, if k/n → π2, and d/n → c, then the

expected risk is given by R =

{
π1c
π1−c c < π1

π1

(
π1

c−π1
+
(
1− π1

c

) (∥β∥2

d − (βT z)2

∥z∥2d

))
c > π1

.

Proof. We begin with c < π1. Here, since AAT is invertible, we can see that

β̂T =
(
βT
[
A zvT

]
+ ξT

) [AT

vzT

] (
AAT + ∥v∥2zzT

)−1

Let us focus on the term without the ξ. Using the Sherman Morrison formula and the orthogonality
of β and z, we see that (

βT
[
A zvT

]) [AT

vzT

] (
AAT + ∥v∥2zzT

)−1
= βT
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Thus, we get that

β̂T = βT + ξT
[
AT

vzT

] (
AAT + ∥v∥2zzT

)−1

For this model, the uncentered covariance matrix is given by

E[xxT ] = π1Ex∼N (0, 1d I)
[xxT ] + π2E[α2zzT ] =

π1

d
I + π2zz

T .

Then, the expected excess risk for a solution β̂ compared to β is

R = E[∥βTx− β̂Tx∥2|X] = E
[π1

d
∥βT − β̂T ∥2 + π2∥(β − β̂)T z∥2|X

]
.

The first term is given by

E[∥β − β̂T ∥2|X] = E

[∥∥∥∥ξT [AT

vzT

] (
AAT + ∥v∥2zzT

)−1
∥∥∥∥2 |X

]
Taking the expectation over ξ, we get that the expected excess risk is given by

Tr

([
AT

vzT

] (
AAT + ∥v∥2zzT

)−2 [
A zvT

])
= Tr

((
AAT + ∥v∥2zzT

)−1
)

Again, using the Sherman-Morrison formula, we get that

Tr((AAT + ∥v∥zzT )−1) = Tr((AAT )−1 − ∥v||2

1 + ∥v||2zT (AAT )−1z
Tr
(
zT (AAT )−2z

)
Suppose ν is the limiting distribution of the empirical spectral distribution for the non-zero eigenvalues.
Then using the concentration results from [24], we see that the error can be expressed

Tr((AAT )−1− ∥v||2

1 + ∥v||2zT (AAT )−1z
Tr
(
zT (AAT )−2z

)
= d·Eλ∼ν

[
1

λ

]
− ∥v∥2

1 + ∥v∥2Eλ∼ν

[
1
λ

]Eλ∼ν

[
1

λ2

]
The second term of the expected risk is∥∥∥∥ξT [AT

vzT

] (
AAT + ∥v∥zzT

)−1
z

∥∥∥∥2
Again, if we take the expectation over ξ and write as a trace, we get

Tr(zT
(
(AAT )−1 − (AAT )−1∥v∥2zzT (AAT )−1

1 + ∥v∥2zT (AAT )−1z

)
z) =

zT (AAT )−1z

1 + ∥v∥2zT (AAT )−1z

Again, this can expressed as
Eλ∼ν

[
1
λ

]
1 + ∥v∥2Eλ∼ν

[
1
λ

]
Putting it all together, the expected excess risk is

π1Eλ∼ν

[
1

λ

]
+ π2

Eλ∼ν

[
1
λ

]
1 + ∥v∥2Eλ∼ν

[
1
λ

] − π1

d

∥v∥2

1 + ∥v∥2Eλ∼ν

[
1
λ

]Eλ∼ν

[
1

λ2

]
If we then send n, k, d to infinity, while noting that ∥v∥ → ∞, then we get then limiting risk

π1Eλ∼ν

[
1

λ

]
=

π1c

π1 − c

For the d > n − k case, AAT is no longer invertible. Hence, we need to replace the inverse with
pseudoinverse. Hence, we have that

β̂T =
(
βT
[
A zvT

]
+ ξT

) [AT

vzT

] (
AAT + ∥v∥2zzT

)†
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We now expand the pseudoinverse using Theorem 1 from [47]. To write is succinctly, let M =
AAT , P = (I −MM†), γ = zTPz, and τ = zTM†z to get that

(AAT + ∥v∥2zzT )† = (AAT )† − 1

γ

(
(AAT )†zzTP + PzzT (AAT )†

)
+

(1 + ∥v∥2)τ
∥v∥2γ2

PzzTP

Note that P is the projection onto the orthogonal complement of the range of A. Hence we see that
MP = M†P = 0. Thus, multiplying through, and setting terms to zero, we see that

(M + ∥v∥2zzT )(M + ∥v∥2zzT )† = MM† − 1

γ
MM†zzTP + ∥v∥2zzTM†

− 1

γ
∥v∥2zzTM†zzTP − 1

γ
∥v∥2zzTPzzTM†

+
(1 + ∥v∥2τ)

γ2
zzTPzzTP

Using the fact that zTPz = γ, zTM†z = τ and cancelling, we get

(M + ∥v∥2zzT )(M + ∥v∥2zzT )† = MM† − 1

γ
MM†zzTP

− 1

γ
∥v∥2zzTM†zzTP +

(1 + ∥v∥2τ)
γ

zzTP

= MM† − 1

γ
MM†zzTP

− 1

γ
∥v∥2zτzTP +

(1 + ∥v∥2τ)
γ

zzTP

= MM† − 1

γ
MM†zzTP +

1

γ
zzTP

= MM† +

[(
I −MM†) 1

γ
zzTP

]
= MM† +

1

γ
PzzTP

Thus, the first two terms in the error are
π1

d
∥β − β̂∥2 + π2∥βT z − β̂T z∥2

Let us look at the second term first. Here we see that

β̂T z = βT

(
MM† +

1

γ
PzzTP

)
z = βT (MM†z + Pz)

Thus, we see that

βT z − β̂T z = βT z − βT (MM†z + Pz)

= βT (I −MM†)z − βT (I −MM†)z

= 0

For the first term, we first note that

βT − β̂T = βT − βT

(
MM† +

1

γ
PzzTP

)
= βTP − 1

γ
βTPzzTP

To compute the norm, we expand and get∥∥βTP
∥∥2 + 1

γ2
Tr
(
βTPzzTPPzzTPβ

)
− 2

γ
Tr
(
βTPzzTPPβ

)
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Noting that P is a projection matrix, so PP = P and using zTPZ = γ, we get that this term
simplifies to ∥∥βTP

∥∥2 − 1

γ
Tr
(
βTPzzTPβ

)
Note that the subspace for P comes from a Gaussian random matrix. Hence is uniformly random.
Hence

E
[∥∥βTP

∥∥2] = (1− n− k

d

)
∥β∥2 =

(
1− π1

c

)
∥β∥2

Similarly,

E
[
− 1

γ
Tr
(
βTPzzTPβ

)]
=
(
1− π1

c

) (βT z)2

∥z∥2

For the next two terms, we need to first simplify[
AT

vzT

]
(AAT + ∥v∥2zzT )†

Substituting in our formulas and noticing that

ATP = 0 and ATM† = A†

we get that[
AT

vzT

]
(AAT + ∥v∥2zzT )† =

[
A† − 1

γA
†zzTP − 0 + 0

vzTM† − 1
γ τvz

TP − vzTM† + 1+∥v∥2τ)
∥v∥2γ vzTP

]

=

[
A† − 1

γA
†zzTP

− 1
γ τvz

TP + 1
γ τvz

TP + 1
∥v∥2γ vz

TP

]

=

[
A† − 1

γA
†zzTP

1
∥v∥2γ vz

TP

]
Then we have that

E

[∥∥∥∥ξT [AT

vzT

]
(AAT + ∥v∥2zzT )†

∥∥∥∥2
]
=

∥∥∥∥[AT

vzT

]
(AAT + ∥v∥2zzT )†

∥∥∥∥2

= Tr

[A† − 1
γA

†zzTP
1

∥v∥2γ vz
TP

]T [
A† − 1

γA
†zzTP

1
∥v∥2γ vz

TP

]
= Tr

(
M† − 1

γ
m†zzTP − 1

γ
PzztM† +

1 + ∥v∥2τ
∥v∥2γ2

PzzTP

)
= Tr

(
M†)− Tr

(
1

γ
M†zzTP

)
− Tr

(
1

γ
PzzTM†

)
+Tr

(
1 + ∥v∥2τ
∥v∥2γ2

PzzTP

)
Using the cycling invariance of the trace and the fact that M†P = 0, we get that

E

[∥∥∥∥ξT [AT

vzT

]
(AAT + ∥v∥2zzT )†

∥∥∥∥2
]
= Tr

(
M†)+ 1 + ∥v∥2τ

∥v∥2γ

The last equality is obtained using cyclic invariance, the fact that P 2 = P , and γ = zTPz. Using
Lemma 6 for p = n− k and q = d, we get that asymptotically,

π1

d
Tr(M†) =

π2
1

c− π1
.

Note that we similarly get that asymptotically,

π1

d
τ =

1

d

π2
1

c− π1
→ 0.
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Thus, the contribution to the risk from this term is π2
1

c−π1
.

Finally, for the last term, we have that[
AT

vzT

]
(AAT + ∥v∥2zzT )†z =

[
A†z − 1

γA
†zzTPz

1
∥v∥2γ vz

TPz

]

=

[
0
v

∥v∥2

]
Thus,

E

[∥∥∥∥ξT [AT

vzT

]
(AAT + ∥v∥2zzT )†z

∥∥∥∥2
]
=

1

∥v∥2

Note that ∥v∥2 ≈ k and hence this term is aympotitcally zero. Putting it all together, we get the
needed result.

E.3 Proofs for Theorem 1

The proof structure closely follows that of [24].

E.3.1 Step 1: Decompose the error into bias and variance terms.

First, we decompose the error. Since we are not in the supervised learning setup, we do not have
standard definitions of bias/variance. However, we will call the following terms the bias/variance of
the model. First, we recall the following from [24].
Lemma 1 (Sonthalia and Nadakuditi [24]). If Atst has mean 0 entries and Atst is independent of
Xtst and W , then

EAtst
[∥Xtst −WYtst∥2F ] = EAtst

[∥Xtst −WXtst∥2F ]︸ ︷︷ ︸
Bias

+EAtst
[∥WAtst∥2F ]︸ ︷︷ ︸
V ariance

.
(3)

E.3.2 Step 2: Formula for Wopt

Here, we compute the explicit formula for Wopt in Problem 1. Let Âtrn = [Atrn µI], X̂trn =

[Xtrn 0] , and Ŷtrn = X̂trn + Âtrn. Then solving argminW ∥Xtrn −WYtrn∥2F + µ2∥W∥2F is
equivalent to solving argminW ∥X̂trn−WŶtrn∥2F . Thus, Wopt = argminW ∥X̂trn−WŶtrn∥2F =

X̂trnŶ
†
trn. Expanding this out, we get the following formula for Ŵ . Let û be the left singular

vector and v̂trn be the right singular vectors of X̂trn. Note that the left singular does not change
after ridge regularization, so û = u. Let ĥ = v̂TtrnÂ

†
trn, k̂ = Â†

trnu, ŝ = (I − ÂtrnÂ
†
trn)u,

t̂ = v̂trn(I − Â†
trnÂtrn), γ̂ = 1 + σtrnv̂

T
trnÂ

†
trnu, τ̂ = σ2

trn∥t̂∥2∥k̂∥2 + γ̂2.
Proposition 2. If γ̂ ̸= 0 and Atrn has full rank then

Wopt =
σtrnγ̂

τ̂
uĥ+

σ2
trn∥t̂∥2

τ̂
uk̂T Â†

trn.

Proof. Here we know that u is arbitrary. We have that Âtrn has full rank. Thus, the rank of Âtrn is
d, and the range of Âtrn is the whole space. Thus, u lives in the range of Âtrn. In this case, we want
Theorem 3 from [47]. We define

p̂ = −σ2
trn∥k̂∥2

γ̂
t̂T − σtrnk̂ and q̂T = −σtrn∥t̂∥2

γ̂
k̂T Â†

trn − ĥ.

Then we have,

(Âtrn + σtrnuv̂
T
trn)

† = Â†
trn +

σtrn

γ̂
t̂T k̂T Â†

trn − γ̂

τ̂
p̂q̂T .

Note that, by our assumptions, we have t̂ = v̂trn(I − Â†
trnÂtrn), and (I − Â†

trnÂtrn) is a projection
matrix, thus
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v̂Ttrnt̂
T = v̂Ttrn(I − Â†

trnÂtrn)
T v̂Ttrn

= v̂Ttrn(I − Â†
trnÂtrn)

T (I − Â†
trnÂtrn)

T v̂Ttrn.

To compute Wopt = X̂trn(X̂trn + Âtrn)
† = σtrnuv̂

T
trn(Âtrn + σtrnuv̂

T
trn)

†, using γ̂ − 1 =

σtrnv̂
T
trnÂ

†
trnu = σtrnĥu, we multiply this through.

σtrnuv̂
T
trn(Âtrn + σtrnuv̂

T
trn)

† = σtrnuv̂
T
trn(Â

†
trn +

σtrn

γ̂
t̂T k̂T Â†

trn − γ̂

τ̂
p̂q̂T )

= σtrnuĥ+
σ2
trn∥t̂∥2

γ̂
uk̂T Â†

trn

+
σtrnγ̂

τ̂
uv̂Ttrn

(
σ2
trn∥k̂∥2

γ̂
t̂T + σtrnk̂

)
q̂T

= σtrnuĥ+
σ2
trn∥t̂∥2

γ̂
uk̂T Â†

trn +
σ3
trn∥k̂∥2∥t̂∥2

τ̂
uq̂T

+
σtrnγ̂(γ̂ − 1)

τ̂
uq̂T .

Then we have,

σ3
trn∥k̂∥2∥t̂∥2

τ̂
uq̂T =

σ3
trn∥k̂∥2∥t̂∥2

τ̂
u

(
−σtrn∥t̂∥2

γ̂
k̂T Â†

trn − ĥ

)
= −σ4

trn∥k̂∥2∥t̂∥4

τ̂ γ̂
uk̂T Â†

trn − σ3
trn∥k̂∥2∥t̂∥2

τ̂
uĥ

and

σtrnγ̂(γ̂ − 1)

τ̂
uq̂T =

σtrnγ̂(γ̂ − 1)

τ̂
u

(
−σtrn∥t̂∥2

γ̂
k̂T Â†

trn − ĥ

)
= −σ2

trn∥t̂∥2(γ̂ − 1)

τ̂
uk̂T Â†

trn − σtrnγ̂(γ̂ − 1)

τ̂
uĥ.

Substituting back in and collecting like terms, we get,

σtrnuv̂
T
trn(Âtrn + σtrnuv̂

T
trn)

† = σtrn

(
1− σ2

trn∥k̂∥2∥t̂∥2

τ̂
− γ̂(γ̂ − 1)

τ̂

)
uĥ+

σ2
trn

(
∥t̂∥2

γ̂
− σ2

trn∥k̂∥2∥t̂∥4

τ̂ γ̂
− ∥t̂∥2(γ̂ − 1)

τ̂

)
uk̂T Â†

trn.

We can then simplify the constants as follows.

1− σ2
trn∥k̂∥2∥t̂∥2

τ̂
− γ̂(γ̂ − 1)

τ̂
=

τ̂ − σ2
trn∥k̂∥2∥t̂∥2 − γ2 + γ

τ̂
=

γ̂

τ̂

and

∥t̂∥2

γ̂
− σ2

trn∥k̂∥2∥t̂∥4

τ̂ γ̂
− ∥t̂∥2(γ̂ − 1)

τ̂
=

∥t̂∥2
(
τ̂ − σ2

trn∥k̂∥2∥t̂∥2 − γ̂2 + γ̂
)

τ̂ γ̂
=

∥t̂∥2

τ̂
.

This gives us the result.
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E.3.3 Step 3: Decompose the terms into a sum of various trace terms.

For the bias and variance terms, we have the following two Lemmas.
Lemma 2. If Wopt is the solution to Equation 1, then

Xtst −WoptXtst =
γ̂

τ̂
Xtst.

Proof. To see this, note that we have n+M > M .

Xtst −WoptXtst = Xtst −
σtrnγ̂

τ̂
uĥuvTtst −

σ2
trn∥t̂∥2

τ̂
uk̂T Â†

trnuv
T
tst

= Xtst −
σ̂trnγ̂

τ̂
uv̂TtrnÂ

†
trnuv

T
tst −

σ2
trn∥t̂∥2

τ̂
uk̂T Â†

trnuv
T
tst.

Note that γ̂ = 1 + σtrnv̂
T
trnÂ

†
trnu. Thus, we have that σtrnv̂

T
trnÂ

†
trnu = γ̂ − 1. Substituting this

into the second term, we get,

Xtst −WoptXtst = Xtst −
γ̂(γ̂ − 1)

τ̂
uvTtst −

σ2
trn∥t̂∥2

τ̂
uk̂T Â†

trnuv
T
tst.

For the third term, since k̂ = Â†
trnu, k̂T Â†

trnu = k̂T k̂ = ∥k̂∥2. Substituting this into the expression,
we get that

Xtst −WoptXtst = Xtst −
γ̂(γ̂ − 1)

τ̂
uvTtst −

σ2
trn∥t̂∥2∥k̂∥2

τ̂
uvTtst.

Since Xtst = uvTtst, we get,

Xtst −WoptXtst = Xtst

(
1− γ̂(γ̂ − 1)

τ̂
− σ2

trn∥t̂∥2∥k̂∥2

τ̂

)
.

Simplify the constants using τ̂ = σ2
trn∥t̂∥2∥k̂∥2 + γ̂2, we get,

τ̂ + γ̂ − γ̂2 − σ2
trn∥t̂∥2∥k̂∥2

τ̂
=

γ̂

τ̂
.

Lemma 3 (Sonthalia and Nadakuditi [24]). If the entries of Atst are independent with mean 0, and
variance 1/d, then we have that EAtst [∥WoptAtst∥2] = Ntst

d ∥Wopt∥2.
Lemma 4. If γ̂ ̸= 0 and Atrn has full rank, then we have that

∥Wopt∥2F =
σ2
trnγ̂

2

τ2
Tr(ĥT ĥ) + 2

σ3
trn∥t̂∥2γ̂

τ̂2
Tr(ĥT k̂T Â†

trn) +
σ4
trn∥t̂∥4

τ̂2
Tr((Â†

trn)
T k̂k̂T Â†

trn)︸ ︷︷ ︸
ρ

.

Proof. We have

∥Wopt∥2F = Tr(WT
optWopt)

= Tr

((
σtrnγ̂

τ̂
uĥ+

σ2
trn∥t̂∥2

τ̂
uk̂T Â†

trn

)T (
σtrnγ̂

τ̂
uĥ+

σ2
trn∥t̂∥2

τ̂
uk̂T Â†

trn

))

=
σ2
trnγ̂

2

τ̂2
Tr(ĥTuTuĥ) + 2

σ3
trn∥t̂∥2γ̂

τ̂2
Tr(ĥTuTuk̂T Â†

trn)

+
σ4
trn∥t̂∥4

τ̂2
Tr((Â†

trn)
T k̂uTuk̂T Â†

trn)

=
σ2
trnγ̂

2

τ̂2
Tr(ĥT ĥ) + 2

σ3
trn∥t̂∥2γ̂

τ̂2
Tr(ĥT k̂T Â†

trn) +
σ4
trn∥t̂∥4

τ̂2
Tr((Â†

trn)
T k̂k̂T Â†

trn).

Where the last inequality is true due to the fact that ∥u∥2 = 1.
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E.3.4 Step 4: Estimate With Random Matrix Theory

Lemma 5. Let A be a p× q matrix and let Â = [A µI] ∈ Rp×q+p. Suppose A = UΣV T be the
singular value decomposition of A. If Â = Û Σ̂V̂ T is the singular value decomposition of Â, then
Û = U and if p < q

Σ̂ =


√
σ1(A)2 + µ2 0 · · · 0

0
√

σ2(A)2 + µ2 0
...

. . .
...

0 0 · · ·
√

σp(A)2 + µ2

 ∈ Rp×p,

and

V̂ =

[
V1:pΣΣ̂

−1

µU Σ̂−1

]
∈ Rq+p×p.

Here V1:p are the first p columns of V .

Proof. Since p < q, we have that U ∈ Rp×p, Σ ∈ Rp×p are invertible. Here also consider the form
of the SVD in which V T ∈ Rp×q .

We start by nothing that Û Σ̂2ÛT = ÂÂT = AAT +µ2I = U(Σ2+µ2Ip)U
T . Thus, we immediately

see that σi(Â)2 = σi(A)2 + µ2 and that Û = U .

Finally, we see,
V̂ T = Σ̂−1UT Â =

[
Σ̂−1ΣV T

1:p µΣ̂−1UT
]

Lemma 6. Let A be a p× q matrix and let Â = [A µI] ∈ Rp×q+p. Suppose A = UΣV T be the
singular value decomposition of A. If Â = Û Σ̂V̂ T is the singular value decomposition of Â, then
Û = U and if p > q

Σ̂ =



√
σ1(A)2 + µ2 0 · · · 0 · · · 0

0
√
σ2(A)2 + µ2 0

...
. . .

...
...

0 0 · · ·
√

σq(A)2 + µ2 0
µ

...
. . . 0

0 0 · · · 0 · · · 0 µ


∈ Rp×p.

Here we will denote the upper left q × q block by C. Further,

V̂ =

[
V ΣT

1:q,1:qC
−1 0

µU1:qC
−1 Uq+1:p

]
∈ Rq+p×p.

Proof. Since p > q, we have that U ∈ Rp×p and we have that Σ ∈ Rp×q. Here V T ∈ Rq×q is
invertible.

We start with nothing,

Û Σ̂2ÛT = ÂÂT = AAT + µ2I = U

([
Σ2

1:q,1:q 0
0 0q−p

]
+ µ2Iq

)
UT .

Thus, we immediately see that for i = 1, . . . , p σi(Â)2 = σi(A)2 + µ2 and for i = p+ 1, . . . , q, we
have that σi(Â)2 = µ2 and that Û = U .

Then, we see,
V̂ T = Σ̂−1UT Â =

[
Σ̂−1ΣV T µΣ̂−1UT

]
.

Note that Σ has 0 for the last p− q entries. Thus,

Σ̂−1ΣV =

[
C−1Σ1:q,1:qV

0q−p,q

]
.
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Similarly, due to the structure of Σ̂, we see,

µΣ̂−1UT = [µC−1UT
1:q µ

1

µ
UT
q+1:p].

Lemma 7. Suppose A is an p by q matrix such that p < q, the entries of A are independent and have
mean 0, variance 1/p, and bounded fourth moment. Let c = p/q. Let Â = [A µI] ∈ Rp×q+p. Let
Wp = ÂÂT and let Wq = ÂT Â. Suppose λp is a random non-zero eigenvalue from the largest p
eigenvalues of Wp, and λq is a random non-zero eigenvalue of Wq . Then

1. E
[

1
λp

]
= E

[
1
λq

]
=

√
(1+µ2c−c)2+4µ2c2−1−µ2c+c

2µ2c + o(1).

2. E
[

1
λ2
p

]
= E

[
1
λ2
q

]
= µ2c2+c2+µ2c−2c+1

2µ4c
√

4µ2c2+(1−c+µ2c)2
+ 1

2µ4

(
1− 1

c

)
+ o(1).

Proof. First, we note that the non-zero eigenvalues of Wp and Wq are the same. Hence we focus on
Wp. Wp is nearly a Wishart matrix but is not normalized by the correct value. However, cWp does
have the correct normalization.

Due to the assumptions on A, we have that the eigenvalues of cAAT converge to the Marchenko-
Pastur. Hence since the eigenvalues of cWp are

(cλp)i = cσi(A)2 + cµ2,

we can estimate them by estimating cσi(A)2 with the Marchenko-Pastur [44, 50–53]. In particular,
we want the expectation of the inverse. We need to use the Stieljes transform. We know that if mc(z)
is the Stieljes transform for the Marchenko-Pastur with shape parameter c, then if λ is sampled from
the Marchenko-Pastur distribution, then

mc(z) = Eλ

[
1

λ− z

]
.

Thus, we have that the expected inverse of the eigenvalue can be approximated m(−cµ2). We know
that the Steiljes transform:

mc(z) = −
1− z − c−

√
(1− z − c)2 − 4cz

−2zc
.

Thus, we have,

E
[

1

cλp

]
= m(−cµ2) =

√
(1 + µ2c− c)2 + 4µ2c2 − 1− µ2c+ c

2µ2c2
.

Canceling 1/c from both sides, we get,

E
[
1

λp

]
=

√
(1 + µ2c− c)2 + 4µ2c2 − 1− µ2c+ c

2µ2c
.

Then for the estimate of E
[
1/λ2

p

]
, we need to compute the derivative of the mc(z) and evaluate it at

−cµ2. Hence, we see,

m′
c(z) =

(c− z +
√
−4cz + (1− c− z)2 − 1)(c+ z +

√
−4cz + (1− c− z)2 − 1)

4cz2
√

−4cz + (1− c− z)2
.

Thus,

E
[

1

c2λ2
p

]
= m′

c(−cµ2)

=
(c+ µ2c+

√
4µ2c2 + (1− c+ µ2c)2 − 1)(c− µ2c+

√
4µ2c2 + (1− c+ µ2c)2 − 1)

4µ4c3
√

4µ2c2 + (1− c+ µ2c)2
.
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Canceling the 1/c2 from both sides, we get,

E
[
1

λ2
p

]
=

(c+ µ2c+
√
4µ2c2 + (1− c+ µ2c)2 − 1)(c− µ2c+

√
4µ2c2 + (1− c+ µ2c)2 − 1)

4µ4c
√
4µ2c2 + (1− c+ µ2c)2

.

Multiplying out and simplifying

E
[
1

λ2
p

]
=

µ2c2 + c2 + µ2c− 2c+ 1

2µ4c
√
4µ2c2 + (1− c+ µ2c)2

+
1

2µ4

(
1− 1

c

)
.

Lemma 8. Suppose A is an p by q matrix such that p > q, the entries of A are independent and have
mean 0, variance 1/p, and bounded fourth moment. Let c = p/q. Let Â = [A µI] ∈ Rp×q+p. Let
Wp = ÂÂT and let Wq = ÂT Â. Suppose λp is a random non-zero eigenvalue of Wp, and λq is a
random eigenvalue from the largest q eigenvalues of Wq . Then

1. E
[

1
λq

]
= E

[
1
λp

]
=

√
4µ2c+(−1+c+µ2c)2−c−µ2c+1

2µ2 + o(1).

2. E
[

1
λ2
q

]
= E

[
1
λ2
p

]
= 1−2c+c2+µ2c+µ2c2

2µ4
√

4µ2c+(−1+c+µ2c)2
+ (1− c) 1

2µ4 + o(1).

Proof. First, we note that the non-zero eigenvalues of Wp and Wq are the same. Hence we focus on
Wp. Due to the assumptions on A, we have that the eigenvalues of ATA converge to the Marchenko-
Pastur with shape c−1. Hence if λp is one of the first q eigenvalues of Wp, we see,

E
[
1

λp

]
= mc−1(µ2) =

√
(1 + µ2 − 1/c)2 + 4µ2/c− 1− µ2 + 1/c

2µ2/c
.

Then for the estimate of E
[
1/λ2

p

]
, we need to compute the derivative of the mc−1(z) and evaluate it

at −µ2. Hence, we see,

E
[
1

λ2
p

]
=

(1/c+ µ2 +
√
4µ2/c+ (1− 1/c+ µ2)2 − 1)(1/c− µ2 +

√
4µ2/c+ (1− 1/c+ µ2)2 − 1)

4µ4/c
√

4µ2/c+ (1− 1/c+ µ2)2

=
(1 + µ2c+ c

√
4µ2/c+ (1− 1/c+ µ2)2 − c)(1− µ2c+ c

√
4µ2/c+ (1− 1/c+ µ2)2 − c)

4µ4c
√
4µ2/c+ (1− 1/c+ µ2)2

=
(1 + µ2c+

√
4µ2c+ (−1 + c+ µ2c)2 − c)(1− µ2c+

√
4µ2c+ (−1 + c+ µ2c)2 − c)

4µ4
√
4µ2c+ (−1 + c+ µ2c)2

This can be further simplified to

1− 2c+ c2 + µ2c+ µ2c2

2µ4
√
4µ2c+ (−1 + c+ µ2c)2

+ (1− c)
1

2µ4
+ o(1)

We will also need to estimate some other terms.

Lemma 9. Suppose A is an p by q matrix such that the entries of A are independent and have mean
0, variance 1/p, and bounded fourth moment. Let Â = [A µI] ∈ Rp×q+p. Let Wp = ÂÂT and let
Wq = ÂT Â. Suppose λp, λq are random non-zero eigenvalues of Wp,Wq from the largest min(p, q)
eigenvalues of Wp,Wq . Then

1. If p > q, E
[
λp−µ2

λp

]
= c

(
1
2 +

1+µ2c−
√

(−1+c+µ2c)2+4µ2c

2c

)
+ o(1).

2. If p < q, E
[
λq−µ2

λq

]
= 1

2 +
1+µ2c−

√
(1−c+µ2c)2+4c2µ2

2c + o(1).
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3. If p > q, E
[
λp−µ2

λ2
p

]
= c

(
1+c+µ2c

2
√

(−1+c+µ2c)2+4µ2c
− 1

2

)
+ o(1).

4. If p < q, E
[
λq−µ2

λ2
q

]
= 1+c+µ2c

2
√

(1−c+cµ2)2+4c2µ2
− 1

2 + o(1).

Proof. Notice that if λ is an eigenvalue of A (so unshifted).

λ

λ+ µ2
= 1− µ2

λ+ µ2
and

λ

(λ+ µ2)2
=

1

λ+ µ2
− µ2

(λ+ µ2)2

Then use Lemmas 7, and 8 to finish the proof.

Bounding the Variance.
Lemma 10. Let ηn be a uniform measure on n numbers a1, . . . , an such that ηn → η weakly in
probability. Then for any bounded continuous function f

1

n

n−1∑
i=1

f(ai) → Ex∼η[f(x)].

Proof. Using weak convergence

1

n

n∑
i=1

f(ai) → Ex∼η[f(x)].

Then using the boundedness of f , we get,

1

n

n−1∑
i=1

f(ai)−
1

n

n∑
i=1

f(ai) = − 1

n
f(an) → 0.

Lemma 11. Let ηn be a uniform measure on n numbers a1, . . . , an such that ηn → η weakly in
probability. Let s be a uniformly random unit vector in Rm independent of ηn. Suppose n/m → ζ ∈
(0, 1]. Then for any bounded function f ,

Es

[
n∑

i=1

s2i f(ai)

]
→ ζEx∼η[f(x)]

and

Es

( n∑
i=1

s2i f(ai)

)2
− Es

[
n∑

i=1

s2i f(ai)

]2
→ 0.

Proof. The first limit comes directly from weak convergence.

For the second, notice,(
n∑

i=1

s2i f(ai)

)2

=

n∑
i=1

s4i f(ai)
2+
∑
i̸=j

s2i s
2
jf(ai)f(aj) =

n∑
i=1

s4i f(ai)
2+

n∑
i=1

s2i f(ai)
∑
j ̸=i

s2jf(aj).

Taking the expectation with respect to s we get,

Es

( n∑
i=1

s2i f(ai)

)2
 =

1

m2 +O(m)

n∑
i=1

f(ai)
2 +

1

m2 +O(m)

n∑
i=1

f(ai)
∑
j ̸=i

f(aj)

Then using Lemma 10 for any fixed i, we have,

1

m

∑
j ̸=i

f(aj) → ζEx∼η[f(x)].

30

25539https://doi.org/10.52202/079017-0803



Thus, as n → ∞, we have,

Es

( n∑
i=1

s2i f(ai)

)2
→ ζ2Ex∼η[f(x)]

2.

Then since

Es

[
n∑

i=1

s2i f(ai)

]2
→ ζ2Ex∼η[f(x)]

2.

Thus, the variance goes to zero.

The interpretation of the above Lemma is that the variance of the sum decays to zero as m → ∞.
Lemma 12. Suppose A is an p by q matrix such that the entries of A are independent and have
mean 0, variance 1/p, and bounded fourth moment. Let Â = [A µI] ∈ Rp×q+p. Let x ∈ Rp and
ŷ ∈ Rp+q be unit norm vectors such that ŷT = [yT 0p]. Then

1. If p < q, then E[Tr(xT (ÂÂT )†x] =

√
(1−c+µ2c)2+4µ2c2−1−µ2c+c

2µ2c + o(1).

2. If p > q, then E[Tr(xT (ÂÂT )†x] =

√
(−1+c+µ2c)2+4µ2c−1−µ2c+c

2µ2c + o(1).

3. If p < q, then E[Tr(ŷT (ÂT Â)†ŷ] = c

(
1+c+µ2c

2
√

(1−c+µ2c)2+4c2µ2
− 1

2

)
+ o(1).

4. If p > q, then E[Tr(ŷT (ÂT Â)†ŷ] = c

(
1+c+µ2c

2
√

(−1+c+µ2c)2+4µ2c
− 1

2

)
+ o(1).

The variance of each above is o(1).

Proof. Let us start with p < q.

Let Â = Û Σ̂V̂ T , where Σ̂ is p× p. Then we see,

(ÂÂT )† = Û Σ̂−2ÛT .

Where Û is uniformly random. Thus similar to [24], we can use Lemma 7 to get,

E[Tr(xT (ÂÂT )†x] =

√
(1 + µ2c− c)2 + 4µ2c2 − 1− µ2c+ c

2µ2c
+ o(1).

On the other hand, for p > q, we have that only the first q eigenvalues have the expectation in Lemma
8 The other p− q are equal to 1

µ2 . Thus, we see,

E[Tr(xT (ÂÂT )†x] =
1

c

(√
4µ2c+ (−1 + c+ µ2c)2 − c− µ2c+ 1

2µ2
+ o(1)

)
+

(
1− 1

c

)
1

µ2

=

√
4µ2c+ (−1 + c+ µ2c)2 + c− µ2c− 1

2cµ2
.

Again let us first consider the case when p < q. Then we have,

(ÂT Â)† = V̂ Σ̂−2V̂ T =

[
V1:pΣΣ̂

−1

µU Σ̂−1

]
Σ̂−2

[
Σ̂−1ΣV T

1:p µΣ̂−1UT
]
.

Since ŷ has zeros in the last p coordinates, we see,

ŷT (ÂT Â)†ŷ = yTV1:pΣΣ̂
−4ΣV T

1:py.

Thus, we can use Lemma 9 to estimate this as,

c

(
1 + c+ µ2c

2
√
(1− c+ cµ2)2 + 4c2µ2

− 1

2

)
+ o(1).
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The extra factor of c comes from the sum of p coordinates of a uniformly unit vector in q dimensional
space. And for p > q, we have that the estimate is

c

(
1 + c+ µ2c

2
√
(1 + µ2 − 1/c)2 + 4µ2/c

− 1

2

)
+ o(1).

For the variance term, use Lemma 11. For three of the cases, the limiting distribution is the Marchenko-
Pastur distribution. For the other case, the limiting measure is a mixture of the Marchenko-Pastur and
a dirac delta at 1/µ2.

The rest of the lemmas in this section are used to compute the mean and variance of the various terms
that appear in the formula of Wopt.
Lemma 13. We have that

EAtrn

[
∥ĥ∥2

]
=


c

(
1+c+µ2c

2
√

(1−c+µ2c)2+4µ2c2
− 1

2

)
+ o(1) c < 1

c

(
1+c+µ2c

2
√

(−1+c+µ2c)2+4µ2c
− 1

2

)
+ o(1) c > 1

and that V(∥ĥ∥2) = o(1).

Proof. Here we see that
∥ĥ∥2 = Tr(v̂Ttrn(Â

T
trnÂtrn)

†v̂Ttrn).

Thus, using the Lemma 12 we get that if c < 1

E[∥ĥ∥2] = c

(
1 + c+ µ2c

2
√
(1− c+ µ2c)2 + 4µ2c2

− 1

2

)
+ o(1)

and if c > 1

E[∥ĥ∥2] = c

(
1 + c+ µ2c

2
√

(−1 + c+ µ2c)2 + 4µ2c
− 1

2

)
+ o(1).

Lemma 14. We have

EAtrn

[
∥k̂∥2

]
=


√

(1−c+µ2c)2+4µ2c2−1−µ2c+c

2µ2c + o(1) c < 1√
(−1+c+µ2c)2+4µ2c−1−µ2c+c

2µ2c + o(1) c > 1

and that V(∥k̂∥2) = o(1).

Proof. Since k̂ = Â†
trnu, we have that

∥k̂∥2 = Tr(uT (ÂtrnÂ
T
trn)

†u).

According to the Lemma 12, if c < 1

E[∥k̂∥2] =
√
(1− c+ µ2c)2 + 4µ2c2 − 1− µ2c+ c

2µ2c
+ o(1)

and if c > 1

E[∥k̂∥2] =
√
(−1 + c+ µ2c)2 + 4µ2c− 1− µ2c+ c

2µ2c
+ o(1).

Lemma 15. We have that

EAtrn

[
∥t̂∥2

]
=


1
2

(
1− c− µ2c+

√
(1− c+ µ2c)2 + 4c2µ2

)
+ o(1) c < 1

1
2

(
1− c− µ2c+

√
(−1 + c+ µ2c)2 + 4µ2c

)
+ o(1) c > 1

and we have that V(∥t̂∥2) = o(1)
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Proof. Here we see that t̂ = v̂trn(I − Â†
trnÂtrn). Thus, we see that

∥t̂∥2 = ∥vtrn∥2 − v̂TtrnÂ
†
trnÂtrnv̂trn = 1− v̂TtrnÂ

†
trnÂtrnv̂trn.

If V̂ ∈ Rp+q×p+q , we have that

Â†
trnÂtrn = V̂

[
Ip 0
0 0q

]
V̂ T .

Then if p < q using Lemma 6 and the fact that the last p coordinates of v̂trn are 0, we see that

v̂TtrnÂ
†
trnÂtrnv̂trn = vTtrnV1:pΣΣ̂

−2ΣV T
1:pvtrn.

Then using Lemma 9 to estimate the middle diagonal matrix, we get that

E[∥t̂∥2] = 1− c

(
1

2
+

1 + µ2c−
√
(1 + µ2c− c)2 + 4c2µ2

2c

)

=
1

2

(
1− c− µ2c+

√
(1− c+ µ2c)2 + 4c2µ2

)
+ o(1).

Similarly for c > 1, we have that

E[∥t̂∥2] = 1−

(
1

2
+

c+ µ2c− c
√
(1 + µ2 − 1/c)2 + 4µ2/c

2

)
+ o(1)

=
1

2

(
1− c− µ2c+

√
(−1 + c+ µ2c)2 + 4µ2c

)
+ o(1).

The variance of Â†
trnÂtrn is also o(1) using Lemma 11.

Lemma 16. We have that EAtrn
[γ̂] = 1 and V(γ) = O(σ2

trn/d).

Proof. Noting that Â = U Σ̂V̂ T , we have that

γ̂ = 1 + σtrnv̂
T
trnÂ

†
trnu = 1 + σtrn

min(n,d)∑
i=1

σi(Â)−1âibi.

Here âT = v̂TtrnV̂ and b = UTu. U is a uniformly random rotation matrix that is independent of Σ̂
and V̂ . Thus, taking the expectation with respect to Atrn, we get that the expectation is equal to zero.

For the variance, let us first consider the case when c < 1. For this case, we have that

V̂ =

[
V1:dΣΣ̂

−1

µU Σ̂−1

]
.

Thus, letting aT = vTtrnV1:d, we get that

γ̂ = 1 +

d∑
i=1

σi(A)

σ2
i (A) + µ2

aibi.

Squaring and taking the expectation, we see that

E[γ2] = 1 +
σ2
trn

n
Eλ∼µc

[
λ

(λ+ µ2)2

]
+ o

(
σ2
trn

n

)
.

Similarly for c > 1, we have that

E[γ2] = 1 +
σ2
trn

d
Eλ∼µc

[
λ

(λ+ µ2)2

]
+ o

(
σ2
trn

d

)
.
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Lemma 17. We have that

E
[
Tr((Â†

trn)
T k̂k̂T Â†

trn)
]
= E [ρ] =


µ2c2+c2+µ2c−2c+1

2µ4c
√

4µ2c2+(1−c+µ2c)2
+ 1

2µ4

(
1− 1

c

)
+ o(1) c < 1

1−2c+c2+µ2c+µ2c2

2µ4c
√

4µ2c+(−1+c+µ2c)2
+
(
1− 1

c

)
1

2µ4 + o(1) c > 1

and that V(ρ) = o(1).

Proof. Here we have that

ρ = Tr(k̂T (ÂT
trnÂtrn)

†k̂) = Tr(uT (ÂtrnÂ
T
trn)

†(ÂtrnÂ
T
trn)

†u).

We first notice that
(ÂtrnÂ

T
trn)

†(ÂtrnÂ
T
trn)

† = ÛT Σ̂2Û .

Thus using Lemmas 7 and 8, we see that if c < 1

E[ρ] =
µ2c2 + c2 + µ2c− 2c+ 1

2µ4c
√
4µ2c2 + (1− c+ µ2c)2

+
1

2µ4

(
1− 1

c

)
and if c > 1

E[ρ] =
1

c

(
1− 2c+ c2 + µ2c+ µ2c2

2µ4
√
4µ2c+ (−1 + c+ µ2c)2

+ (1− c)
1

2µ4

)
+

(
1− 1

c

)
1

µ4

=
1− 2c+ c2 + µ2c+ µ2c2

2µ4c
√
4µ2c+ (−1 + c+ µ2c)2

+

(
1− 1

c

)
1

2µ4
.

The variance being o(1) comes from Lemma 11 again.

Lemma 18. We have that
EAtrn

[
Tr(ĥT k̂T Â†

trn)
]
= 0

and the variance is o(1).

Proof. Letting Â = U Σ̂V̂ T , we get that

Tr(ĥT k̂T ÂT ) = uTU Σ̂−3V̂ T v̂Ttrn.

Then again since U is uniformly random and independent of Σ̂ and V̂ , the expectation is equal to
zero. The variance is computed similarly to Lemma 16.

E.3.5 Step 5: Putting it together

Lemma 19. We have that

E
[

τ

σ2
trn

]
=


1

σ2
trn

+ 1
2

(
1 + µ2c+ c−

√
(1− c+ µ2c)2 + 4µ2c2

)
+ o(1) c < 1

1
σ2
trn

+ 1
2

(
1 + µ2c+ c−

√
(−1 + c+ µ2c)2 + 4µ2c

)
+ o(1) c > 1

and that V(τ/σ2
trn) = o(1).

Proof. Using the fact that all of the quantities concentrate, we can use the previous estimates.
Specifically, we use that

|E[XY ]− E[X]E[Y ]| ≤
√
V[X]V[Y ].

Thus, since our variances decay, we can use the product of the expectations. Further,

|V[XY ]| = |V[X]V[Y ] + E[X]2V[Y ] + E[Y ]2V[X]− 2E[X]E[Y ]Cov(X,Y ) + Cov(X2, Y 2)− Cov(X,Y )2|

≤ |V[X]V[Y ] + E[X]2V[Y ] + E[Y ]2V[X]|+ 2|E[X]E[Y ]|
√
V[X]V[Y ] + |V[X]V[Y ]|+ |

√
V[X2]V[Y 2]|.

Thus, since the variances individually go to 0, we see that the variance of the product also goes to 0.
Then using Lemma 15 and 14, we have that if c < 1

E
[
∥t̂∥2∥k̂∥2

]
=

1

2

(
1 + µ2c+ c−

√
(1− c+ µ2c)2 + 4µ2c2

)
+ o(1)
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and V(∥t̂∥2∥k̂∥2) = o(1). Then since

|V[X + Y ]| ≤ |V[X] + V[Y ]|+ 2
√

V[X]V[Y ]

we have that using Lemma 16, that if c < 1

E
[

τ

σ2
trn

]
=

1

σ2
trn

+
1

2

(
1 + µ2c+ c−

√
(1− c+ µ2c)2 + 4µ2c2

)
+ o(1)

and that that variance is o(1). If c > 1

E
[

τ

σ2
trn

]
=

1

σ2
trn

+
1

2

(
1 + µ2c+ c−

√
(−1 + c+ µ2c)2 + 4µ2c

)
+ o(1).

Lemma 20. We have that

EAtrn

[
1

σ2
trn

∥ĥ∥2 + ∥t̂∥4ρ
]
=


c(1+σ−2

trn)
2

(
µ2c+c+1√

(1−c+µ2c)2+4µ2c2
− 1

)
+ o(1) c < 1

c(1+σ−2
trn)

2

(
µ2c+c+1√

(−1+c+µ2c)2+4µ2c
− 1

)
+ o(1) c > 1

and that the variance is o(1).

Proof. Similar to Lemma 19, we can multiply the expectations since the variances are small. For
c < 1, simplifying, we get that

EAtrn

[
1

σ2
trn

∥ĥ∥2 + ∥t̂∥4ρ
]
=

c(1 + σ−2
trn)

2

(
µ2c+ c+ 1√

(1− c+ µ2c)2 + 4µ2c2
− 1

)
+ o(1)

and if c > 1, we get that

EAtrn

[
1

σ2
trn

∥ĥ∥2 + ∥t̂∥4ρ
]
=

c(1 + σ−2
trn)

2

(
µ2c+ c+ 1√

(−1 + c+ µ2c)2 + 4µ2c
− 1

)
+ o(1)

and the variance decays since the variances decay individually.

Lemma 21. We have that

EAtrn

[
∥Wopt∥2F

]
=

σ4
trn

τ2


c(1+σ−2

trn)
2

(
µ2c+c+1√

(1−c+µ2c)2+4µ2c2
− 1

)
+ o(1) c < 1

c(1+σ−2
trn)

2

(
µ2c+c+1√

(−1+c+µ2c)2+4µ2c
− 1

)
+ o(1) c > 1

and that V(∥Wopt∥2F ) = o(1).

Proof. Follows immediately from Lemmas 4, 17, 18, and 20.

Theorem 1 (Generalization Error Formula). Suppose the training data Xtrn and test data Xtst

satisfy Assumption 3 and the noise Atrn, Atst satisfy Assumption 4. Let µ be the regularization
parameter. Then for the under-parameterized regime (i.e., c < 1) for the solution Wopt to Problem 1,
the generalization error or risk given by Equation 2 is given by

R(c, µ) =
cσ2

trn(σ
2
trn + 1))

2dτ2
1 + c+ µ2c√

(1− c+ µ2c)2 + 4µ2c2
−τ−2 cσ

2
trn(σ

2
trn + 1))

2d
+τ−2 σ

2
tst

ntst
+o

(
1

d

)
,

where
1

τ
=

2∥βTu∥
2 + σ2

trn(1 + c+ µ2c−
√
(1− c+ µ2c) + 4µ2c2)

.

Proof. Rewriting γ̂2

τ2 as γ̂2/σ4
trn

τ2/σ4
trn

, we can the concentration from Lemmas 16 and 19. Then using
Lemma 21 we get the needed result.
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Theorem 6. For the over-parameterized case, we have that the generalization error is given by

R(c, µ) = τ−2

(
σ2
tst

Ntst
+

cσ2
trn(σ

2
trn + 1))

2d

(
1 + c+ µ2c√

(−1 + c+ µ2c)2 + 4µ2c
− 1

))
+ o

(
1

d

)
,

where τ−1 =
2

2 + σ2
trn(1 + c+ µ2c−

√
(−1 + c+ µ2c) + 4µ2c)

.

Proof. Rewriting γ̂2

τ2 as γ̂2/σ4
trn

τ2/σ4
trn

, we can the concentration from Lemmas 16 and 19. Then using
Lemma 21 we get the needed result.

E.4 Proof of Theorem 2

Theorem 2 (Under-Parameterized Peak). Let µ ∈ R>0, σ2
trn = n = d/c and σ2

tst = ntst, and d is
sufficiently large, so that the error term o(1/d) is small, then the risk R(c) from Theorem 1, as a
function of c, has a local maximum in the under-parameterized regime at c = 1

1+µ2 .

Proof. First, we compute the derivative of the risk. We do so using SymPy and get the following
expression.

4c

(
4cµ2 +

(
µ2 − 1

) (
cµ2 − c+ 1

)
−
(
µ2 + 1

)√
4c2µ2 + (cµ2 − c+ 1)

2

)
d
(
4c2µ2 + (cµ2 − c+ 1)

2
)(

cµ2 + c−
√
4c2µ2 + (cµ2 − c+ 1)

2
+ 1

)2

+
2c
((

µ2 + 1
) (

4c2µ2 +
(
cµ2 − c+ 1

)2)− (4cµ2 +
(
µ2 − 1

) (
cµ2 − c+ 1

)) (
cµ2 + c+ 1

))
d
(
4c2µ2 + (cµ2 − c+ 1)

2
) 3

2

(
cµ2 + c−

√
4c2µ2 + (cµ2 − c+ 1)

2
+ 1

)2

+

2

((
4c2µ2 +

(
cµ2 − c+ 1

)2)3(
cµ2 + c−

√
4c2µ2 + (cµ2 − c+ 1)

2
+ 1

)6
)

M
(
4c2µ2 + (cµ2 − c+ 1)

2
) 7

2

(
cµ2 + c−

√
4c2µ2 + (cµ2 − c+ 1)

2
+ 1

)7

We can then compute the limit as c → 0+. Again using SymPy we see that

lim
c→0+

∂

∂c
R(c, µ2;σ2

trn = d/c) =
1

d
> 0.

Let
T (c, µ) = c2µ4 + 2c2µ2 + c2 + 2cµ2 − 2c+ 1

To find the critical point, we shall write the derivative as one fraction of the form

∂cR(c, µ) = −2
(cµ2 + c− 1)P (c, µ, d, T )

Q(c, µ, d, T )
.

Here we see that

P (c, µ, d, T ) = c2µ4 + 2c2µ2 + c2 + 2cµ2 + 1− (cµ+ c+ 1)
√
T

and
Q(c, µ, d, T ) = d(cµ2 + c+ 1−

√
T )2T 3/2

We can see that the numerator is zero at c = (1 + µ2)−1. To evaluate the denominator at this point,
we first get that

T ((1 + µ2)−1, µ2) =
4µ2

µ2 + 1
< 4
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Thus, we see that the denominator is

d

(
2− 2µ√

µ2 + 1

)2(
4µ2

µ2 + 1

)3/2

Since T ((1 + µ2)−1, µ2 < 4, we have that

2− 2µ√
µ2 + 1

> 0

Hence the denominator is non-zero. Thus, we see that c = (1 + µ2)−1 is a critical point.

Next we want to show that this point is a local maximum. To do so, we compute the second derivative
and evaluate at c = (1 + µ2)−1. Using SymPy, we get that the value of the second derivative at this
point is

(µ2 + 1)4 · (4µ3 + 3µ− 4µ2
√

µ2 + 1−
√

µ2 + 1)

8d · µ3 · (µ2 − µ
√
µ2 + 1 + 1)3

To see that it is a maximum, we need to show that the above is negative. We begin by showing that the
denominator is positive. Since 8dµ3 > 0, we only need to look at the second term. Using arithmetic
mean and geometric mean inequality, we see that

µ
√
µ2 + 1 =

√
µ2(µ2 + 1) ≤ µ2 + µ2 + 1

2
= µ2 +

1

2
< µ2 + 1

Hence the denominator is positive. To show that the numerator is negative, we have the following

4µ3 + 3µ− 4µ2
√
µ2 + 1−

√
µ2 + 1 < 0 ⇐⇒ 4µ2 + 3 < (4µ2 + 1)

√
µ2 + 1

µ

⇐⇒ 16µ4 + 9 + 24µ2 < (16µ4 + 1 + 8µ2) ·
(
1 +

1

µ2

)
⇐⇒ 16µ2 + 8 <

1

µ2
(16µ4 + 8µ2 + 1)

⇐⇒ 0 <
1

µ2

Where we are allowed to square both sides because both quantities are non-negative. Thus, we see
get the needed result.

E.5 Proof of Theorem 3

Theorem 3 (∥Wopt∥F Peak). If σtst =
√
ntst, σtrn =

√
n and µ is such that p(µ) < 0, then for

fixed n that is sufficiently large enough, we have that E [∥Wopt∥F ] versus c = d/n curve has a local
maximum in the under-parameterized regime at c = (µ2 + 1)−1.

Proof. Here we note that the expression for the norm of Wopt is given by Lemma 21. We follow the
same proof structure as Theorem 2. Differentiating with respect to c, we see that the numerator is if
the form

(cµ2 + c− 1)P (c, µ, T )

When the denominator is
(cµ2 + c+ 1−

√
(T ))7T 7/2

Where is as is in the proof of Theorem 2. Again at when c = 1/(µ2+1). We see that the denominator
is positive because

√
T < 2. Hence again, we have a critical point c = (1 + µ2)−1.

E.6 Proof of Theorem 5

Theorem 5 (Training Error). Let τ be as in Theorem 1. The training error for c < 1 is given by

EAtrn
[∥Xtrn −Wopt(Xtrn +Atrn)∥2F ] = τ−2

(
σ2
trn (1− c · T1) + σ4

trnT2

)
+ o(1),
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where T1 =
µ2

2

(
1 + c+ µ2c√

(1− c+ µ2c)2 + 4µ2c2
− 1

)
+

1

2
+

1 + µ2c−
√

(1− c+ µ2c)2 + 4c2µ2

2c
,

and

T2 = (µ2c+ c− 1−
√
(1− c+ µ2c)2 + 4c2µ2)2

(
µ2c+ c+ 1

2
√

(1− c+ µ2c)2 + 4c2µ2
+

1

2

)
.

Proof. Note that we have:

EAtrn

[
∥Xtrn −WoptYtrn∥2F

n

]
=

1

n
EAtrn

[
∥Xtrn −Wopt(Xtrn +Atrn))∥2F

]
=

1

n
E[∥Xtrn −WoptXtrn∥2] +

1

n
E[∥WoptAtrn∥2]

+
2

n
E
[
Tr((Xtrn −WoptXtrn)

TWoptAtrn)
]
.

First, by Lemma 2, we have Xtrn − WoptXtrn = γ̂
τ̂Xtrn. Then, E[∥Xtrn − WoptXtrn∥2] =

γ̂2

τ̂2E[∥Xtrn∥2] = γ̂2σ2
trn

τ̂2 . Then, let us look at the EAtrn
[∥WoptAtrn∥2F ] term.

EAtrn
[∥WoptAtrn∥2F ] = E[Tr(AT

trnW
T
optWoptAtrn)]

=
σ2
trnγ̂

2

τ̂2
E[Tr(AT

trnĥ
TuTuĥAtrn)]

+
σ3
trnγ̂∥t̂∥2

τ̂2
E[Tr(AT

trnĥ
TuTuk̂T Â†

trnAtrn)]

+
σ3
trnβ̂∥t̂∥2

τ̂2
E[Tr(AT

trn(Â
†
trn)

T k̂uTuĥAtrn)]

+
σ4
trn∥t̂∥4

τ̂2
E[Tr(AT

trn(Â
†
trn)

T k̂uTuk̂T Â†
trnAtrn)]

=
σ2
trnγ̂

2

τ̂2
E[Tr(ĥAtrnA

T
trnĥ

T )]

+
σ3
trnγ̂∥t̂∥2

τ̂2
E[Tr(k̂T Â†

trnAtrnA
T
trnĥ

T )]

+
σ3
trnγ̂∥t̂∥2

τ̂2
E[Tr(ĥAtrnA

T
trn(Â

†
trn)

T k̂)]

+
σ4
trn∥t̂∥4

τ̂2
E[Tr(k̂T Â†

trnAtrnA
T
trn(Â

†
trn)

T k̂)]

=
σ2
trnγ̂

2

τ̂2
E[Tr(v̂TtrnÂ

†
trnAtrnA

T
trn(Â

†
trn)

T v̂Ttrn)]

+
σ3
trnγ̂∥t̂∥2

τ̂2
E[Tr(uT (Â†

trn)
T Â†

trnAtrnA
T
trn(Â

†
trn)

T v̂Ttrn)]

+
σ3
trnγ̂∥t̂∥2

τ̂2
E[Tr(v̂TtrnÂ

†
trnAtrnA

T
trn(Â

†
trn)

T Â†
trnu)]

+
σ4
trn∥t̂∥4

τ̂2
E[Tr(uT (Â†

trn)
T Â†

trnAtrnA
T
trn(Â

†
trn)

T Â†
trnu)]

=
σ2
trnγ̂

2

τ̂2
E[Tr(v̂TtrnÂ

†
trnAtrnA

T
trn(Â

†
trn)

T v̂Ttrn)]

+
σ4
trn∥t̂∥4

τ̂2
E[Tr(uT (Â†

trn)
T Â†

trnAtrnA
T
trn(Â

†
trn)

T Â†
trnu)].
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Then, we look at the Tr((Xtrn − WoptXtrn)
TWoptAtrn) term. By Lemma 2, we have Xtrn −

WoptXtrn = γ̂
τ̂Xtrn. Then,

γ̂

τ̂
Tr(XT

trnWoptAtrn) =
γ̂

τ̂
Tr

(
XT

trn

(
σtrnγ̂

τ̂
uĥ+

σ2
trn∥t̂∥2

τ̂
uk̂T Â†

trn

)
Atrn

)
=

σtrnγ̂
2

τ̂2
Tr
(
XT

trnuĥAtrn

)
+

σ2
trnγ̂∥t̂∥2

τ̂2
Tr
(
XT

trnuk̂
T Â†

trnAtrn

)
=

σtrnγ̂
2

τ̂2
Tr
(
σtrnvtrnv̂

T
trnÂ

†
trnAtrn

)
+

σ2
trnγ̂∥t̂∥2

τ̂2
Tr
(
σtrnvtrnu

T (Â†
trn)

T Â†
trnAtrn

)
=

σ2
trnγ̂

2

τ̂2
Tr
(
v̂TtrnÂ

†
trnAtrnvtrn

)
+

σ3
trnγ̂∥t̂∥2

τ̂2
Tr
(
uT (Â†

trn)
T Â†

trnAtrnvtrn

)
=

σ2
trnγ̂

2

τ̂2
Tr
(
v̂TtrnÂ

†
trnAtrnvtrn

)
.

In conclusion, we have the training error:

EAtrn

[
∥Xtrn −WoptYtrn∥2F

n

]
=

γ̂2σ2
trn

nτ̂2
+

σ2
trnγ̂

2

nτ̂2
E[Tr(v̂TtrnÂ

†
trnAtrnA

T
trn(Â

†
trn)

T v̂Ttrn)]

+
σ4
trn∥t̂∥4

nτ̂2
E[Tr(uT (Â†

trn)
T Â†

trnAtrnA
T
trn(Â

†
trn)

T Â†
trnu)]

+ 2
σ2
trnγ̂

2

nτ̂2
E
[
Tr
(
v̂TtrnÂ

†
trnAtrnvtrn

)]
.

Now we estimate the above terms using random matrix theory. Here we focus on the c < 1 case. For
c < 1, we note that

Â†
trnAtrnA

T
trn(Â

†
trn)

T = V̂ Σ̂−1ΣΣT Σ̂−1V̂ T .

Thus, for c < 1

v̂TtrnÂ
†
trnAtrnA

T
trn(Â

†
trn)

T v̂trn =

d∑
i=1

a2i
σi(A)4

(σi(A)2 + µ2)2

where aT = vTtrnV1:d. Taking the expectation, and using Lemma 9 we get that

EAtrn

[
v̂TtrnÂ

†
trnAtrnA

T
trn(Â

†
trn)

T v̂trn

]
=

c

(
1

2
+

1 + µ2c−
√
(1− c+ µ2c)2 + 4c2µ2

2c
+ µ2

(
1 + c+ µ2c

2
√

(1− c+ cµ2)2 + 4c2µ2
− 1

2

))
+ o(1).

Using Lemma 11, we see that the variance is o(1). Similarly, we have that

(Â†
trn)

T Â†
trnAtrnA

T
trn(Â

†
trn)

T Â†
trn = U Σ̂−2ΣΣT Σ̂−2UT .

Thus, again, using a similar argument, we see that

EAtrn

[
Tr(uT (Â†

trn)
T Â†

trnAtrnA
T
trn(Â

†
trn)

T Â†
trnu)

]
=

1 + c+ µ2c

2
√
(1− c+ cµ2)2 + 4c2µ2

− 1

2
+ o(1)

and again using Lemma 11, the variance is o(1). Finally,

Â†
trnAtrn = V̂ Σ̂−1ΣV.
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Thus,

Tr(v̂TtrnÂ
†
trnAtrnvtrn =

d∑
i=1

a2i
σi(A)2

σi(A)2 + µ2
.

Thus, using Lemma 9, we get that

EAtrn

[
Tr(v̂TtrnÂ

†
trnAtrnvtrn

]
=

1

2
+

1 + µ2c−
√
(1− c+ µ2c)2 + 4c2µ2

2c
+ o(1)

and using Lemma 11, the variance is o(1). Then, similar to the proof of Theorem 1, we can simplify
the above expression to get the final result.

E.7 Proof of Proposition 1

Proposition 1 (Optimal σtrn). The optimal value of σ2
trn for c < 1 is given by

σ2
trn =

σ2
tstd[2c(µ

2 + 1)2 − 2T (cµ2 + c+ 1) + 2(cµ2 − 2c+ 1)] +Ntst(µ
2c2 + c2 + 1− T )

Ntst(c3(µ2 + 1)2 − T (µ2c2 + c2 − 1)− 2c2 − 1)
.

Proof. Let σ := σ2
trn and

F = τ−2

(
σ2
tst

Ntst
+

1

d
(σ∥ĥ∥22 + σ2∥t̂∥42ρ)

)
.

Notice that only τ is a function of σ, ∥ĥ∥22, ∥t̂∥22, and ∥k̂∥22 are all functions of µ. Then

∂F

∂σ
= τ−2 1

d
(∥ĥ∥22 + 2σ∥t̂∥42ρ)− 2τ−3 ∂τ

∂σ

(
σ2
tst

Ntst
+

1

d

(
σ∥ĥ∥22 + σ2∥t̂∥42ρ

))
= τ−2 1

d
(∥ĥ∥22 + 2σ∥t̂∥42ρ)− 2τ−3∥t̂∥22∥k̂∥22

(
σ2
tst

Ntst
+

1

d
(σ∥ĥ∥22 + σ2∥t̂∥42ρ)

)
= τ−2

(
1

d
(∥ĥ∥22 + 2σ∥t̂∥42ρ)− 2τ−1∥t̂∥22∥k̂∥22

(
σ2
tst

Ntst
+

1

d
(σ∥ĥ∥22 + σ2∥t̂∥42ρ)

))
.

The optimal σ∗ satisfies ∂F
∂σ |σ=σ∗ = 0. Thus, we can solve the equation

τ−2 = 0 or
1

d
(∥ĥ∥22 + 2σ∥t̂∥42ρ)− 2τ−1∥t̂∥22∥k̂∥22

(
σ2
tst

Ntst
+

1

d
(σ∥ĥ∥22 + σ2∥t̂∥42ρ)

)
.

Let α := ∥t̂∥22∥k̂∥22, δ := d
σ2
tst

Ntst
. Then

τ−2 = 0 =⇒ σ = − 1

∥t∥22∥k∥22
.

Notice that σ < 0 implies σtrn is an imaginary number, something we don’t want. Thus, we look at
the other expression.

0 =
1

d
(∥ĥ∥22 + 2σ∥t̂∥42ρ)− 2τ−1∥t̂∥22∥k∥22

(
σ2
tst

Ntst
+

1

d
(σ∥ĥ∥22 + σ2∥t̂∥42ρ)

)
=

1

d
(∥ĥ∥22 + 2σ∥t̂∥42ρ)− 2τ−1α

(
δ

d
+

1

d
(σ∥ĥ∥22 + σ2∥t̂∥42ρ)

)
. [α = ∥t̂∥22∥k̂∥22]
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Then multiplying through by d and τ

0 = (1 + ασ)(∥ĥ∥22 + 2σ∥t̂∥42ρ)− 2α(δ + σ∥ĥ∥22 + σ2∥t̂∥42ρ) [τ = 1 + ασ]

= ∥ĥ∥22 + 2∥t̂∥42ρσ + α∥ĥ∥22σ + 2α∥t̂∥42ρσ2 − 2αδ − 2α∥ĥ∥22σ − 2α∥t̂∥42ρσ2

= ∥ĥ∥22 + 2∥t̂∥42ρσ + α∥ĥ∥22σ − 2αδ − 2α∥ĥ∥22σ.

Then solving for σ, we get that

σ =
2αδ − ∥ĥ∥2

2∥t∥4ρ− α∥ĥ∥2
=

2d∥t̂∥22∥k̂∥22σ2
tst − ∥ĥ∥2Ntst

Ntst(2∥t̂∥42ρ− ∥t̂∥22∥k̂∥22∥ĥ∥22)
.

Then we use the random matrix theory lemmas to estimate this quantity.
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F Proof of low-rank case

Similar to the proof in [37], we conducted the low rank case.

We begin by defining some notation. Let X̂trn = UΣtrnV
T
trn. Here U is d× r with UTU = I , Σtrn

is r × r, and Vtrn is r × (d+N). All of the following matrices are full rank.

1. X̂trn and X̂tst is d× (d+N) with rank r. X̂trn = [Xtrn 0]

2. X̂trn = UΣV , by the singular value decomposition. Let X̂tst = UL.
3. U is d× r with UTU = Ir×r. V T is is r × (d+N).
4. Σtrn is r × r, with rank r.

5. Âtrn = [Atrn µI].

6. Âtrn is d× (N + d) with rank d.

7. Â†
trnÂtrn is (N + d)× (N + d).

8. H is r × (N + d), with rank r.
9. K is (N + d)× r, with rank r.

10. Z is r × r, with rank r.
11. H1 is r × r, with rank r.

12. Âtrn = ηtrnÛ Σ̂V̂ T .

13. Û is d× d unitary.

14. Σ̂ is d× d.

For rank r data and r < N , with c = d
N , the following is true.

1. We denote the minimum norm linear denoiser Wopt by just W in this subsection. It is given
by

Wopt = −UΣtrnH
−1
1 KT Â†

trn + UΣtrnH
−1
1 ZT (QQT )−1H

2. The test error when Xtst = UL is given by

EÂtrn

[
1

Ntst
∥UΣtrnH

−1
1 ZT (QQT )−1Σ−1

trnL∥2F +
σ2
tst

d
∥Wopt∥2F

]
,

where Q = V T (I − Â†
trnÂtrn), H = V T

trnÂ
†
trn,1 K = −Â†

trnUΣtrn, Z = I + V T
trnÂ

†
trnUΣtrn,

H1 = KTK + ZT (QQT )−1Z.

For c < 1, we have that if d < N then

E[Σ−1
trnK

TKΣ−1
trn] =

(√
(1 + µ2c− c)2 + 4µ2c2 − 1− µ2c+ c

2µ2c
+ o(1)

)
Ir

and if d > N then

E[Σ−1
trnK

TKΣ−1
trn] =

(√
4µ2c+ (−1 + c+ µ2c)2 − 1− µ2c+ c

2µ2c
+ o(1)

)
Ir.

When d < N then

E[Σ−1
trnK

T Â†
trn(Â

†
trn)

TKΣ−1
trn] =

µ2c2 + c2 + µ2c− 2c+ 1

2µ4c
√
4µ2c2 + (1− c+ µ2c)2

Ir +
1

2µ4

(
1− 1

c

)
Ir + o(1),

if d > N then

E[Σ−1
trnK

T Â†
trn(Â

†
trn)

TKΣ−1
trn] =

1− 2c+ c2 + µ2c+ µ2c2

2cµ4
√

4µ2c+ (−1 + c+ µ2c)2
Ir + (1− 1

c
)

1

2µ4
Ir + o(1).
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We have that

E[QQT ] = c

(
1

2
+

1 + µ2c−
√
(−1 + c+ µ2c)2 + 4µ2c

2c

)
+ o(1).

and

E[(QQT )−1] =
2

1 + µ2c+ c−
√
(−1 + c+ µ2c)2 + 4µ2c

+ o(1).

When d < N we have that

E[HHT ] = c

(
1 + c+ µ2c

2
√
(1− c+ µ2c)2 + 4c2µ2

− 1

2

)
Ir + o(1)

and when d > N , we have

E[HHT ] = c

(
1 + c+ µ2c

2
√
(−1 + c+ µ2c)2 + 4µ2c

− 1

2

)
Ir + o(1).

When d < N , we have

E[∥W∥2F ] =

(
µ2c2 + c2 + µ2c− 2c+ 1

2µ4c
√
4µ2c2 + (1− c+ µ2c)2

+
1

2µ4

(
1− 1

c

))

Tr

(√(1 + µ2c− c)2 + 4µ2c2 − 1− µ2c+ c

2µ2c
Ir +

2

1 + µ2c+ c−
√
(−1 + c+ µ2c)2 + 4µ2c

Σ−2

)−2


+

(
2

1 + µ2c+ c−
√
(−1 + c+ µ2c)2 + 4µ2c

)2

c

(
1 + c+ µ2c

2
√

(1− c+ µ2c)2 + 4c2µ2
− 1

2

)
Tr(Σ−2)

Tr

(√(1 + µ2c− c)2 + 4µ2c2 − 1− µ2c+ c

2µ2c
Ir +

2

1 + µ2c+ c−
√
(−1 + c+ µ2c)2 + 4µ2c

Σ−2

)−2


+ o(1),

when d > N this is estimated by

E[∥W∥2F ] =

(
1− 2c+ c2 + µ2c+ µ2c2

2cµ4
√

4µ2c+ (−1 + c+ µ2c)2
+ (1− 1

c
)

1

2µ4

)

Tr

(√4µ2c+ (−1 + c+ µ2c)2 − 1− µ2c+ c

2µ2c
Ir +

2

1 + µ2c+ c−
√

(−1 + c+ µ2c)2 + 4µ2c
Σ−2

)−2


+

(
2

1 + µ2c+ c−
√
(−1 + c+ µ2c)2 + 4µ2c

)2

c

(
1 + c+ µ2c

2
√

(−1 + c+ µ2c)2 + 4µ2c
− 1

2

)
Tr(Σ−2)

Tr

(√4µ2c+ (−1 + c+ µ2c)2 − 1− µ2c+ c

2µ2c
Ir +

2

1 + µ2c+ c−
√

(−1 + c+ µ2c)2 + 4µ2c
Σ−2

)−2


+ o(1).
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When d < N the test error R(W,Xtst) for W = Wopt is given by

R(W,Xtst) =
1

Ntst
Tr((

√
4µ2c+ (−1 + c+ µ2c)2 − 1− µ2c+ c

2µ2c
Ir

+
2

1 + µ2c+ c−
√
(−1 + c+ µ2c)2 + 4µ2c

Σ−2)−2)

2

1 + µ2c+ c−
√
(−1 + c+ µ2c)2 + 4µ2c

Tr(Σ−2)

+
σ2
tst

d

(
µ2c2 + c2 + µ2c− 2c+ 1

2µ4c
√

4µ2c2 + (1− c+ µ2c)2
+

1

2µ4

(
1− 1

c

))

Tr

(√(1 + µ2c− c)2 + 4µ2c2 − 1− µ2c+ c

2µ2c
Ir +

2

1 + µ2c+ c−
√

(−1 + c+ µ2c)2 + 4µ2c
Σ−2

)−2


+
σ2
tst

d

(
2

1 + µ2c+ c−
√
(−1 + c+ µ2c)2 + 4µ2c

)2

c

(
1 + c+ µ2c

2
√

(1− c+ µ2c)2 + 4c2µ2
− 1

2

)
Tr(Σ−2)

Tr

(√(1 + µ2c− c)2 + 4µ2c2 − 1− µ2c+ c

2µ2c
Ir +

2

1 + µ2c+ c−
√

(−1 + c+ µ2c)2 + 4µ2c
Σ−2

)−2


+ o(1),

when d > N this is estimated by

R(W,Xtst) =
1

Ntst
Tr((

√
4µ2c+ (−1 + c+ µ2c)2 − 1− µ2c+ c

2µ2c
Ir

+
2

1 + µ2c+ c−
√
(−1 + c+ µ2c)2 + 4µ2c

Σ−2)−2)

2

1 + µ2c+ c−
√
(−1 + c+ µ2c)2 + 4µ2c

Tr(Σ−2)

+
σ2
tst

d

(
1− 2c+ c2 + µ2c+ µ2c2

2cµ4
√

4µ2c+ (−1 + c+ µ2c)2
+ (1− 1

c
)

1

2µ4

)

Tr

(√4µ2c+ (−1 + c+ µ2c)2 − 1− µ2c+ c

2µ2c
Ir +

2

1 + µ2c+ c−
√

(−1 + c+ µ2c)2 + 4µ2c
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)−2


+ o(1).

G Experiments

All experiments were conducted using Pytorch and run on Google Colab using an A100 GPU. For
each empirical data point, we did at least 100 trials. The maximum number of trials for any experiment
was 20000 trials.

For each configuration of the parameters, Ntrn, Ntst, d, σtrn, σtst, and µ. For each trial, we sampled
u, vtrn, vtst uniformly at random from the appropriate dimensional sphere. We also sampled new
training and test noise for each trial.
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For the data scaling regime, we kept d = 1000 and for the parameter scaling regime, we kept
Ntrn = 1000. For all experiments, Ntst = 1000.

NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: Both the abstract and introduction reference the main two Theorems (Theorem
4 and Theorem 2). Additionally, both put them in the context of prior work.

Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes]

Justification: We believe the main purpose of the paper is to show that a certain phenomenon
exists and are very careful with our assumptions.

Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.
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3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]

Justification: All statements have corresponding detailed proofs.

Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We have very few experiments. However, for each one we have a section in
the appendix with the needed details and have provided code as part of the supplementary
material.

Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.

46

25555https://doi.org/10.52202/079017-0803



In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: We include the code as part of the submission. All data used is synthetic or
already open source.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: We have very few experiments. However, for each one we have a section in
the appendix with the needed details and have provided code as part of the supplementary
material.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment Statistical Significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [No]

Justification: The paper is a theory paper about mean behavior under a variety of concentra-
tion results.

Guidelines:
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• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [Yes]
Justification: Google Collab with an A100 was used.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification:
Guidelines: The paper conforms with the code of ethics.

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [NA]
Justification: This is a theoretical work that helps build an understanding of existing phe-
nomena.
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Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: This is a theoretical work

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: We credit pytorch.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
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• For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

• If assets are released, the license, copyright information, and terms of use in the package
should be provided. For popular datasets, paperswithcode.com/datasets has
curated licenses for some datasets. Their licensing guide can help determine the license
of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]

Justification: This is a theoretical work

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: This is a theoretical work

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: This is a theoretical work

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.
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• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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