GoMatching: A Simple Baseline for Video Text
Spotting via Long and Short Term Matching

Haibin He'*, Maoyuan Ye'*, Jing Zhang'', Juhua Liu'f, Bo Du', Dacheng Tao?
1 School of Computer Science, National Engineering Research Center for Multimedia Software,
and Institute of Artificial Intelligence, Wuhan University, China
2 College of Computing & Data Science at Nanyang Technological University
{haibinhe, yemaoyuan, liujuhua, dubo}@whu.edu.com
jingzhang.cv@gmail.com, dacheng.tao@gmail.com
https://github.com/Hxyz-123/GoMatching

Abstract

Beyond the text detection and recognition tasks in image text spotting, video text
spotting presents an augmented challenge with the inclusion of tracking. While
advanced end-to-end trainable methods have shown commendable performance,
the pursuit of multi-task optimization may pose the risk of producing sub-optimal
outcomes for individual tasks. In this paper, we identify a main bottleneck in the
state-of-the-art video text spotter: the limited recognition capability. In response to
this issue, we propose to efficiently turn an off-the-shelf query-based image text
spotter into a specialist on video and present a simple baseline termed GoMatching,
which focuses the training efforts on tracking while maintaining strong recognition
performance. To adapt the image text spotter to video datasets, we add a rescoring
head to rescore each detected instance’s confidence via efficient tuning, leading to a
better tracking candidate pool. Additionally, we design a long-short term matching
module, termed LST-Matcher, to enhance the spotter’s tracking capability by
integrating both long- and short-term matching results via Transformer. Based on
the above simple designs, GoMatching delivers new records on ICDAR15-video,
DSText, BOVText, and our proposed novel test set with arbitrary-shaped text
termed ArTVideo, which demonstrates GoMatching’s capability to accommodate
general, dense, small, arbitrary-shaped, Chinese and English text scenarios while
saving considerable training budgets.

1 Introduction

Text spotting has received increasing attention due to its various applications, such as video re-
trieval [1] and autonomous driving [2]. Recently, numerous image text spotting (ITS) methods [3—6]
that simultaneously tackle text detection and recognition, have attained extraordinary accomplishment.
In the video realm, video text spotting (VTS) involves a tracking task additionally. Although VTS
methods [7—12] make significant progress, a substantial discrepancy persists when compared to ITS.
We observe that the text recognition proficiency of VTS models is far inferior to ITS models. To
investigate this issue, we compare the state-of-the-art (SOTA) VTS model TransDETR [12] and
ITS model Deepsolo [5] for image-level text spotting performance on ICDAR15-video [13] and our
established ArTVideo (i.e., Arbitrary-shaped Text in Video) test set (Sec.4.1) which comprises about
30% curved text.

As illustrated in Fig. 1(a), even when evaluating the image-level spotting performance on the VTS
model’s training set, the F1-score of TransDETR is only comparable to the zero-shot performance of
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Figure 1: (a) ‘Gap between Spot. & Det.’: the gap between spotting and detection F1-score. As the
spotting task involves recognizing the results of the detection process, the detection score is indeed
the upper bound of spotting performance. The larger the gap, the poorer the recognition ability.
Compared to the ITS model (Deepsolo [5]), the VTS model (TransDETR [12]) presents unsatisfactory
image-level text spotting F1-scores, which lag far behind its detection performance, especially on
ArTVideo with curved text. It indicates recognition capability is a main bottleneck in the VTS model.
(b) GoMatching outperforms TransDETR by over 12 MOTA on ICDAR15-video while saving 197
training GPU hours and 10.8GB memory. Notice that since the pre-training strategies and settings
vary between TransDETR and GoMatching, the comparison is focused on the fine-tuning stage.

Deepsolo. The performance of the VTS model on ArTVideo is much worse. Moreover, there is a huge
gap between the spotting and detection-only performance of the VTS model, which indicates that the
recognition capability is the main bottleneck. We attribute this discrepancy to two key aspects: 1) the
model architecture and 2) the training data. First, in terms of model architecture, ITS studies [5, 6]
have presented the advantages of employing advanced query formulation for text spotting in DETR
frameworks [14, 15]. In contrast, existing Transformer-based VTS models still rely on Region of
Interest (Rol) components or simply cropping detected text regions for recognition. On the other
hand, some studies [16, 17] have indicated that there exists optimization conflict in detection and
association during the end-to-end training of MOTR [18]. We hold that TransDETR [12], which
further incorporates text recognition into MOTR-based architecture, may also suffer from optimization
conflict. Second, regarding the training data, most text instances in current video datasets [13, 10, 19]
are straight or oriented, and the bounding box labels are only quadrilateral, which constrains the data
diversity and recognition performance as well. Overall, the limitations in model architecture and
data probably lead to the unsatisfactory text spotting performance of the SOTA VTS model. Hence,
leveraging model and data knowledge from ITS presents considerable value for VTS.

To achieve this, a straightforward approach is to take an off-the-shelf SOTA image text spotter and
focus the training efforts on tracking across frames, akin to tracking-by-detection methods. An
important question is how to efficiently incorporate a Rol-free image text spotter for VTS. In this
paper, we propose a simple baseline via lonG and short term Matching, termed GoMatching, which
leverages an off-the-shelf Rol-free image text spotter to identify text from each single frame and
associates text instances across frames with a strong tracker.

Specifically, we select the state-of-the-art DeepSolo [5] as the image text spotter and design a Long-
Short Term Matching-based tracker termed LST-Matcher. Initially, to adapt the DeepSolo to video
datasets while preserving its inherent knowledge, we freeze Deepsolo and introduce a rescoring
mechanism. This mechanism entails training an additional lightweight text classifier called rescoring
head via efficient tuning, and recalibrating confidence scores for detected instances to mitigate
performance degradation caused by the image-video domain gap. The final score for each instance
is determined by a fusion operation between the original score provided by the image text spotter
and the calibrated score acquired from the rescoring head. The identified text instances are then sent
to LST-Matcher for association. LST-Matcher can effectively harnesses both long- and short-term
information, making it a highly capable tracker. As a result, our baseline significantly surpasses
existing SOTA methods by a large margin with much lower training costs, as shown in Fig. 1(b).

In summary, the contribution of this paper is threefold. 1) We identify the limitations in current
VTS methods and propose a novel and simple baseline, which leverages an off-the-shelf image
text spotter with a strong customized tracker. 2) We introduce the rescoring mechanism and long-
short term matching module to adapt image text spotter to video datasets and enhance the tracker’s
capabilities. 3) We establish the ArTVideo test set for addressing the absence of curved texts in
current video datasets and evaluating the text spotters on videos with arbitrary-shape text. Extensive
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experiments on public challenging datasets and the established ArTVideo test set demonstrate the
effectiveness of our baseline and its outstanding performance with less training budgets. For example,
GoMatching achieves the highest ranking on ICDAR15-video and DSText. Especially on bilingual
dataset BOVText, GoMatching obtains a 45% improvement on MOTA compared to the recorded best
performance [11]. On curved text dataset ArTVideo, GoMatching also surpasses previous SOTA
method [12] by a substantial margin.

2 Related Works

2.1 Multi-Object Tracking

Multi-object tracking methods follow the tracking-by-detection (TBD) or tracking-by-query-
propagation (TBQP) pipeline. TBD methods [20-22] employ detectors for localization and then use
association algorithms to get object trajectories. Different from extending tracks frame-by-frame,
GTR [23] proposes to generate entire trajectories at once in Transformer. TBQP paradigm extends
query-based object detectors[ 14, 15] to tracking. MOTR [18] detects object locations and serially
updates its tracking queries for detecting the same items in the following frames, achieving an
end-to-end solution. However, MOTR suffers from optimization conflict between detection and
association [ 16, 17], resulting in inferior detection performance. For the VTS task which additionally
involves text recognition, a naive way of training all modules end-to-end may also lead to optimization
conflict. In contrast, we explore inheriting prior knowledge of text spotting from ITS models while
focusing on the tracking task.

2.2 Image Text Spotting

Early approaches [24-20] crafted Rol-based modules to bridge text detection and recognition. How-
ever, these methods ignored one vital issue, i.e., the synergy problem between the two tasks. To
overcome this dilemma, recent Transformer-based methods [27, 3, 28, 6] get rid of the fetters of Rol
modules, and chase a better representation for the two tasks. For example, DETR-based TESTR [4]
uses two decoders for each task in parallel. In contrast, DeepSolo [5] proposes a unified and explicit
query form for the two tasks, without harnessing dual decoders. However, the above methods cannot
perform tracking in the video.

2.3 Video Text Spotting

Compared to ITS, existing SOTA VTS methods still rely on Rol for recognition. CoText [1 1] adopts a
lightweight text spotter with Masked-Rol, then uses several encoders to fuse features derived from the
spotter, and finally feeds them to a tracking head with cosine similarity matching. TransDETR [12]
performs detection and tracking under the MOTR paradigm and then uses Rotated-Rol to extract
features for the subsequent recognizer. They pursue training all modules in an end-to-end manner.
In comparison, we explore how to efficiently turn a Rol-free ITS model into a VTS one. We reveal
the probability of freezing off-the-shelf ITS part and focusing on tracking, thereby saving training
budgets while reaching SOTA performance.

3 Methodology

3.1 Overview

The architecture of GoMatching is presented in Fig. 2. It consists of a frozen image text spotter, a
rescoring head, and a Long-Short Term Matching module (LST-Matcher). We adopt an outstanding
off-the-shelf image text spotter (i.e., DeepSolo) and freeze its parameters, with the aim of introducing
strong text spotting capability into VTS while significantly reducing training cost. In DeepSolo, there
are p sequences of queries used for final predictions, with each storing comprehensive semantics for
a text instance. To alleviate spotting performance degradation caused by the image-video domain
gap, we devise a rescoring mechanism, which determines the confidence scores for text instances by
considering both the scores from the image text spotter and a new trainable rescoring head. Finally,
we design LST-Matcher to generate instance trajectories by leveraging long-short term information.
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Figure 2: The overall architecture of GoMatching. The frozen image text spotter provides text
spotting results for frames. The rescoring mechanism considers both instance scores from the image
text spotter and a trainable rescoring head to reduce performance degradation due to the domain gap.
Long-short term matching module (LST-Matcher) assigns IDs to text instances based on the queries
in long-short term frames. The yellow star sign *’ indicates the final output of GoMatching.

3.2 Rescoring Mechanism

Owing to the domain gap between image and video datasets, employing a frozen image text spotter
for direct prediction may result in relative low recall due to low text confidence, further leading to a
reduction in end-to-end spotting performance. To ease this issue, we devise a rescoring mechanism
via a lightweight rescoring head and a simple score fusion operation. Specifically, the rescoring
head is designed to recompute the score for each query from the decoder in the image text spotter.
It consists of a simple linear layer and is initialized with the parameters of the image text spotter’s
classification head. The score fusion operation then decides the final scores by considering both the
scores from the image text spotter and the rescoring head. Let C} = {¢/, , ..., ctop} be a set of original

t t

scores produced by image text spotter in frame ¢t. Cf. = {cl. , ..., crp} is a set of recomputed scores

obtained from the rescoring head. We obtain the maximum value for each query as the final score,
tt t ot

denoted as Cy = {c}, = max(cy,, ¢}, ), ...,y =maz(c; ,c; )} With final scores, the queries in

frames are filtered by a threshold before being sent to LST-Matcher for association.

3.3 Long-Short Term Matching Module

Long-short term matching module (LST- -

Matcher) consists of two sub-modules: the maE ;D T,
Short Term Matching module (ST-Matcher) and E )

the Long Term Matching module (LT-Matcher), / : | BN
which own the same structure. ST-Matcher is stunmacted ! |
steered to match simple instances between adja- ' _r

) . . . —— LT-Matcher ——
cent frames into trajectories, while LT-Matcher / @ atcher mEE

Frame

) ) ! . . E:
is responsible for using long term information to - t 7
address the unmatched instances due to severe -
occlusions or strong appearance changes. Each EER (EEE
Tan Toth

of them contains a one-layer Transformer en-
coder and a one-layer Transformer decoder [23]. Figure 3: The inference pipeline of LST-Matcher,
We use a simple multi-layer perceptron (MLP) which is a two-stage association process: (1) ST-
to map the filtered text instance queries into em- Matcher associates the instances with trajectories
beddings as the input, getting rid of using Rol in previous frames as denoted by blue lines. (2)
features as in most existing MOT methods. In LT-Matcher associates the remaining unmatched
the encoder, historical embeddings are enhanced instances by utilizing other trajectories in history
by self-attention. The decoder takes embeddings frames as denoted by red lines.

in the current frame as query and enhanced his-

torical embeddings as key for cross-attention, and computes the association score matrix. The current
instances are then linked to the existing trajectories composed of historical embeddings or generate
new trajectories according to the association score matrix.
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To be specific, supposing a given clip including 7" frames and NN, text instances in frame ¢ after
threshold filtering. Q* = {qi, ..., ¢, } is the set of text instance queries in frame ¢. Initially, we

use a two-layer MLP to map these frozen queries into embeddings Ef = {¢f, ..., eﬁ\,t }. The set of

embeddings in all frames is denoted as E~ = E' U... U ET. Let the universal set of embeddings in
adjacent frames of the input batch be denoted as ¥ = E¥2 U ESs U...U BT and ESt = Bt~ U E?,
Based on the predictions of image text spotter, we obtain their corresponding bounding boxes
B' = {b},...,bl, }. Let 7 = {71, ..., 7 } be the set of ground-truth (GT) trajectories of all instances

in the clip, where 7, = {7}}, ..., 7] } describes a tube of instance locations 7} € R* U {()} through
time. 7/, = () means the absence of instance k in frame ¢. Let &!, be the matched instance index for
71 according to the following equation:

at — 0, if 7} = 0 or max;(loU(b, 7})) < 0.5 )
k71 argmax,(loU(b, 7})), otherwise :
ST-Matcher calculates a short-term association score v} (e, , ESt) € R¥s: for i-th instances in
k
frame ¢, where €, € RP is a trajectory query and Ng, = N; + N;_;. LT-Matcher calculates a
k
long-term trajectory-specific association score uf(eg, EX) € R for i-th instances in frame ¢, where
e € {€h, €2, .. el N = S°7_, N;. Specifically, when vi(ek,, ESt) = 0 and ul(ey, ) = 0,
k k k k
it means no association at time ¢. Then, ST-Matcher and LT-Matcher can predict distributions of
short-term and long-term associations for all instance ¢ in frame ¢ which can be written as:

exp(vi(eL, , E5"))
(cay B7) = TP AT @
' Zﬂ'e{@,lw,m}eXP(vj(eai,E )
exp(ul(ex, BL))
> ie{0.1,. N} exp(u(ex, EL))

P,

P, (e, BY) = )

To ensure sufficient training of ST-Matcher and LT-Matcher, embeddings set £ and E* are fed into
ST-Matcher and LT-Matcher during training, respectively.

During inference, we engage a memory bank to store the instance trajectories from H history frames
for long term association. All filtered instances in each frame are further processed by non-maximum-
suppression (NMS) before being fed into LST-Matcher for association. Unlike the training phase,
where ST-Matcher and LT-Matcheder are independent of each other, LST-Matcher comprises a
two-stage associating procedure as described in Fig. 3. Concretely, ST-Matcher first matches the
embedding E* in the current frame ¢ with the trajectories 7t~ ! in the previous frame ¢ — 1. Then,
LT-Matcher employs other trajectories 77, in the memory bank to associate the unmatched ones
E? , with low association score in ST-Matcher caused by the heavy occlusion or strong appearance
changes. If the association score with any trajectory calculated in ST-Matcher or LT-Matcher is higher
than a threshold 6, the instance is linked to the trajectory with the highest score. Otherwise, this
instance is used to initiate a new trajectory. Finally, we combine the trajectories 7 and 7; predicted
by ST-Matcher and LT-Matcher to obtain new trajectories 77 for tracking in the next frame.

3.4 Optimization

Rescoring Loss. To train the rescoring head, we following DETR [14] and use Hungarian algo-

rithm [29] to find a bipartite matching & between the prediction set Y and the ground truth set Y with

minimum matching cost C:
N

&= argminZC(m,?g(i)), 4)
where N is the number of ground truth instances per frame. The cost C can be defined as:
N
C(Yi, Yo(i)) = AeLets Py (i) + X6 D 10 = iy, S)
1

where . and ), serve as the hyper-parameters to balance different tasks. p,(;(c;) and ég(i) are
the probability for ground truth class ¢; and the predicition of bounding box respectively, and b;
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represents the ground truth bounding box. L is the focal loss [30]. Specifically, the focal loss for
training t]}%;e rescoring head can be formulated as:

Lres = Y [=Nie,2oy0(1=Ps i) (i) 108(Pai) ()T {e, =2} (1) (Pa i) (¢1)) Tog(1=Pa iy (ci))],
1
(6)
where « and +y are the hyper-parameters of focal loss.

Long-Short Association Loss. In ST-Matcher, we only consider each trajectory in the universal set
of adjacent frames, while in LT-Matcher we consider each trajectory in all long term frames. For each
trajectory, we optimize the log-likelihood of its assignments &y, following GTR [23]:

T
Ly ass(BS,7) = =Y log Py, (64 e, t,ESf) (7
t=2
L1 ass(B*, ) ZZlogPl (a}|EL., B, ®)
w t=1

where w € {1, ..., T|a}’ # 0}.

In ST-Matcher and LT-Matcher, empty trajectories would be generated for these unassociated queries,
and their optimization goals can be defined as:

T
Lopg(ES) == Y > logP,(a' =0}, E), )

J fat=j t=2

Liy(E Z > Zlong = 0|E}, BY). (10)

w=1j:papr=j t=1
Finally, we can get the long-short association loss as follows:

Easso = Es_bg + El_bg + Z(ﬁs_ass + El_ass)- (11)
Tr
Overall Loss. Combined with the rescore loss L,..s in Eq. (6) and the long-short association loss
Lasso in Eq. (11), the final training loss can be defined as:

‘C - A’I‘ES£T€‘S‘ + A(Z,SSOKO/SSO) (12)
where the hyper-parameters A,..; and A5, are the weights of £,..s and L., respectively.

4 Experiments

4.1 Datasets and Evaluation Metrics

ICDARI1S5-video [13] is a word-level video text reading benchmark annotated with quadrilateral
bounding boxes, comprising a training set of 25 videos and a test set of 24 videos. It focuses on wild
scenarios, such as driving on the road, exploring shopping streets, walking in a supermarket, efc.

BOVText [10] is a large-scale, bilingual, and open-world benchmark for video text spotting, encom-
passing English and Chinese. The dataset is meticulously collected from YouTube and KuaiShou with
different scenarios. The text box annotations are represented as quadrilaterals at the textline level.

DSText [19] is a newly proposed dataset, and focuses on dense and small text reading challenges
in the video. This dataset provides 50 training videos and 50 test videos. Compared with the
previous datasets, DSText mainly includes the following three new challenges: dense video texts,
high-proportioned small texts, and various new scenarios, e.g., ‘Game’, ‘Sports’, efc. Similar to
ICDAR15-video, DSText adopts word-level annotations, which are labeled with quadrilaterals.

ArTVideo is a novel word-level test set established in this work to evaluate the performance of
arbitrary-shaped video text, which is absent in the VTS community. It contains 20 videos with
about 30% curved text instances. Straight text is annotated with quadrilaterals, while curved text is
annotated with polygons. More details are provided in the Appendix A.

Evaluation Metrics. To evaluate performance, we adopt three evaluation metrics commonly used in
ICDAR15-video competition and DSText competition, including MOTA [31], MOTP, and IDF1 [32].
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4.2 TImplementation Details

In all experiments, we only use a single NVIDIA GeForce RTX 3090 (24G) GPU to train and
evaluate GoMatching. As for the image text spotter in GoMatching, we apply the officially released
DeepSolo [5]. During fine-tuning GoMatching on downstream video datasets, we only update the
rescoring head and LST-Matcher, while keeping DeepSolo frozen. More inference settings can be
seen in the Appendix B.

Training Setting. The text spotting part of GoMatching is initialized with off-the-shelf DeepSolo
weights and kept frozen in all experiments. We optimize other modules on video datasets. We follow
EfficientDet [33] to adopt the scale-and-crop augmentation strategy with a resolution of 1280. The
batch size 7' is 6. All frames in a batch are from the same video. Text instances with fusion scores
higher than 0.3 are fed into the LST-Matcher during training. AdamW [34] is used as the optimizer.
We adopt the warmup cosine annealing learning rate strategy with the initial learning rate being set to
0.00005. The loss weights \,..s and A, s, are set to 1.0 and 0.5, respectively. For focal loss, « is 0.25
and 7y is 2.0 as in [14, 5]. The model is trained for 30k iterations on all downstream video datasets.

4.3 Comparison with State-of-the-art Methods

Results on ICDARI15-video. To evaluate the effectiveness of GoMatching on oriented video text, we
conduct a comparison with the state-of-the-art methods on ICDAR15-video presented in Table 1a.
As can be seen, GoMatching ranks first in all metrics on the ICDAR15-video leaderboard. By
effectively combining a robust image text spotter with a strong tracker, GoMatching improves the best
performance by 5.08% MOTA, 0.75% MOTP, and 3.16% IDF1, respectively. Furthermore, owing to
the substantial enhancement in recognition and tracking capabilities (details can be found in Sec. 4.4
and Appendix G), GoMatching outperforms the current SOTA single-model method TransDETR by
11.08% MOTA, 3.92% MOTP, and 7.31% IDF1, respectively.

Results on BOVText. Except for the English word recognition scenario, GoMatching can readily
adapt to other video text recognition scenarios, such as Chinese text line recognition. For BOVText,
which focuses on English and Chinese textline recognition, we employ the DeepSolo trained on
bilingual textline datasets and then fine-tune GoMatching on BOVText. The results are presented in
Table 1b. It is evident that GoMatching achieves a new record on the BOVText dataset and surpasses
previous methods significantly. GoMatching exhibits superior performance over the previous SOTA
method CoText [ 1], with improvements of 41.5% on MOTA, 6.9% on MOTP, and 14.3% on IDFI1.
Such exceptional performance of GoMatching on BOVText suggests its proficiency in spotting both
Chinese and English text in videos. Moreover, it can be easily extended to other languages by
adapting the image spotter.

Results on DSText. We further conduct experiments on DSText with dense and small video text
scenarios. Results are presented in Table Ic. It is worth noting that most of the previous methods on
the DSText leaderboard used an ensemble of multiple models and large public datasets to enhance
their performance [19]. For example, TencentOCR integrates the detection results of DBNet [35]
and Cascade MaskRCNN [36] built with multiple backbone architectures, combines the Parseq [37]
text recognizer, and further improves the end-to-end tracking with ByteTrack [22]. DA adopts
Mask R-CNN [38] and DBNet to detect text, then uses BotSORT [21] to replace the tracker in
VideoTextSCM [39] and employs the Parseq model for recognition. As a single model with a frozen
image text spotter, GoMatching also shows competitive performance compared to other ensembling
methods on the leaderboard. GoMatching ranks first (22.83%) on MOTA, second (80.43%) on MOTP,
and third (46.09%) on IDF1. Moreover, compared to the SOTA single-model method, GoMatching
achieves substantial improvements of 45.46% and 19.66% on MOTA and IDF1, respectively.

Results on ArTVideo. We test TransDETR and GoMatching on ArTVideo to compare the zero-shot
text spotting capabilities for arbitrary-shaped text. For a fair comparison, both TransDETR and
GoMatching are trained on ICDAR15-video. Unlike ICDAR15-video and DSText which only have
straight text, ArTVideo has a substantial number of curved text, so we report results under four
settings: tracking results on both straight and curved text, spotting results on both straight and curved
text, tracking results on curved text only, and spotting results on curved text only. As shown in
Table 1d, GoMatching outperforms TransDETR under all settings. Especially when involving an
additional recognition task (end-to-end spotting) or only considering curved text, the performance
advantages of GoMatching are more significant. This further confirms that the previous SOTA
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Table 1: Comparison results with SOTA methods on four distinct datasets. ‘1’ denotes that the
results are collected from the official competition website. ‘*’: we use the officially released model
for evaluation. ‘M-ME’ indicates whether multi-model ensembling is used. ‘Y’ and ‘N’ stand for yes
and no. The best and second-best results are marked in bold and underlined, respectively.

(a) Results on ICDAR15-video. (b) Results on BOVText.
Method MOTA (1) MOTP (1) IDF1 (1) Method MOTA (1) MOTP (1) IDFI (1)
HIK_OCR [Y] 52.98 74.88 61.85 EAST + CRNN [10] -79.3 76.3 6.8
CoText [11] 58.94 74.53 71.66 PSENet + CRNN [10] -17.0 79.2 31.3
TransDETR [12] 60.96 74.61 72.80 DB + CRNN [10] -13.2 81.3 38.8
h&h_labt 63.76 71.78 71.08 TransVTSpotter [10] -1.4 82.0 43.6
GOCR Offlinet 63.05 7431 7695 CoText [11] 114 80.3 483
CoText(Kuaishou_ MMU)+ 66.96 76.55 74.24 GoMatching (ours) 529 87.2 62.6
GoMatching (size:800) (ours) 68.51 77.52 76.59
GoMatching (size:1000) (ours)  72.04 78.53 80.11 .
GoMalohin§ (size:1440) (ours) 7052 7825 7870 (d) Results on ArTVideo.
Method MOTA (1) MOTP(}) __IDEIL (D)
(c) Results on DSText. ArTVideo Tracking
TransDETR [12] 542 67.9 70.4
Method M-ME MOTA (1) MOTP (1) IDF1 (1) GoMatching (ours) 67.2 81.3 75.8
TransDETR+HRNetf Y -28.58 80.36 26.20 ArTVideo End-to-End Spotting
SCUT-MMOCR-KSt Y -27.47 76.59 43.61 TransDETR [12] 2.8 69.7 49.3
TextTrack Y -25.09 74.95 26.38 GoMatching (ours) 68.8 82.9 78.5
abcmot Y 5.54 74.61 2425 ArTVideo-Curved Tracking
DAY Y 10.51 7897 53.45 TransDETR [12] 44 60.5 50.2
TencentOCRY Y 22.44 80.82  56.45 GoMatching (ours)  59.5 76.3 73.5
TransDETR [12]* N -22.63 79.73 2643 ArTVideo-Curved End-to-End Spotting
GoMatching (ours) N 22.83 80.43 46.09 TransDETR [12] 266.7 61.9 26.9
GoMatching (ours) 56.8 78.0 73.9

methods have unsatisfactory recognition capabilities and limited adaptability to complex scenarios.
Furthermore, as shown in Fig. 1(b), GoMatching achieves excellent performance while significantly
reducing the training budget.

Some visual results are provided in Fig. 4. It shows that GoMatching performs well on straight and
curved text, and even more complex scene text. More visual results (including some failure cases)
and analysis are provided in the Appendix G.

4.4 Ablation Studies

We first conduct comprehensive ablation studies on ICDAR15-video to verify the effectiveness of
each component. The experimental results are shown in Table 2. The impact of frame length on
long-term association during inference is then studied, and the results are shown in Appendix C.

Effectiveness of Utilizing Queries. Comparing the first two rows in Table 2, we can find that using
queries from the decoder of image text spotter is more beneficial for tracking than Rol features. By
leveraging the unified queries from frozen DeepSolo, 0.98% and 1.05% improvements on MOTA and
IDF1 are achieved. This is because queries integrate more text instance information, i.e., unifying
multi-scale features, text semantics, and position information, which has been proven effective in
DeepSolo. Although position information is essential for tracking, it is ignored in Rol features.

Effectiveness of Rescoring Mechanism. To verify the effectiveness of the rescoring mechanism, we
test three different scoring mechanisms: the original score from DeepSolo, the score recomputed by
the rescoring head, and the fusion score from the rescoring mechanism. As shown in row 2 and row 3
of Table 2, the rescoring head can alleviate the performance degradation caused by the domain gap
between ICDAR15-image and ICDAR15-video, and achieve gains of 1.25% and 0.97% on MOTA
and IDF1, respectively. Moreover, as shown in row 4, we can observe that combining the knowledge
of rescoring head learned from the new dataset with the prior knowledge of DeepSolo can further
improve MOTA and IDF1 by 0.33% and 0.32%, respectively. Appendix F contains more results.

Effectiveness of LST-Matcher. In this part, we conduct three experiments to prove the effectiveness
of the LST-Matcher. As shown in row 4 of Table 2, we only use LT-Matcher to associate high-score
text instances in the current frame with trajectories in the tracking memory bank. In row 5, we only
use ST-Matcher to associate high-score text instances in the current frame with trajectories of the
previous frame. In addition, as shown in row 6, we employ both LT-Matcher and ST-Matcher to test
LST-Matcher. We can easily observe that compared to LT-Matcher, LST-Matcher improves MOTA
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Figure 4: Visual results of video text spotting. Images from top to bottom are the results on
ICDARI15-video, BOVText, DSText, and ArTVideo, respectively. Text instances belonging to the
same trajectory are assigned the same color.

Table 2: Impact of difference components in the proposed GoMatching. ‘Query’ indicates that
LST-Matcher employs the queries of high-score text instances for association, otherwise Rol features.
Column ‘Scoring’ indicates the employed scoring mechanism, in which ‘O’ means using the original
scores from DeepSolo, ‘R’ means using the scores recomputed by the rescoring head, and ‘F’ means
using the fusion scores obtained from the rescoring mechanism.

Index Query Scoring LT-Matcher ST-Matcher MOTA (1) MOTP (1) IDF1 (1)
1 (¢] v 66.20 78.52 75.07
2 v (6] v 67.22 78.54 76.12
3 v R v 68.47 78.29 77.09
4 v F v 68.80 78.24 77.41
5 v F v 69.40 78.34 73.60
6 v F v v 70.52 78.25 78.70

and IDF1 by 1.72% and 1.29% respectively, while compared to ST-Matcher, the improvement on
MOTA and IDF1 are 1.12% and 5.1%, respectively. In Fig. 5, we also demonstrate that using LST-
Matcher can effectively mitigate the issue of ID switches caused by the strong appearance changes
due to motion blur. These results validate that combining short-term and long-term information leads
to more robust tracking outcomes, thereby enhancing the performance of video text spotting.

Different training strategies. To investigate the impacts of different training strategies on GoMatch-
ing, we establish three distinct settings on the ICDAR15-video dataset, as shown in Table 3. 1) We
only fine-tune the tracker while keeping the image text spotter frozen (the first row of Table 3). 2)
We first fine-tune the image text spotter on images extracted from ICDAR15-video and then further
fine-tune the tracker with the image text spotter fixed (the second row of Table 3). 3) We jointly train
the spotter’s decoder and tracker of GoMatching while trying different learning rates for the decoder
(the last three rows of Table 3). As shown in the first two rows of Table 3, fine-tuning the image
spotter on the downstream video dataset results in a performance decline compared to the default
setting. This is due to two data-related factors: 1) minor variations in text content between frames
in the same video lead to insufficient data diversity, causing the image text spotter to overfit more
easily; and 2) image blurring from camera motion reduces the quality of data available for training
the image text spotter. When the image text spotter and tracker are trained simultaneously (the last
three rows), the model’s performance significantly decreases. Even with the decoder’s learning rate
close to zero (i.e., 0.001), there is still a 1.13% drop in IDF1. As the decoder’s learning rate increases,
the performance decline becomes more pronounced. This indicates that naive joint optimization of
text spotting and tracking is challenging, likely due to conflicts between the two tasks. In future work,
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Figure 5: Visualization results of ST-Matcher and LST-Matcher. The first row shows the failure
case that suffers from the ID switches issue when using only ST-Matcher, caused by missed detection
and erroneous matching. The second row shows that LST-Matcher effectively mitigates this issue via
both long and short term matching. Text instances in the same color represent the same IDs.

Table 3: Results of GoMatching under various training settings on the ICDAR15-video dataset. ‘Only
Image Spotter’ and ‘Only Tracker’ refer to fine-tuning either the image spotter or tracker with another
module fixed. ‘End-to-End’ denotes that training the image spotter and tracker in an end-to-end
manner. ‘0.001’, ‘0.01° and ‘0.1’ correspond to the ratios of the learning rate employed by the decoder
of the image text spotter relative to the base learning rate. Due to constraints in training resources, we
only optimize the parameters of the decoder component for the image text spotter.

Index Training Setting MOTA (1) MOTP (1) IDFI1 (1)
1 ‘Only Tracker’ 72.04 78.53 80.11
2 First ‘Only Image Spotter’, Then ‘Only Tracker’ 70.82 78.09 79.64
3 ‘End-to-End’, Image Spotter’s Decoder (‘0.001°) 71.48 79.14 78.98
4 ‘End-to-End’, Image Spotter’s Decoder (‘0.01”) 70.15 78.17 77.67
5 ‘End-to-End’, Image Spotter’s Decoder (‘0.1°) 68.03 75.46 77.16

it is worth trying to establish larger, more diverse video text spotting datasets and to explore more
effective multi-task optimization strategies.

5 Conclusion

In this paper, we propose a simple yet strong baseline, termed GoMatching, for video text spotting.
GoMatching harnesses the talent of an off-the-shelf query-based image text spotter and only needs
to tune a lightweight tracker, effectively addressing the limitations of previous SOTA methods in
recognition. Specifically, we design the rescoring mechanism and LST-Matcher to adapt the image
text spotter to unseen video datasets while empowering GoMatching with excellent tracking capability.
Moreover, we establish a novel test set ArTVideo for the evaluation of video text spotting models on
arbitrary-shaped text, filling the gap in this area. Experiments on public benchmarks and ArTVideo
demonstrate the superiority of our GoMatching in terms of both spotting accuracy and training cost.
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A More Details of ArTVideo

Due to the scarcity of curved text instances within existing video text spotting datasets, it is infeasible
to evaluate the performance of video text spotting models on curved text. To fill this gap, we collected
a test set named ArTVideo containing 20 video clips with a total of 884 frames, in which 18 videos
were collected from YouTube and 2 videos from the BOVText test set. ArTVideo contains 6,526
text instances, including 4,632 straight text instances and 1,894 curved text instances, i.e., curved
text accounts for about 30%. As shown in Fig. 6, we provide high-quality word-level annotations
for both straight and curved text in two different annotated ways. The straight text is labeled with
quadrilaterals, while for curved text, we follow the CTW1500 [40] and adopt a polygon with 14
points to annotate the text contour. More statistics about ArTVideo are shown in Fig. 7.
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Figure 6: Visual examples from our ArTVideo. The straight and curved text are labeled with
quadrilaterals and polygons, respectively. The same background color in different frames (columns)
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Figure 7: Statistics of ArTVideo. (a) and (b) show the distribution of text instance numbers in each
frame and the distribution of the text length of each instance, respectively. (c) shows the word cloud
of text annotations in ArTVideo.
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Table 4: Ablation studies on the number of frames

(T) for long-term association in LT-Matcher, and Table 5: Results of different score fusion
the max number of history frames in tracking mem-  strategies on ICDARS-video. ‘Mean’, ‘Geo-
ory bank is H = T — 1). Experiments are con- mean’, and ‘Maximum’ denote the arithmetic
ducted on ICDAR15-video and the best results are mean, geometric mean, and the maximum score

marked in bold. fusion strategies, respectively. The best results
are highlighted in bold.
Number I MOTA () MOTP (1) IDFI (1)

T =32 70.13 78.07 78.24 Strategy  MOTA (1) MOTP (1) IDFI (D)
T =16 70.33 78.25 78.60 Mean 70.46 78.38 78.29
T=28 70.44 78.25 78.70 Geo-mean 70.29 78.39 78.26
T=6 70.52 78.25 78.70 Maximum 70.52 78.25 78.70
T=4 70.51 78.27 78.16

Table 6: Results of using different image sizes Table 7: Comparison between TransDETR
on ICDAR1S5-video. ‘Size’ means the size of the and GoMatching. ‘T-Para.’ and ‘A-Para.” de-

shorter side of the input image during inference. note the number of all parameters and the train-

The best results are highlighted in bold. able parameters in each model, respectively.
Method MOTA (f) MOTP (f) IDFI () FPS () Method _ #1-Para. (M)  #A-Para. (M)
TransDETR(Size: 800) 60.96 74.61 72.80 12.69
GoMatching(Size: 800)  68.51 7752 7659 1441 TransDETR 39.35 39.58
GoMatching(Size: 1000)  72.04 7853  80.11  10.60 GoMatching 32.79 75.38

B More Details of Inference Settings

Since there is no training set in ArTVideo, we directly use the model trained on ICDAR15-video to
evaluate the generalization ability of GoMatching to arbitrary-shaped text. The association score
threshold is set to 0.2. For ICDAR15-video, we set the shorter size of the input image to 800, 1000,
and 1440, with 800 aligned with the setting in TransDETR and 1440 aligned with the setting in
DeepSolo. As for BOVText, DSText, and ArTVideo, the shorter sizes are set to 1000, 1280, and 1440,
respectively. All the ablation studies are conducted on the setting of 1440.

C Impact of the Frame Number in LT-Matcher

In Table 4, we further study and analyze the impact of the number of frames for long-term association
in LT-Matcher during inference. For the text spotting task, since a single frame may have a large
number of text instances, sometimes reaching hundreds, excessive historical frame information would
weaken the discrimination of text instance features, resulting in erroneous matching results. Therefore,
we conduct a hyper-parameter search and find that the optimal frame number is 6.

D Comparison of Different Score Fusion Strategies

To investigate the impact of the score fusion strategy in the rescoring mechanism, we further evaluate
two other strategies: (1) the arithmetic mean score fusion strategy and (2) the geometric mean score
fusion strategy, denoted as mean and geo-mean, respectively. The arithmetic mean score fusion
strategy takes the average of the scores from the image text spotter and the rescoring head as the final
score for each query, while the geo-mean score fusion strategy uses the geometric mean. These two
strategies can be formulated as:

Cmean = (Co + CT‘)/27 (13)
Cgeo—mean = \/Co * Cr, (14)

where ¢pean and Cgeo—mean denote the final score of the two strategies, respectively. ¢, and ¢, are
the scores from the image text spotter and the rescoring head, respectively.

From Table 5, we can see that employing the maximum score fusion strategy achieves the best
performance on MOTA and IDF1 among all the strategies. As for the other two strategies, extremely
low confidence scores from the image text spotter may result in low final scores, probably leading
to missed detections. Therefore, we adopt the maximum score fusion strategy in the rescoring
mechanism of GoMatching by default.
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Figure 8: Visual comparison of GoMatching with and without the rescoring mechanism. The
values in parentheses indicate the confidence scores of the detected text. ‘—’ points to the filtered
texts due to low confidence without using rescoring. ‘—’ points to the text whose confidence score
has been improved by the rescoring mechanism. The rescoring mechanism increases the confidence
scores of small texts and blurry texts, preventing them from being filtered out by the threshold and
thereby cultivating a better tracking candidate pool.

Table 8: Video text detection performance on

ICDAR2013-video [41]. The best results are high-  Table 9: Comparison results of detection AP
lighted in bold. on the ICDAR13-video between with and

without the rescoring mechanism.

Method Precision (1) Recall (1) F-measure (1)
Free 79.7 68.4 73.6 Method AP APg APy APL
TransDETR 80.6 70.2 75.0 w/o rescoring 26.2 11.6 40.1 49.8
GoMatching w/o rescoring 924 65.7 76.8 w/ rescoring 29.3 (+3.1) 15.5 (+3.9) 42.7 (+2.6) 51.9 (+2.1)
GoMatching 89.5 74.8 81.5

E More Comparisons between TransDETR and GoMatching

In Table 6, we provide the results of using three different image sizes in GoMatching during inference
on ICDAR15-video. In the first row of Table 6, the shorter side of the input image is set to 800,
which is the same as the default setting of TransDETR. It is evident from Table 6 that GoMatching
significantly outperforms TransDETR in all settings. Meanwhile, it also shows that GoMatching
outperforms TransDETR under its default setting in terms of both inference speed and spotting
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TransDETR

GoMatching

Figure 9: More visualization results of TransDETR and GoMatching. Failure cases of text
detection and recognition are highlighted with ellipses and rectangles, respectively.

accuracy. With the increase in image size (e.g., 1000), GoMatching offers better spotting performance
at the cost of decreased inference speed.

Moreover, we compare the number of all parameters and the trainable parameters of GoMatching
and TransDETR, as shown in Table 7. It is noteworthy that GoMatching requires a much smaller
training budget than TransDETR owing to its simpler architecture design, making it a simple but
strong baseline for video text spotting.

F More Results for the Rescoring Mechanism

In Table 8, we provide the video text detection results of GoMatching on ICDAR13-video [41] and
compare them with Free and TransDETR. As shown in the table, without the rescoring mechanism,
GoMatching relies on the original results from DeepSolo, resulting in a 4.5% decrease on Recall
and only a 1.8% improvement on F-measure compare to TransDETR. This is due to the domain gap
between image data and video data, directly using an image spotter leads to a low confidence and
consequently low Recall on video data. When encompasses the rescoring mechanism, GoMatching
achieves a 9.1 improvement on Recall compared to DeepSolo and a 6.5% F-measure enhancement
compared to TransDETR. These improvements highlight the effectiveness of rescoring mechanism in
alleviating the domain gap and leading to a better tracking candidate pool. The impressive results of
GoMatching are not merely attributed to the introduction of a robust image text spotter.

To further explore how the rescoring mechanism eases the domain gap, we calculate the AP of
detection results on ICDAR13-video, as shown in the Table 9. Incorporating the rescoring mechanism
effectively improves the detection performance of DeepSolo on video datasets, particularly for small
text, resulting in a 3.9% improvement on APs. We also present more visual results to embody the
potency of rescoring mechanism in Fig. 8.

G More Visualization Results

We present more visualization results of TransDETR and GoMatching in Fig. 9, including some failure
cases. It can be observed that GoMatching exhibits a significant improvement in text recognition
performance compared to TransDETR. It should be noted that GoMatching may also experience
failures due to the image-video domain gap and extreme cases, such as very small text instances and
significant motion blur. These issues can be mitigated by employing a stronger text spotter with a
more representative backbone and training on larger, more diverse datasets.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We discuss the limitations of GoMatching in Appendix G.
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]
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Justification: The paper does not include theoretical results.
Guidelines:

* The answer NA means that the paper does not include theoretical results.

 All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We provide detailed information about the training and inference settings in
Section 4.2 and Appendix B, along with the release of the code and trained models, ensuring
that all necessary information for reproducing the main experimental results is disclosed.

Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: We have provided the data and code, with sufficient instructions for open
access in supplemental material.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: We specify the training and test details in Section 4.2 and Appendix B.
Guidelines:

» The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer:

Justification: The experiments reported in the paper do not include error bars. Instead, we
focus on providing comprehensive results and analyses to demonstrate the performance of
our approach.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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8.

10.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

« It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

¢ For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: We provide relevant information in Section 4.2 and Appendix E.
Guidelines:

* The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: No ethical issues involved.
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer:

Justification: Our paper aiming to improve performance and efficiency in text spotting from
videos, and does not have any direct negative applications.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.
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* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

 The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: This paper poses no such risks
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: All data and models utilized in this paper are publicly available and appropri-
ately cited.

Guidelines:
» The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.
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* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
13. New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: We are submitting the code for GoMatching in the supplementary material and
providing a "readme.md" file to reproduce our results.

Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
14. Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.
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* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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