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Abstract

The human brain exhibits a strong ability to spontaneously associate different
visual attributes of the same or similar visual scene, such as associating sketches
and graffiti with real-world visual objects, usually without supervising information.
In contrast, in the field of artificial intelligence, controllable generation methods
like ControlNet heavily rely on annotated training datasets such as depth maps,
semantic segmentation maps, and poses, which limits the method’s scalability.
Inspired by the neural mechanisms that may contribute to the brain’s associative
power, specifically the cortical modularization and hippocampal pattern comple-
tion, here we propose a self-supervised controllable generation (SCG) framework.
Firstly, we introduce an equivariance constraint to promote inter-module indepen-
dence and intra-module correlation in a modular autoencoder network, thereby
achieving functional specialization. Subsequently, based on these specialized mod-
ules, we employ a self-supervised pattern completion approach for controllable
generation training. Experimental results demonstrate that the proposed modular
autoencoder effectively achieves functional specialization, including the modular
processing of color, brightness, and edge detection, and exhibits brain-like features
including orientation selectivity, color antagonism, and center-surround receptive
fields. Through self-supervised training, associative generation capabilities sponta-
neously emerge in SCG, demonstrating excellent zero-shot generalization ability
to various tasks such as superresolution, dehaze and associative or conditional
generation on painting, sketches, and ancient graffiti. Compared to the previous
representative method ControlNet, our proposed approach not only demonstrates
superior robustness in more challenging high-noise scenarios but also possesses
more promising scalability potential due to its self-supervised manner. Codes are
released on Github and Gitee.

1 Introduction

In contrast to artificial intelligence, the human brain exhibits a remarkable characteristic: the sponta-
neous emergence of associative generation[17, 23, 18], such as associating real-world visual scenes
through pictures, sketches, graffiti, and so on (Figure 1a). With the development of controllable
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Figure 1: Framework of SCG. SCG has two components. One is to promote the network to
spontaneously specialize different functional modules through our designed modular equivariance
constraint; The other is to perform self-supervised controllable generation through pattern completion.

generation technology[59, 1, 54], many excellent works have recently been able to achieve similar
associative generation or conditional generation capabilities, such as ControlNet[55]. However,
existing controllable generation models often require supervised training to achieve this function,
such as edge maps[53], semantic segmentation maps[32], depth maps[31], and pose[50].

The brain’s remarkable ability to generate associations emerges spontaneously and likely stems from
two key mechanisms. One is the brain’s modularity in terms of structure and function[14], enabling it
to decouple and separate external stimuli into distinct patterns. This modularity is essential for a range
of subsequent cognitive functions, including associative generation. Although previous works such
as group convolution[57, 33], capsule networks[43, 21], and mixture of experts models[60, 42] have
designed modular grouping structures, and often show good advantages in model parameter efficiency
and computational efficiency, they cannot spontaneously specialize reliable functional modules.
Another is the pattern completion ability of hippocampus[46](Figure 1b), such as associating the
visual signal of a pepper with its taste, associating a sketch with a real visual scene, etc. If we regard
edge maps, semantic segmentation maps, depth maps, etc. as general modalities or patterns, then
existing controllable generation works in artificial intelligence can also be regarded as a kind of pattern
completion process[6]. Due to the lack of the brain’s ability to spontaneously and reliably specialize
functional modules[10], controllable generation often adopts a supervised approach. It brings two
problems: One is the need for manually defined supervised conditions; The other is the need for a
large amount of annotated data. This supervised approach may limit the scalability of associative
generation, which is one of the most important capabilities in the era of large models[13, 39, 19].
Therefore, it is meaningful to enable the network to spontaneously specialize functional modules and
perform pattern completion for controllable generation in a self-supervised manner[11].

To mimick functional modularity[35, 5, 3] of brain, we incorporate an equivariance constraint[4, 12]
into the training process of an unsupervised modular autoencoder to enhance the correlation within a
module and the independence between the modules, thus promoting the functional specialization.
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Experiments on multiple datasets including MNIST and ImageNet demonstrate that the proposed
equivariance constraint can enable each module to form a closed and complete independent sub-
manifold, resulting in significant and reliable functional specialization similar to biological systems,
such as orientation, brightness, and color. As shown in Figure 1c, with the spontaneously special-
ized functional modules as conditions, we train a self-supervised controllable generation (SCG)
adapter based on a pretrained diffusion model to achieve pattern completion and generate images.
Experimental results on the COCO dataset show that SCG achieves better structural similarity and
semantic similarity compared to ControlNet. At the same time, SCG also has excellent zero-shot
generalization in associative generation tasks ranging from oil paintings, ink paintings, sketches, and
more challenging ancient graffiti. The generated images both have similar contents and structures
to the original images and rich and vivid generated details. Especially in the subjective evaluation
of associative generation of oil paintings and ancient graffiti, compared to previous excellent work
ControlNet, SCG has a higher or similar winning rate in fidelity and a significantly higher winning
rate in aesthetics.

2 Related Works

Controllable Generation: Controllable generative models enhance the generation process by in-
corporating control conditions[59, 1, 54], leading to images that more closely align with desired
outcomes. Compared to using text as control conditions[29, 25, 28, 26, 49, 37], image-based con-
trol conditions[7, 36, 55, 58, 34] afford finer-grained controllability, which often need annotated
paired images for supervised training. While some methods leverage structural similarity for addi-
tional constraint[2, 61], enabling style transfer[41] while maintaining structural consistency, these
approaches typically rely on GANs[16] rather than stronger diffusion models[22].

Modular Neural Networks: The most direct approach to modular network design is structural
modularity, achieved by techniques such as dividing convolutional kernels into distinct groups within
each layer[57, 33, 56, 45] or designing specialized blocks[47, 48]. Capsule networks[43, 21, 40, 27]
and Mixture of Experts (MoE)[60, 42] both adopt dynamic routing mechanism between diverse
blocks. These methods often improve parameter and computational efficiency but struggle to achieve
reliable and stable functional specialization. Group equivariance[12, 44, 52, 51, 24, 8, 9] offers a
novel approach for functional specialization. By imposing equivariance constraints, the network
automatically learns orientation-selective features akin to simple cells in the visual cortex, resulting
in clear functional specialization[15]. However, this approach is limited to translational equivariance.

3 Self-supervised Controllable Generation

The whole framework of our Self-supervised Controllable Generation (SCG) is shown in Figure 1c.
This framework comprises two components: a modular autoencoder and a conditional generator for
pattern completion. We first train a special autoencoder to encode the input image into disentangled
feature spaces or modalities called Modular Autoencoder. Then we use part of the modules as
control conditions to complete the missing information and reconstruct the input image. This self-
supervised approach does not require manually designed feature extractors or manual annotations,
making it easier to train and more scalable compared to supervised approaches. Notable, given
the extensive research on conditional generation, we leverage the existing, mature ControlNet[55]
for pattern completion part. Our core contribution lies in designing a modular autoencoder based
on proposed equivariance constraint, successfully enabling the network to spontaneously develop
relatively independent and highly complementary modular features. These features are crucial for
subsequent conditional generation.

Modular Autoencoder: The main principle of the modular autoencoder is to enhance the indepen-
dence between modules and the correlation within modules. Inspired by the primary visual cortex of
biological systems, we design a modular equivariance constraint to promote functional specialization.
Specifically, for a typical autoencoder, it can be formally represented as:

E(I) = f,D(f) = I (1)
, where I is the input image, f is the latent representation, E and D are the encoder and decoder,
respectively. For a modular autoencoder, we define the independence between modules as:

f = [f (0), f (1), ..., f (k−1)], f (i)(Lδ(I)) = Pδ(f
(i)(I)). (2)
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Figure 2: Detail architecture of proposed Modular Autoencoder. The latent space is divided into
several modules. We use a prediction matrix M (i)(δ) to build relationship on latent space between
input image pairs. M (i) is the learnable codebooks for each modules.

f can be divided into several modulars as [f (0), f (1), ..., f (k−1)], where f (i) is the ith modular. Lδ is
a general transformation determined by a low dimension parameter δ. Pδ is a prediction function in
the latent space with parameter δ. It means that each module can independently predict its state by
the specific change δ, which indicates that each module is equivariant on the corresponding change
group. For the correlation within a module, we define

f (i)
n = P

(i)
δ∗mn

(f (i)
m ), (3)

where f (i)
n and f

(i)
m denote one-hot representations with 1 in the mth and nth dimensions, respectively.

For any two dimensions f (i)
m and f

(i)
n in f (i), there always exist corresponding prediction parameters

δ∗mn such that above equation holds.

Equivariance constraint: In practical implementation, we use simple translation and rotation
transformations as the change Lδ, and a learnable linear transformation matrix M (i)(δ) as the
prediction function.

As shown in Fig. 2, we utilize convolution operation as the encoder E with kernel W . We train the
autoencoder on image pairs I and I ′, where I ′ = Lδ(I). The image encoding process is denoted as
f = I ∗W and f ′ = I ′ ∗W , where W is learnable convolutional kernels, ∗ denotes convolution, and
f and f ′ represent the extracted feature maps. The decoding process is f ⊛W and f ′ ⊛W , where
W shares kernels used in the encoding process, and ⊛ denotes deconvolution. The objective of the
autoencoder is to make the reconstructed image as similar as possible to the original image. So we
design the reconstruction loss as follows:

Lrecon = ||f ⊛W − I||2 + ||f ′ ⊛W − I ′||2 (4)

Then, we construct an equivariant loss to drive modules in the networks to be more independent.
We divide the convolutional kernels W into k groups: W = [W (0),W (1), ...,W (k−1)], and the
corresponding feature maps f are also divided into k groups: f = [f (0), f (1), ..., f (k−1)]. Within
each module, we apply an equivariance constraint such that

Lequ =
∑
i

||f ′(i) −M (i)(δ)f (i)||2, i ∈ {0, 1, ..., k − 1} (5)

, where M (i)(δ) is a learnable prediction matrix determined by δ. Specifically, M (i) is a 3D matrix
codebook indexed by δ (linear interpolation), where δ is composed of two translation parameters tx
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Figure 3: Feature Visualization of modular autoencoder. Each panel shows all features learned by an
individual model with multiple modules (one module each row). We trained modular autoencoder
with a translation-rotation equivariance constraint on a)MNIST and b)ImageNet, respectively. c) On
ImageNet, we also train an autoencoder with an additional translation equivariance constraint besides
the translation-rotation equivariance constraint on each module. d) We visualize reconstructed images
by features of each module in c.

and ty and one rotation parameter rθ. Next, we construct a symmetry loss to enhance the relationship
within each module:

δ(i)∗mn =
∑
δ

e−M(i)
mn(δ)/T∑

δ′ e
−M

(i)
mn(δ′)/T

∗ δ,m, n ∈ {0, 1, ..., l − 1},

δ, δ′ = (tx, ty, rθ), tx, ty ∈ [−0.5s, 0.5s), rθ ∈ [0, 2π))

Lsym =
∑
i

∑
m

∑
n

||f (i)
m −M (i)(δ(i)∗mn )f

(i)
n ||2, i ∈ {0, 1, ..., k − 1}

(6)

where l is the module length, and M
(i)
mn(δ) is the m row and n column of the prediction matrix, which

indicates the relationship between mth and nth dimensions module f (i) corresponding to δ. s is the
convolution stride. δ(i)∗mn is the best transformation parameter from nth dimension to mth dimension
calculated by a softmax function with temperature T . f (i)

m and f
(i)
n are two one-hot representation

with 1 in the mth and nth dimensions, respectively. The goal of the symmetry loss function is to
make any two dimensions of the same module symmetric with respect to a certain transformation
δ
(i)∗
mn .

Finally, we take above three losses together as our equivariance constraint:

LEC = Lrecon + λ1Lequ + λ2Lsym, (7)

where λ1 and λ2 are the weights of the equivariant loss and symmetry loss, respectively.

Pattern Completion: Based on the modular autoencoder trained in the previous section, we can
treat each module as a general modality or pattern and then perform conditional generation through
pattern completion. This process can be formulated as:

f = C(f (i), i), (8)

where f (i) is ith module representation of I . The pattern completion is learning a completion function
C to complete the whole representation f . If we have a process of module specialization, then we
can train completion function in a self-supervised manner, similar to how humans do.

In practice, we implement the pattern completion process based on the modular autoencoder designed
in the previous section, referring to the existing outstanding controllable generation work ControlNet.
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Specifically, if we use module f i as a control condition, then the overall learning objective of
self-supervised controllable generation based on ControlNet can be expressed as:

LMC = Ez0,t,ct,f(i),ϵ∼N(0,1)[||ϵ− ϵθ(zt, t, ct, f
(i))||2]. (9)

z0 is the latent representation for the input image and zt is the noisy image at time step t. ct is the
text prompt, and f i is a module of the pre-trained modular autoencoder. Image diffusion algorithms
learn a network ϵθ to predict the noise ϵ. The generation process conditioned by parts of the module’s
information can be regarded as a pattern completion process. Thus, we achieve self-supervised
controllable generation through an automated modularization and pattern completion process.

4 Experiments and Results

Modular Autoencoder: We trained our modular autoencoder mainly on two typical datasets. One
is MNIST, which is a small dataset with gray digits. The other is ImageNet, which is a relatively
large dataset with color natural images. On both MNIST and ImageNet, modular autoencoder can
achieve obvious function specialization as shown in Figure 3. Many learned kernels have significantly
gabor-like orientation selectivities as shown in Figure 3a and b, which is a brain-like characteristic.
On datasets consisting of gray images, such as MNIST, modules primarily specialize into selectivity
for different spatial frequency orientations, with each module having the same spatial frequency and
complete orientation selectivity (Figure 3a). On datasets consisting of natural color images, modules
not only specialize into selectivity for different spatial frequency orientations but also specialize
into modules that are sensitive to color and brightness (Figure 3b). Unlike imposing translation
equivariance constraints on each kernel, Figure 3c imposes both translation equivariant and trans-rot
equivariance constraints on the entire module. This allows it to learn brain-like center-surround
receptive fields, and generate center-surround antagonistic and color-antagonistic modules(See in
A.3.3), which are considered to be more robust to noise. Similarly, Figure 3c also forms obvious
functional specialization such as color, brightness, and edges, which can also be observed from
the reconstruction visualization of each module in Figure 3d. See more experiment, training setup,
dataset and ablation study details in Appendix A.4.1, A.4.2, A.4.3 and A.2.

Self-supervised Controllable Generation on MS-COCO[30]: We implement our SCG based on
our trained modular autoencoder in Figure 3c (see more details in A.4.2). Specifically, we divided
the 16 modules into 6 groups named from HC0 to HC5 (see details in A.4.1), and generated images
conditioned by them respectively as shown in Figure 4. The original images with text prompts are
randomly selected on MS-COCO in the first line. The condition images are in the second line. In
Figure 4, some modules provide the color information, some provide the brightness information,
and some provide the edge information with different spatial frequencies. The last condition image
is the edge map extracted by the Canny detector, which is used in ControlNet. The third line is
the generated images by different conditions. With incomplete control information as input, the
diffusion model learns to complete the missing information to obtain a complete image. Due to the
different control information, the generated images also have their own characteristics. The bottom
shows more generation results. The three lines are original images, condition images, and generated
images, respectively. HC0 mainly extracts color information, and the generated image is also closely
similar to the original image. HC1 provides brightness information but lacks color information. The
generated image is recolored with a similar brightness structure to the original image. HC2 and
HC3 provide structural information such as edge and corner but lack color, brightness and detail
information. The corresponding generated images can recolor images and regenerate many vivid and
reasonable details. A quantitative analysis is performed on the validation set of MS-COCO in Table
1. We use two traditional similarity metrics PSNR and SSIM and two semantic-oriented metrics
FID and CLIP to measure the similarity between the generated image and the original image. For
PSNR and SSIM, we measure it in gray and color images, respectively. As in Table 1, in terms
of the traditional metrics PSNR and SSIM, the proposed SCGs conditioned by the autonomously
differentiated modules all achieve higher similarities than ControlNet conditioned by artificial Canny
edge and show a decreasing trend from HC0 to HC5. In the gray images that does not consider color
information, the image generated by HC1 that provides brightness information is higher than that
generated by HC0 that provides color information in terms of PSNR and SSIM similarity. In terms
of semantic similarity, HC0 is the best in FID and CLIP similarity, and shows a gradual decrease
in similarity from HC0 to HC3, and all of them are better than the similarity of ControlNet. It also
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SCG(HC0) SCG(HC1) SCG(HC2) SCG(HC3)

A clock that is hanging underneath a glass arch. ControlNet
SCG

Condition

Generation

Original

Figure 4: Images generated by SCG in MS-COCO. The upper part shows an image randomly selected
in MS-COCO with a text prompt. On the right show the condition images extracted from our
modular autocoder and the corresponding generated images. The last column is a generated image by
ControlNet conditioned by the canny edge. The bottom part shows more generated images. The three
row images are original, condition and generated images, respectively.(See more in Figure S7 and S6)

Table 1: Qualitative evaluation on MS-COCO. ↑ means that higher
is better, and ↓ means the opposite. g and c means gray images and
color images, respectively.

SCG

Metrics ControlNet HC0 HC1 HC2 HC3 HC4 HC5

PSNR(g)↑ 10.7 19.2 19.9 17.9 14.8 11.5 11.2
PSNR(c)↑ 10.3 19.0 16.8 15.6 13.7 10.8 10.7
SSIM(g)↑ 0.125 0.486 0.519 0.445 0.352 0.191 0.177
SSIM(c)↑ 0.128 0.490 0.443 0.388 0.320 0.179 0.170
FID[20]↓ 13.7 8.5 11.0 11.2 12.1 17.1 14.9
CLIP[38]↑ 0.846 0.958 0.898 0.890 0.878 0.812 0.830

Figure 5: Subjective evalua-
tion on zero-shot oil painting
accociation generation.

demonstrates that the information provided by HC0 to HC3 can better reflect the semantic structure
than HC4 and HC5, so the generated images are also more semantically similar to the original images.

5 Conditional Associative Generation

Associating real-world scenes from different styles of paintings and abstract graffiti is a capability
that everyone possesses. And this ability does not require supervised training, it is completely
self-emergent and has zero-shot generalization ability. The proposed SCG can also emerge with
conditional and association generation ability. We use SCG trained on COCO dataset to test its
zero-shot generalization capabilities on conditional and associative generation with sketches, oil
paintings, wash and ink paintings and more challenging ancient graffiti on rock.

Sketches: We first test it on manual sketches. We tested both ControlNet conditioned by Canny
edges and SCG conditioned by HC3. In Figure 6, ControlNet can generate images from sketches
in excellent fidelity and aesthetics to the original sketches. Basing on the Canny edge detector,
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Prompt:
High-quality, extremely detailed,
4K, HQ, turtle.

Prompt:
High-quality, extremely detailed,
4K, HQ, hot air balloon.
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Figure 6: Association generation on manual sketches. The original sketches are from ControlNet[55].
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SCG (HC1) SCG (HC3)

Prompt:
High-quality, extremely 
detailed, 4K, HQ, tree 
and house.

Prompt:
High-quality, extremely 
detailed, 4K, HQ, 
blueberry.

Prompt:
High-quality, extremely 
detailed, 4K, HQ, town.

Figure 7: Associative generation on oil painting (top) and wash and ink painting (bottom). (See more
generation results in Figure S10 and Figure S9)

ControlNet possesses a natural advantage when dealing with sketches, resulting in high-quality
generation outcomes. For SCG, sketch is an entirely novel domain with a significant divergence from
the training dataset distribution. Nevertheless, SCG can still generate images with remarkable fidelity
and aesthetics by an automatic specialized feature extractor, demonstrating its excellent generalization
capabilities.

Painting: We also tested two typical painting styles: Western-style oil paintings and Eastern-style
wash and ink paintings. Figure 7 shows the results of associative generation on oil paintings on the
top part. The first row is the original oil painting images with text prompts, and the second row is the
condition image Canny edge and generated images of ControlNet. Compared to clean sketches, oil
paintings inevitably contain content-irrelevant textures that can interfere with the feature extraction
process of the Canny edge detector. Therefore, the generated images will also be affected to some
extent, resulting some detailed textures not that natural and beautiful. For our SCG in the third row,
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Figure 8: Association generation on ancient graffiti on rock. (See more generations in Figure S8)

we use HC1 as condition, which is sensitive to brightness. Our brain-like HC1 has a better noise
suppression effect, and the generated image details are more vivid and beautiful. For quantitative
evaluation in Figure 5, we conduct subjective evaluations of the generated images in terms of fidelity
and aesthetics (see details in Appendix A.4.4). As shown in Figure 5, compared to ControlNet, SCG
has significantly higher winning rates in both fidelity and aesthetics. In addition to Western-style oil
paintings, we also test Eastern-style wash and ink paintings. In the bottom part of Figure 7, the first
column is the original wash and ink paintings, and we generated 2 images each with HC1 and HC3
as conditions, respectively. The generated images have similar content and structure to the original
paintings. At the same time, SCG recolors the painting and generates natural and reasonable textures.

Ancient Graffiti: In contrast to clean sketch without noise and painting, the associative generation of
ancient graffiti on rock is a more challenging task due to the inherent high noise levels resulting from
their presence on natural rock surfaces over thousands of years. Similarly, we also test the results of
ControlNet based on Canny and SCG based on HC3 in Figure 8, respectively. Due to high-level noise,
the artificially designed Canny edge detector is seriously disturbed by noise, resulting in relatively
cluttered edge maps. Compared to Canny, our learned modules exhibit strong robustness to noise. For
quantitative comparison, we conduct a subjective evaluation on fidelity and aesthetics. For the first
graffiti of a horse, the images generated by the proposed SCG significantly outperformed those from
the Canny-based ControlNet in terms of both fidelity and aesthetics. For fidelity, the four vertical
lines above the horse’s back are not reflected in the image generated by ControlNet, but four trees
corresponding to the lines are generated by SCG. The overall clarity of SCG is also better than
ControlNet. In the hunting scene on the right, Canny edge captures many noise lines and spots on
the rock, which is also reflected in its generated image. Although it makes the generated images
more similar to the original image, these noisy pieces of information are content-irrelevant and can
significantly reduce the aesthetics of the image. Our feature suppresses the noise effectively while
extracting overall structures and contents. Therefore, the generated images are more natural and
aesthetically pleasing in terms of detail while being structurally similar to the original graffiti. In
subjective evaluation, SCG has a similar winning rate on fidelity and a significantly higher winning
rate on aesthetics. These demonstrate that the human-like self-supervised pattern completion approach
can effectively learn controllable generation capabilities, while exhibiting exceptional generalization
ability and robustness in more challenging scenarios.

We also add comparisons to other conditions besides Canny, including depth maps, normal di-
rections, and semantic segmentation in Appendix Fig. S11. These methods require supervised
pre-trained feature extractors, which are sensitive to data distribution. We also tested more tasks
such as super-resolution and dehazing, as shown in Appendix Fig. S12, and found that SCG, in
addition to spontaneously emerging conditional generation capabilities for oil paintings, ink paintings,
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ancient graffiti, sketches, etc., still zero-shot generalized abilities of super-resolution, dehazing, and
controllable generation under line art conditions.

6 Discussion and Limitation

The proposed equivariance constraint enables the network to spontaneously specialize into mod-
ules with distinct functionalities. Further experiments reveal features within each module exhibit
similar spatial frequency selectivity, while different modules possess distinct spatial frequency prefer-
ences(see in A.3.1). Within each module, features exhibit varying orientation selectivity, covering
the entire orientation space through a population coding scheme, forming a continuous and closed
independent manifold space(see in A.3.2). These findings suggest the proposed equivariance con-
straint effectively promotes both intra-module correlation and inter-module independence, facilitating
functional specialization. The brain-inspired mechanisms and emergence of brain-like phenomena
provide a novel perspective for gaining deeper insights into the learning mechanism of the brain.
However, the current equivariance constraint is a simplified and preliminary version, resulting in
only low-level feature specialization. While more features, such as depth (parallax), motion(e.g.,
optical flow), and semantic-oriented contours and instance segmentation, remain unlearned, they hold
significant potential to further enhance the controllability or more various tasks. Nevertheless, it
validates the efficacy of using equivariance constraints to achieve modularization. Future endeavors
will focus on inducing richer functional specialization encompassing semantic hierarchies.

Inspired by the hippocampal pattern completion in the brain, we propose a self-supervised controllable
generative framework based on automatically specialized functional modules. Since our modular
autoencoder learns a set of complementary and relatively complete modules, most conditional
generation or reconstruction tasks can be considered as scenarios where information in one or more
modules is missing or damaged. This is also the source of SCG’s zero-shot generalization capabilities
such as sketch-conditioned generation, super-resolution, dehazing, etc.. While fully self-supervised
training can exhibit impressive emergent capabilities and demonstrate strong generalization across
data distributions and task variations, it still falls short compared to dedicated supervised methods in
specific tasks. Leveraging our self-supervised model as a pre-trained model and then fine-tuning it on
labeled data for specific downstream tasks can significantly improve performance on those tasks. We
leave these to future works.

7 Conclusion

Inspired by the visual hypercolumn, we propose a modular autoencoder framework with equiv-
ariance constraints to automatically achieve functional specialization by promoting inter-module
independence and intra-module correlation. Experimental results on multiple datasets demonstrate
the effectiveness of this approach in generating functional specialization, exhibiting characteristics
reminiscent of the biological primary visual cortex. Building upon these differentiated modules,
we develop a self-supervised controllable generative framework inspired by hippocampal modal
completion. Experiments reveal that this framework can spontaneously zero-shot emerge human-
like associative generation, conditional generation by sketch and line art, superresolution, dehaze.
And it exhibits strong generalization abilities even in scenarios involving significant distributional
differences, such as associating sketches and ancient graffiti with natural visual scenes.
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Figure S1: Ablation study on equivariance constraint.

A Appendix / supplemental material

A.1 equivariance constraint

equivariance constraints are crucial for modular autoencoders. In this work, we designed simple
equivariance constraints to validate the proposed modular autoencoder framework. We primarily em-
ployed two equivariance constraints: translational equivariance constraints and translational-rotational
equivariance constraints. These constraints were applied to different module partitions. Since transla-
tional equivariance is encompassed by translational-rotational equivariance, modules corresponding
to translational equivariance should be included within those corresponding to translational-rotational
equivariance. When multiple translational modules are combined into a translational-rotational
module, the learned features exhibit pronounced orientation selectivity, as illustrated in Figure S1a.
Each convolutional kernel constitutes a translational equivariant module, and every 8 translational
equivariant modules (a row) combine to form a translational-rotational equivariant module, termed a
hypercolumn. Figure S5b demonstrates that using two convolutional kernels to constitute a trans-
lational equivariant module, and eight such modules to form a translational-rotational equivariant
module, also results in learned orientation selectivity. When translational and translational-rotational
modules coincide, as depicted in Figure S3a, each row represents both a translational equivariant
module and a translational-rotational equivariant module. The learned features exhibit rotational
symmetry. Regardless of the specific variations in the equivariant module settings, the autoencoder
consistently produces clear functional specialization, demonstrating the effectiveness of the proposed
equivariance constraints in achieving functional differentiation.

A.2 Ablation Study on Equivariance Constraint and Modular Autoencoder

To validate the efficacy of equivariance constraints, we trained a modular autoencoder without utilizing
these constraints under the same settings. Figure S1a depicts the learned features with equivariance
constraints, while Figure S1b and c visualize the feature maps and reconstruction results of each
module or hypercolumn individually. Notably, each module reconstructs images with a distinct focus
on different spatial frequencies. When equivariance constraints are not employed, as shown in Figure
S1d, the learned features fail to exhibit meaningful functional specialization or acquire hypercolumn-
like orientation selectivity. This underscores the significance of our equivariance constraints in
facilitating functional specialization and the emergence of hypercolumn-like characteristics.

By removing the symmetric loss (see Fig. S2), the autoencoder overall still works, but some modules
exhibit unrelated sub-features within them. When we change the number of modules, the autoencoder
still reliably forms feature differentiation. When removing the translation transform of the data, the
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16 modulars PCA No rotation No translation

With(upper) and without (bottom) symmetry loss32 modulars

Figure S2: Ablation study on Modular Autoencoder.

learned features lose their direction selectivity. When removing the rotation transform, each module
can only learn features with the same orientation. We also compare our modular features with PCA
features. As shown in Fig S2 we can see a clear difference compared to our approach, namely the
lack of modular features in PCA. Theoretically, PCA, due to its lack of specialized modular features,
struggles to flexibly manipulate different aspects of features, leading to a generative model that is
almost a reconstruction of the original image and and thus lacks the ability to achieve widespread
zero-shot generalization.

A.3 Brain-like Characteristics

A.3.1 Brain-like Tuning Curve

To further analyze the functional specialization and brain-like characteristics of the modules, we
tested the orientation and frequency tuning curves of each kernel using grating images of varying
frequencies and orientations, as illustrated in Figure S4. In Figure S4a, each plot represents a module
or hypercolumn, with each curve representing the orientation tuning curve of a kernel. Notably,
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Figure S3: Color antagonism and center-surround receptive fields.

(a) Orientation tuning curve

(b) Freqency tuning curve 
without equivariant constraint.

(c) Freqency tuning curve 
with equivariant constraint.

Figure S4: Orientation and frequency tuning curves.
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Figure S5: Close and complete submanifold for each hypercolumn.

most kernels spontaneously learned orientation selectivity, exhibiting a Gaussian-shaped tuning
curve. Figure S4b and S4c depict the overall spatial frequency tuning curves of each module with
and without equivariance constraints, respectively. Thin lines and thick lines represent the tuning
curves of individual kernels and modules, respectively. In the absence of equivariance constraints,
the learned features do not exhibit significant spatial frequency differentiation or clear frequency
selectivity between modules. However, in the presence of equivariance constraints, the modules
demonstrate highly pronounced frequency selectivity, characterized by distinct Gaussian-shaped
tuning curves. Collectively, these modules effectively cover a relatively complete frequency space.

A.3.2 Population Coding and Submanifold

Each hypercolumn encompasses a complete orientation space, forming a self-contained and complete
spatial representation, as visually demonstrated in Figure S5. Figure S5b depicts the experimental
hypercolumn. By activating a single neuron within a hypercolumn and subsequently utilizing the
prediction matrix M (i)(δ) to predict and visualize the response pattern of the hypercolumn under
various transformations, Figure S5c showcases the visualization of the predicted representation for
translational reconstruction, revealing continuous spatial translations in the reconstructed images.
Figure S5d presents the visualization of the predicted representation for rotational reconstruction,
demonstrating continuous and complete orientation variations. These reconstructions are obtained
through linear combinations of kernels within the same hypercolumn, echoing the phenomenon of
population coding in biological systems. This suggests that each hypercolumn constitutes a closed
and complete submanifold space. Figure S5e illustrates the orientation representation visualization of
another hypercolumn, highlighting that different hypercolumns form distinct submanifold spaces.
This formation of independent, closed, and complete submanifold spaces indicates that our equiv-
ariance constraints effectively enhance intra-modular correlations and inter-modular independence,
thereby facilitating functional specialization among modules.

A.3.3 Color Antagonism and Center-surround Receptive Fields

As shown in Figure S3, when translational equivariant modules and translational-rotational equivariant
modules coincide, rotationally symmetric features can be learned. These features exhibit a prominent
center-surround antagonistic receptive field, as observed in hypercolumns 5, 10, and 12 in Figure
S3a. This bears a resemblance to the on-center, off-center cells found in the biological primary
visual cortex. For hypercolumns 1, 2, 8, and 15, distinct color selectivity emerges, accompanied by
a prominent center-surround receptive field and the presence of color antagonism, a characteristic
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Comfortable, modern living room overlooking a wooded area.

Canny
HyperColumn

A zebra standing on top of a grass covered field.

Canny
HyperColumn

Figure S6: More generated images in COCO.

commonly observed in biological systems. These brain-like center-surround receptive fields and
color antagonism are believed to enhance robustness to noise.

A.4 More results for SCG

A.4.1 Experiment Details

During the self-supervised pattern completion stage, we utilize the differentiated modules from Figure
S3a as feature extractors. We divide the 16 modules into six parts: modules 1, 2, 4, 8, 9, and 15 form
HC0; modules 2 and 3 form HC1; modules 5 and 12 form HC2; module 10 forms HC3; modules 6
and 7 form HC4; and modules 11, 13, and 14 form HC5. Accordingly, HC0 comprises all modules
sensitive to color, HC1 comprises modules sensitive to brightness, HC2 and HC3 comprise modules
sensitive to edges, and HC4 and HC5 comprise modules sensitive to higher frequency features.

A.4.2 Training Setup

On the pattern completion stage, we employed ControlNet as our backbone network. We utilized
SD1.5 as the pretrained diffusion model, which remained frozen during training. For the control
conditioning branch, we extracted features from the selected modules and upsampled them to pixel
space to serve as control images. We trained our model for 5 epochs with a batch size of 4 on the
COCO dataset using an NVIDIA A100 GPU. For the ControlNet baseline reported in the paper, we
followed the same training procedure. We used random translation and rotation augmentation within
0.3 times the image length and 360 degrees for training our modular autoencoder. The modular
artoencoder is a single-layer or can be equivalently considered as a single-layer network in our
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Figure S7: More generated images in COCO.
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Figure S8: More results for ancient graffiti.
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Original HC1 HC3Generations Generations

Figure S9: More results for wash and ink painting.

implementation. We train it for 40000 steps with AdamW optimizer on a cosine anneal strategy with
a start learning rate of 0.005.

A.4.3 Datasets

The MNIST database1 of handwritten digits has a training set of 60,000 examples, and a test set of
10,000 examples, where the digits have been size-normalized and centered in a fixed-size image.

ImageNet2 Large Scale Visual Recognition Challenge (ILSVRC) contains over 1.2 million various
size images of 1,000 classes for training and 50,000 images for validation. As the time and computing
resources limits, we utilize 100 instead of the whole 1000 classes to train our modular autoencoder.

MS-COCO (Common Objects in Context) is a large-scale dataset for object detection, segmentation,
captioning, and other computer vision tasks. It contains over 200,000 images with more than 1.5
million labeled objects. We use coco2017 train set including of 118K images to train our SCG.

A.4.4 Subjective Evaluation

We primarily conducted subjective evaluations on oil paintings and ancient graffiti. For oil paintings,
we used six images and generated two pairs of images for each image using both ControlNet and
SCG, resulting in a total of 12 image pairs. Participants were asked to rate which image in each pair
had better fidelity and aesthetics. Finally, we statistics the mean winning rates for ControlNet and
SCG. A total of 40 participants were recruited for this study, and all test images are shown in Figure
S10. For the ancient graffiti, a total of 37 participants were recruited for this study. And we statistics

1http://yann.lecun.com/exdb/mnist/
2http://www.image-net.org/challenges/LSVRC/
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Figure S10: More results for oil painting.

A horse on the grass.

Many houses in the 
vallege along a river.

Original image Our SCG

Our SCG

Extracted 
condition

Extracted 
condition

Generated 
image

Generated 
image

Original image

Depth Normal Segment Canny

Figure S11: Comparisons under more conditions. Depth, Normal, Segment all extracted by pretrained
models.
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LineArt Super-resolution Dehazing Sketch

Figure S12: Zero-shot conditional generation of SCG on more tasks. With green box are conditions
and with red box are generated images.

the winning rates for each pair generation. We use plattform https://www.wjx.cn/ to collect subjective
evaluations. Participants were asked which image, out of the two, had better fidelity and aesthetics
basing on the original image.

A.4.5 More Generations

Figure S6 and Figure S7 showcase additional generation results on the COCO dataset using different
hypercolumns as conditions. Figure S9 and S10 showcase additional generation results on the
associative generation from wash and ink painting and oil painting. Figure S8 shows more generation
results for graffiti. It is evident that ControlNet-based generations are significantly impacted by
irrelevant noise present in the ancient graffiti, leading to either blurry images or an abundance of
unnatural details. In contrast, our proposed SCG method produces clearer images with more natural
and realistic details, demonstrating superior robustness to noise.
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: See in section 4

Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes]

Justification: See in section 6

Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [No]
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Justification: We have no theory to proof.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility
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perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: See in section 4
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [Yes]
Justification: Code is submit in supplemental material.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: See in section 4 and supplemental material.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [NA]
Justification: Statistical significance is not applicable for image controllable generation.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
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• It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: See in appendix A.4.2

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: We conducted the research in the paper conform, in every respect, with the
NeurIPS Code of Ethics.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: See in section 6

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [Yes]
Justification: We use exist excellent ControlNet and their safeguards. Our model will not
bring more risk than ControlNet.
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [Yes]
Justification: We use CC BY-NC 4.0 license.
Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [Yes]
Justification: We release new code based on ControlNet. The code is include an anonymized
zip file.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: We conducted a brief, unpaid survey on the Internet social App lasting less
than 5 minutes for each survey. No crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: Not applicable.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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