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Abstract

Data, the seminal opportunity and challenge in modern machine learning, currently
constrains the scalability of representation learning and impedes the pace of model
evolution. In this work, we investigate the efficiency properties of data from both
optimization and generalization perspectives. Our theoretical and empirical analysis
reveals an unexpected finding: for a given task, utilizing a publicly available, task-
and architecture-agnostic model (referred to as the ‘prior model’ in this paper)
can effectively produce efficient data. Building on this insight, we propose the
Representation Learning Accelerator (RELA), which promotes the formation and
utilization of efficient data, thereby accelerating representation learning. Utilizing a
ResNet-18 pre-trained on CIFAR-10 as a prior model to inform ResNet-50 training
on ImageNet-1K reduces computational costs by 50% while maintaining the same
accuracy as the model trained with the original BYOL, which requires 100% cost.
Our code is available at: https://github.com/LINs-1ab/ReLA.

1 Introduction

Prior (V) 0
.0 o D B
QDownload Generate

&

Representation @
Space

Original
Alg. RELA+AIU

0:8
(0.0 0P Accelerated

Figure 1: Framework and Intuition of RELA: (1) Framework: RELA serves as both a data optimizer and an
auxiliary accelerator. Initially, it operates as a data optimizer by leveraging an dataset and a pre-trained model
(e.g., one sourced from online repositories) to generate an efficient dataset. Subsequently, RELA functions as an
auxiliary accelerator, enhancing existing (self-)supervised learning algorithms through the effective utilization
of the efficient dataset, thereby promoting efficient representation learning. (2) Intuition: The central concept
of RELA is to create an efficient-data-driven shortcut pathway within the learning process, enabling the initial
model ¢ to rapidly converge towards a ‘proximal representation 1)’ of the target model ¢* during the early
stages of training. This approach significantly accelerates the overall learning process.
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The available of massive datasets [20, 49] and recent advances in parallel data processing [28, 42]
have facilitated the rapid evolution of large deep models, such as GPT-4 [1] and LVM [2]. These
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models excel in numerous learning tasks, attributable to their impressive representation capabilities.
However, the emergence of vast amounts of data within the modern deep learning paradigm raises two
fundamental challenges: (i) the demand for human annotations of huge datasets consumes significant
social resources [45, 20, 43]; (ii) training large models with increasing data and model capacity
suffers from intensive computational burden [6, 16, 55].

The community has made considerable efforts to enhance learning efficiency. Self-supervised
learning methods [12, 69, 30, 10, 25, 14, 9, 3], with their superior representation learning devoid of
human annotations via the self-learning paradigm, attempt to tackle the challenge (i). Concurrently,
research has been conducted to mitigate data efficiency issues in challenge (ii): dataset distillation
approaches [65, 56, 11, 72, 53, 54] have successfully synthesized a small distilled dataset, on which
models trained on this compact dataset can akin to one trained on the full dataset.

However, challenges (i) and (ii) persist and yet are far from being solved [43, 45, 6, 16, 55], partic-
ularly the intervention of these two learning paradigms. In this paper, we identify two issues: (a)
inefficiency in the self-supervised learning procedure compared to conventional supervised learning
arises due to sub-optimal self-generating targets [30, 62]; (b) although training on the distilled dataset
is efficient and effective, the distillation process of optimization-based approaches [11, 72, 37] is
computationally demanding [18, 56], often surpassing the computational load of training on the full
dataset. This limitation restricts its potential to accelerate representation learning. To tackle these
challenges, we propose a novel open problem in the domain of representation learning:

Problem 1 (Accelerating Representation Learning through Free Models) . According to
the No Free Lunch theorem [66], it is evident that accelerating the learning process without
incorporating prior knowledge is inherently challenging. Fortunately, numerous publicly available
pre-trained models can be accessed online, offering a form of free prior knowledge. Despite this,
effectively utilizing these models poses several implicit challenges, as these models may not be
directly relevant to our target learning task, or they may not be sufficiently well-trained. This leads
to a question:
How can we leverage task- and architecture-agnostic publicly available models to accelerate
representation learning for a specific task?

To address Problem 1, we propose RELA to utilize a freely available model downloaded from the
internet to generate efficient data for training. This approach aims to accelerate training during the
initial stages by effectively leveraging these generated data, thereby establishing a rapid pathway for
representation learning (see Figure 1). Specifically, we list our five key contributions below as the
first step toward bridging representation learning with data-efficient learning:

(a) Revealing beneficial/detrimental data properties for efficient/inefficient (self-)supervised learning
(see Section 3.2 ). We present a comprehensive analysis of linear models, demonstrating that data
properties significantly influence the learning process by impacting the optimization of model training.
Our findings reveal that modifications to the data can markedly enhance or impair this optimization.
Additionally, we indicate that optimal training necessitates specific data properties—perfect bijective
mappings between the samples and targets within a dataset.

(b) Identifying the inefficiency problems of (self-)supervised learning from a data-centric perspective
(see Section 3.3 ). Specifically, we identify several factors contributing to the inefficiencies in (self-
)supervised learning over real-world data. For instance, prevalent data augmentation techniques in
modern deep learning can introduce a ‘noisy mapping’ issue, which may exacerbate the negative
effects associated with inefficient data.

(c) Generalization bound for models trained on optimized efficient data (see Section 3.4 ). Although
the efficiency properties of data do not inherently ensure the generalization of the trained model, i.e.,
efficient data alone cannot guarantee generalization ability, we present a generalization bound to
analyze models trained on such data.

(d) A novel method RELA to generate and exploit efficient data (see Section 4 ). Leveraging our
theoretical insights regarding the bounds of generalization and convergence rate, we introduce RELA,
a novel optimization-free method tailored to efficiently generate and effectively exploit efficient data
for accelerating representation learning.

(e) An application of our RELA: accelerating (self-)supervised learning (see Section5 and
Appendix I ). Extensive experiments across four widely-used datasets, seven neural network ar-
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chitectures, eight self-supervised learning algorithms demonstrate the effectiveness and efficiency of
RELA. Training models with REL A significantly outperforms training on the original dataset with
the same budget, and even exceeds the performance of training on higher budget.

2 Related Work

This section integrates two distinct deep learning areas: (a) techniques to condense datasets while pre-
serving efficacy; (b) self-supervised learning methods that enable training models on unlabeled data.

2.1 Dataset Distillation: Efficient yet Effective Learning Using Fewer Data

The objective of dataset distillation is to create a significantly smaller dataset that retains competitive
performance relative to the original dataset.

Refining proxy metrics between original and distilled datasets. Traditional approaches involve
replicating the behaviors of the original dataset within the distilled one. These methods aim
to minimize discrepancies between surrogate neural network models trained on both synthetic
and original datasets. Key metrics for this process include matching gradients [72, 32, 70, 44],
features [63], distributions [71, 73], and training trajectories [11, 17, 22, 18, 68, 24]. However,
these methods suffer from substantial computational overhead due to the incessant calculation of
discrepancies between the distilled and original datasets. The optimization of the distilled dataset
involves minimizing these discrepancies, necessitating multiple iterations until convergence. As
a result, scaling to large datasets, such as ImageNet [20], becomes challenging.

Extracting key information from original into distilled datasets. A promising strategy involves
identifying metrics that capture essential dataset information. These methods efficiently scale to
large datasets like ImageNet-1K using robust backbones without necessitating multiple comparisons
between original and distilled datasets. For instance, SRe?L [67] condenses the entire dataset into a
model, such as pre-trained neural networks like ResNet-18 [26], and then extracts the knowledge
from these models into images and targets, forming a distilled dataset. Recently, RDED [56] posits
that images accurately recognized by strong observers, such as humans and pre-trained models, are
more critical for learning.

Summary. We make the following observations regarding scalable dataset distillation methods
utilizing various metrics: (a) a few of these metrics have proven effective for data distillation at
the scale of ImageNet. (b) all these metrics require human-labeled data; (c) there is currently no
established theory elucidating the conditions under which data distillation is feasible; (d) despite their
success, the theory behind training neural networks with reduced data is underexplored.

2.2 Self-supervised Learning: Representation Learning Using Unlabeled Data

The primary objective of self-supervised learning is to extract robust representations without relying
on human-labeled data. These representations should be competitive with those derived from
supervised learning and deliver superior performance across multiple tasks.

Contrasting self-generated positive and negative Samples. Contrastive learning-based methods
implicitly assign a one-hot label to each sample and its augmented versions to facilitate discrimination.
Since InfoNCE [47], various works [25, 12, 13, 8, 31, 15, 74, 40, 9, 27] have advanced contrastive
learning. MoCo [25, 13, 15] uses a momentum encoder for consistent negatives, effective for both
CNNs and Vision Transformers. SimCLR [12] employs strong augmentations and a nonlinear
projection head. Other methods integrate instance classification [8], data augmentation [31, 74],
clustering [40, 9], and adversarial training [27]. These enhance alignment and uniformity of represen-
tations on the hypersphere [64].

Asymmetric model-generating representations as targets. Asymmetric network methods achieve
self-supervised learning with only positive pairs [30, 50, 14], avoiding representational collapse
through asymmetric architectures. BYOL [30] uses a predictor network and a momentum encoder.
Richemond et al. [5S0] show BYOL performs well without batch statistics. SimSiam [14] halts the
gradient to the target branch, mimicking the momentum encoder’s effect. DINO [10] employs a
self-distillation loss. UniGrad [59] integrates asymmetric networks with contrastive learning methods
within a theoretically unified framework.
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3 Revealing Critical Properties of Efficient Learning over Data

We begin by presenting formal definitions of supervised learning over a (efficient) dataset.

Definition 1 (Supervised learning over data) . For a dataset D = (Dx, Dy) = {(x;, yi)}yﬂ,

drawn from the data distribution (X,Y') in space (X,D)), the goal of a model learning algorithm
is to identify an optimal model ¢* that minimizes the expected error defined by:

Ex,y)~(x,v) E(@" (%), ¥)] < ¢, (1

where { indicates the loss function and € denotes a predetermined deviation. This is typically
achieved through a parameterized model ¢g, where 0 denotes the model parameter within the

parameter space ©. The optimal parameter 0P is determined by training the model to minimize
the empirical loss over the dataset:

0" := argmin gc {L(¢g; D; )} := argmin g o {Zlﬂ €(¢9(Xi)7}’z’)} . ()

The training process leverages an optimization algorithm such as stochastic gradient descent [51,

33].

Definition 2 (Data-efficient Learning) . Dara-efficient learning seeks to derive an opti-
mized/efficient dataset, denoted as S = (Sx, Sy) = {(x;, yj)}‘jsz‘l, from the original dataset
D. The objective is to enable models ¢gs trained on S to achieve the desired generalization
performance, as defined in (1), with fewer training steps and a reduced computational budget
compared to training on the original dataset D.

3.1 Unifying (Self-)Supervised Learning from a Data-Centric Perspective

To ease the understanding and our methodology design in Section 3.4, we unify both conventional
supervised learning and self-supervised learning as learning to map samples in Dx to targets in
Dy : this view forms ‘supervised learning’ from a data-centric perspective. Specifically, these two
learning paradigms involve generating targets Dy = {y | y = ¥(x) s.t. x ~ Dx } and minimizing
the empirical loss (2). The only difference lies in the target generation models (or simply labelers) 1):

(a) Conventional supervised learning, referred to as human-supervised learning, generates targets
via human annotation. Note that the targets are stored and used statically throughout the training.

(b) Self-supervised learning (also see Footnote 2), e.g., BYOL [30] utilizes an Exponential Moving
Average (EMA) version of the learning model ¢ to generate targets y = EMA[¢y](x). Note
that the targets are dynamically changing during training as the model ¢4 keeps evolving.

This unified perspective allows us to jointly examine and address the inefficient training issue of
(self-)supervised learning from a data-centric perspective, in which in Section 3.2 we first study the
impact of samples D x and targets Dy on the model training process and then investigate whether
and how a distilled dataset S = (Sx, Sy) can facilitate this process.

3.2 Empirical and Theoretical Investigation of Data-Centric Efficient Learning

To elucidate the ideal data properties of training on a dataset DD, we examine the simple task over a
bimodal Gaussian mixture distribution as a case study. We begin by defining the problem.

Definition 3 (Bimodal Gaussian mixture distribution) . Given two Gaussian distributions
No(p1, X21) and N7 (uz, X°1), where iy and 1o are the means and .2 is the variance (here we
set 1 =1, po = 2 and ¥ = 0.5). We define a bimodal mixture data G = (Gx, Gy ) as:

G ={(x,y) | x=(1—-y) xo+y-x1} s.t. y~ Bernoulli(p = 0.5),x¢ ~ Np,x1 ~N;. (3)

Moreover, we define a corresponding binary classification neural network model as:

fox) i= o (61 ReLU (6% + 61) + 614} , @
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where o(z) = is the sigmoid activation function; ReLU(z) = max(0, 2) is the activation

1
TTe—=
function for the hidden layer, which provides non-linearity to the model; 0% and 6% are the
weights and biases of the hidden layer; 0" and 6™ are the weights and biases of the output layer.

Modern representation learning fundamentally relies on optimization (see Definition 1 ). We show
that modifications to the data can influence the convergence rate of the optimization process, thereby
impacting the overall representation learning procedure. Furthermore, we try to uncover several
key properties of data efficiency through our theoretical analysis of the case study. In the following,
we denote the modified distribution by G’ = (G'y, GY) and examine the altered samples G’y and
corresponding targets G4 independently.

Investigating the properties of modified samples. The modification process here only rescales
the variance of the original sample distribution G'x defined in Definition 3 with new X (rather than
the default 0.5), while let G%, := Gy ; see explanations in Appendix E . Therefore, we examine the
distilled samples G’y by setting the variable 3 within the interval (0, 1).

Results in Figure 2 demonstrate that the distilled samples G’y with smaller variance ¥ achieve faster
convergence and better performance compared to that of G. To elucidate the underlying mechanism,
we provide a rigorous theoretical analysis in Appendix B, culminating in Theorem 1 .

Theorem 1 (Convergence rate of learning on efficient samples) . For the classification task
stated in Definition 3, the convergence rate for the model fg trained t after steps over distilled
data G' is: ~

Eo, [L(fo.; G'€) = L(for; G 0)] < O(X?), ®)
where { denotes the MSE loss, i.e., £(1},y) := || — y||%, and fo~ indicates the optimal model,

@ signifies the asymptotic complexity. Modified samples characterized by a smaller value of X
facilitate faster convergence.

Investigating the properties of modified targets. On top of the property understanding for modified
samples, we further investigate the potential of modified targets via G’. In detail, for modified
samples, we consider the most challenging (c.f. Figure 2b) yet the common case, namely G’y with
¥ = 1 (see explanations in Appendix M ). For the corresponding modified targets G, similar to

the prior data-efficient methods [56, 67], for any sample x drawn from G’y we refine its label by
assigning § = p - fo~(x) + (1 — p) - y. Here, p denotes the relabeling intensity coefficient, and fg+
represents a strong pre-trained model (simply, we utilize the model trained on the data in Figure 2c ).

Theorem 2 (Convergence rate of learning on re-labeled data) . For the classification task as
in Definition 3, we have the convergence rate for the model fg trained after t steps over modified
data G': ~

Eo, [L(fo,;G';0) — L(fo+; G5 0)] < O(1 - p). (6)

Note that p controls the upper bound of the convergence rate, indicating that using modified
targets with a higher value of p enables faster convergence.

Results in Figure 2 illustrate that the modified targets G- with higher values of p lead to faster train-
ing convergence and better performance. See theoretical analysis in Theorem 2 and Appendix B .

3.3 Extended Understanding of Data-Centric Efficient Learning

The empirical and theoretical investigations regarding the properties of modified samples G’y and

targets G%- in Section 3.2 are limited to a simplified case (as described in Definition 3 ) and may
not extend to all practical scenarios, such as training a ResNet [26] on the ImageNet dataset [20].

Interestingly, we observe that the advantageous modifications of both samples G’y and targets G
converge towards a unified principle: minimizing or preventing any sample x from being labeled
with multiple or inaccurate targets y. This principle emphasizes the importance of providing accurate
and informative targets y for each sample x, as analyzed in Remark 1, and suggests extending this
insight to any complex dataset like S.
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Figure 2: Investigating modified samples with varied > values. Following [39], Figure 2a visualizes the
validation loss landscape within a two-dimensional parameter space, along with three training trajectories
corresponding to different 3 settings. Figure 2b illustrates the performance of models trained using samples with
varied 3. The optimal case in our task, utilizing samples with > = 0.1 (which achieves the lowest validation
loss in Figure 2b), is visualized in Figure 2c, where the color bar represents the values of targets y.
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Figure 3: Investigating modified targets with varied p values. We present a visualization of the validation loss
landscape in Figure 3a, including three training trajectories that correspond to different p settings. Figure 3b
illustrates the performance of models trained using targets with varying p values. The optimal scenario for our
task, which uses targets with p = 1.0, is depicted in Figure 3c.

Remark 1 (Ideal data properties avoid implicitly introduced gradient noise from data) .
Intuitively, the semantic information within each sample x should be unique and not identical to
another sample. Consequently, the exact target y, which represents the semantic information of
X, should also be unique and informative. This implies the necessity of establishing bijective (or
one-to-one) mappings between samples and their respective targets.

In contrast, when a sample x (or several similar samples) is labeled with multiple different targets
y, it may implicitly introduce noise into the gradient VL(X,y), thereby hindering the optimization.

However, real-world datasets often deviate from the ideal properties described above, as discussed in
Remark 2 below and further analyzed in Appendix M .

Remark 2 (Imperfect mappings and inaccurate targets in real-world datasets) . In practice,
we observe that ‘noisy mappings’ between input samples and targets are prevalent in real-world
datasets. As illustrated in Figure 6, several common phenomena contribute to this issue:

e Similar or identical input samples may be assigned different targets due to using data augmen-
tations, which is common in both self-supervised and human-supervised learning settings.

* Inaccurate targets may be generated, particularly in self-supervised learning scenarios.

* In human-supervised learning, all samples within a class are mapped to a one-hot target.

These imperfect mappings and inaccurate targets pose challenges to achieving optimal training
efficiency and effectiveness for real-world datasets.

3.4 Generalization-bounded Efficient Data Synthesis

Given insights from Remark 1, an effective approach to generate efficient data S from original data
D involves employing a high-quality labeler v/ to relabel each sample x within D. This process

https://doi.org/10.52202/079017-0860 27377



results in the formation of an optimized dataset S. However, the generalization ability of models
trained on these optimized datasets S is not inherently assured. For a given labeler 1), we derive
the generalization bound, which quantifies the representation distance between models ¢4 and ¢*,
trained on the optimized dataset S. This is presented in Theorem 3 (see Appendix D for the proof).

Definition 4 (Representation distance”?) . We introduce our proposed metric as

Drg(ds = $riD)i=  _inf _ {Ewp [((Ws(x) +b.6r()]} . ()

which quantifies the distance between a source model ¢ g and a target model ¢, with respect to a
dataset D, and the loss function is defined as ((9,y) := 1(§ # y).

“Intuitively, a smaller Dgep(¢pg — ¢p; D) indicates that the model ¢ can be transformed into ¢ over
data D via a linear model with relative ease. This also implies that ¢ 4 can achieve the same linear evaluation
performance as ¢ on data D.

Theorem 3 (Generalization bound with labeler ) . Assumimg the model ¢g : X — Y belongs
to a hypothesis space ®. Then, for any 6 € (0, 1), with probability at least 1 — 6, we have

DRep(¢0 — ¢*; X) < BSample + BTarget + Bwmodel » ®)

WhereBTarget = DRep("rb - ¢*; DX) » BModel = DRep(¢e — ¢; SX) + 29iDX ((I)) a4 @(|DX|71)
, and Bsample = Drv(Sx, D x ) . Dyv represents the total variation divergence [4], and Rp ., is
the empirical Rademacher complexity.

Drawing insights from Theorem 1, 2 and 3, we define the properties of ideal data below:

Definition 5 (Properties of ideal efficient data, including samples Sx and targets Sy). To
meet the objectives of Definition 2, an ideal efficient data requires: ® Targets (Sy ):

o generating targets 1 (x) from the labeler 1) that are accurate (i.e., align with human-annotating
targets® and optimal model ¢*), aiming to minimize Drep(th — ¢*; Dx) ;

o the generated target 1 (x) should be informative to corresponding sample x (i.e., forming
perfect bijective mappings with the original samples x), according to Remark 5 ;

@ Samples (Sx): low distribution disparity represented by D1y (Sx, Dx) and high sample
diversity denoted as |Sx|, aiming at minimizing Dry(Sx, Dx) .

“Alignment with human-annotated targets can occur via direct prediction or linear transportability.

To meet the requirement @ specified in Remark 5, we utilize weak data augmentation on Dx to
generate the set Sy, aimed at enhancing the diversity |Sx| while ensuring the term Dy (Sx, Dx)
remains minimal. However, satisfying requirement @ is non-trivial, as capturing a labeler ) that
matches ¢ is intractable (i.e., achieving Drep(¢p — ¢*; Dx) = 0 is challenging).

Fortunately, our experiments in real-world scenarios, as discussed in Section A , demonstrate that
employing a prior model as the labeler 1) generally approximates ¢* within the representation space.
Therefore, we posit that introducing a prior model 1) to generate an efficient dataset S can typically
accelerate the early stages of learning. Subsequently, the original dataset D should be employed.

In (8), the last term, Dgey(dhg — 9; Sx) + 28py () + O(|Dx|~!) . includes 2Rp, (P) and
O(|Dx|~1), which depend on the neural architecture and the size of Dx, respectively, and can be
considered constants. Thus, optimizing the model involves minimizing Drep(¢p9 — %5 Sx) through

training ¢g. A detailed technical solution is provided in Section 4 .

4 Methodology

Building upon the theoretical insights from Section 3.2, we propose our RELA (see Figure 1):

(a) RELA-D (4®) is used to generate efficient data (c.f. Section 4.1); (b) RELA-F (%) guides the
models to train over the efficient data from RELA-D (4°) (c.f. Section 4.2).
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4.1 RELA-D (,°): Synthesis of Efficient Dataset

Motivated by two property requirements in Definition 5, here we introduce our optimization-free
synthesis process of both samples and targets in our RELA-D (see technical details in Appendix F).

Generating transportable representations as the targets. We argue that well-trained models (called
prior models) on diverse real-world datasets using various neural network architectures and algo-
rithms converge towards the same linear representation space. In other words, the generated pseudo
representations Ry for samples D x using these prior models are linearly transportable to each other
and to the human-annotating targets. The empirical verifications refer to Appendix A . We further

justify in Appendix F.1 that the requirement @ in Definition 5 can be achieved by employing a prior
model as the ideal labeler 1 : R? — R™, i.e., generating Ry = {1(x) | x ~ Dx} as the targets.
The generation process of targets is conducted only once (refer to Appendix H for details), and the
generated targets Ry are stored and combined with the samples D x to form the data D = (Dx, Ry ).

Efficient and distribution-aligned sample generation. To satisfy requirement @ in Definition 5
efficiently, we employ basic data augmentations into data D x such as RandomResizeCrop with a
minimum scale of 0.5 (as opposed to the default of 0.08) and RandomHorizontalFlip with p = 0.5.

4.2 RELA-F (¥%): Assist Learning with Generated Efficient Dataset

In this section, we showcase the significance of understanding ideal data properties and generated
efficient dataset in assisting self-supervised learning, given this self-supervised paradigm on unlabeled
data suffers from significant inefficiency issues compared to human-supervised learning [62].

Here we propose a plug-and-play method that can be seamlessly integrated into any existing self-
supervised learning algorithm, significantly enhancing its training efficiency by introducing an
additional loss term. Formally, the loss function is defined as follows:

A-Lreea + (1= A) - Lssu, where Lrepa := Ex yo (D, ry) ((Wg(x) —b,y)],  (9)

where ¢(z,y) := 1 —z-y/(||z|l|ly||) be the loss function, Lsg;, denotes the loss specified by any
self-supervised learning method, respectively. Furthermore, the data D = (Dx, Ry') are collected
using the strategy outlined in Section 4.1 , with updates occurring at each k-th epoch.

The dynamic coefficient A € {0, 1} divides the training process into two distinct stages. Initially, A is
set to 1 to emphasize LreLa, assuming its crucial role in the early learning phase. As the model ¢y
improves and self-generated targets become more reliable in Lgg;,, an adaptive attenuation algorithm
adjusts A to O (note that the initial X is tuning-free for all cases and see Appendix J for details). As a
result, only a single loss term in (9) is calculated, ensuring no extra computational cost with RELA.

To enhance the recognition of REL A-aided algorithms, we re-denote those that are used in their
names. For example, the BYOL algorithm [30], when enhanced with RELA, is re-denoted as BYOL
(% ). Furthermore, as the prior models downloaded from the internet are not consistently robust, the
aforementioned dynamic setting of A also prevents the model ¢, from overfitting to potentially weak
generated targets. The efficacy of our proposed RELA is empirically validated in Section 5 .

S Experiments

This section describes the experimental setup and procedures undertaken to test our hypotheses and
evaluate the effectiveness of our proposed methodologies.

Experimental setting. We list the settings below (see more details in Appendix K).

e Datasets: For low-resolution data (32 x 32), we evaluate our method on two datasets, i.e., CIFAR-10
[35] and CIFAR-100 [34]. For high-resolution data, we conduct experiments on two large-scale
datasets including Tiny-ImageNet (64 x 64) [36] and full ImageNet-1K (224 x 224) [20], to assess
the scalability and effectiveness of our method on more complex and varied datasets.

o Neural network architectures: Similar to prior works/benchmarks of dataset distillation [56] and self-
supervised learning [57, 19], we use several backbone architectures to evaluate the generalizability
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Table 1: Benchmark our RELA with various prior models against BYOL. We compare evaluation results of
the models trained using ¢ BYOL with 10%, 20% and 50% training budget/steps; ¢ BYOL ( ¥ ) with different
prior models; e BYOL with full budget, denoted as BYOL™ in this table. Regarding the prior models used for
our RELA, we respectively utilize six models with increasing representation capabilities, including e randomly
initialized network (Rand.); @ four BYOL* -trained models (CF10-T, CF100-T, TIN-T, IN1K-T) corresponding
to four datasets (listed below); ® CLIP-RN50. The evaluations are performed across four datasets, i.e., CIFAR-10
(CF-10), CIFAR-100 (CF-100), Tiny-ImageNet (T-IN), and ImageNet-1K (IN-1K). We underline the results that
outperform the full training, and bold the results that achieve the highest performance using a specific ratio of
budget. All the networks used for training are ResNet-18, except the ResNet-50 used for IN-1K.

\ BYOL (%) w/ \
Dataset| % | BYOL | Rand.  CFI0-T CF100-T TIN-T  INIK-T CLIP-RN50| BYOL*

10583 £0.1|71.4£0.0 81.1+0.1 782+£0.1 79.6 0.1 81.6£0.0 82.0=+0.1
CF-10 [20(|70.14+0.2{77.1£0.2 83.6 £0.1 81.4+0.0 832+0.1 844+0.1 839+0.1 |82.7+0.2
501779 +0.0(82.7+£0.1 86.5+£0.1 86.2+0.0 8624+0.1 87.3+0.2 86.7+0.0

10/269+0.2|41.8£0.2 514+£0.1 514£0.1 53.5+0.1 564 +0.2 554+0.1
CF-100{20|34.8 £20.348.1 £0.1 55.7+0.1 55.7+0.1 56.7£0.0 59.54+0.1 57.940.0 |52.5+0.3
50|41.4+£03|54.6 £0.2 59.7+0.1 59.8+0.1 60.0+0.1 61.6+0.1 61.0+0.0

10(25.1£0.3|345+0.3 39.0+0.1 384+00 41.2+0.1 41.6£0.1 39.6+04
TIN [20(30.74+0.1|382+0.0 41.9+£0.0 423 £0.0 43.2+0.1 441+0.1 42.6+0.1 |43.6£0.3
50|37.7+£0.2|43.9£0.1 45.6+0.1 459+0.1 458 £0.1 464 +0.1 463 +0.1

10445 £0.1|51.7£0.1 53.7+0.1 533 £0.1 53.6 0.1 549+£0.1 56.2=+0.1
IN-1K 20553 +0.0{569+0.0 57.6 £0.1 57.6+0.1 57.8£0.1 58.0+0.0 59.5+0.1 |61.9+0.1
50160.8 +£0.2|61.1 £0.1 62.1 £0.1 61.8+0.1 61.74+0.0 61.9+0.0 62.9+0.1

of our method, including ResNet-{18, 50, 101} [26], EfficientNet-BO [58], MobileNet-V2 [52],
ViT [21], and a series of CLIP-based models [49]. These architectures represent a range of model
complexities and capacities, enabling a comprehensive assessment of our approach.

® Baselines: Referring to a prior widely-used benchmark [57, 19], we consider several state-of-the-art
methods as baselines for a broader practical impact, including: SimCLR [12], Barlow Twins [69],
BYOL [30], DINO [10], MoCo [25], SimSiam [14], SWAV [9], and Vicreg [3].

e Evaluation: Following previous benchmarks and research [57, 19, 12, 3], we evaluate all the trained
models using offline linear probing strategy to reflect the representation ability of the trained models,
and ensure a fair and comprehensive comparison with baseline approaches.

o mplementation details: We implement our method by extending a popular self-supervised learning
open-source benchmark [57] and use their configurations therein. This includes using AdamW as
the optimizer, with a mini-batch size of 128 (except for ImageNet-1K, where we use a mini-batch
size of 512). We implement our method through PyTorch [48], and all experiments are conducted on
NVIDIA RTX 4090 GPUs. See more detailed configurations and hyper-parameters in Appendix K .

5.1 Primary Experimental Results and Analysis

Recall that our RELA-D (49), as illustrated in Figure 1 and Section 4.1, requires an unlabeled
dataset and any pre-trained model freely available online to generate the efficient dataset. To justify
the superior performance and generality of our RELA across various unlabeled datasets using
prior models with different representation abilities, our comparisons in this subsection start with
BYOL [30]? and then extend to other self-supervised learning methods.

Table 1 demonstrates the efficacy and efficiency of our RELA in facilitating the learning of robust
representations. Overall, BYOL ( % ) consistently outperforms the original BYOL when trained with a
reduced budget. In certain cases, such as on CIFAR-100, BYOL ( ¥ ) employing only 10% of the
budget can surpass the performance of BYOL-trained models using the entire budget Specifically:

(a) A stronger prior model (e.g., CLIP) enhances the performance of RELA more effectively than a
weaker model (e.g., Rand.);

(b) Our RELA is not sensitive to the prior knowledge. For instance, using CF10-T as the prior model
can achieve competitive performance compared to that trained on extensive datasets (e.g., CLIP);

2Note that (1) BYOL is competitive across various datasets [30, 3, 57, 12], and (2) various self-supervised
learning methods can be unified in the same framework [59] (see our detailed analysis in Appendix G ).
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Table 2: Evaluating our RELA on cross-architecture settings. Our RELA-D (4) distills datasets with prior
RN18 (Rand.) and CLIP-{RN101, RN50x4, ViT B/32, ViT B/16, ViT L/14}, then versus transfer to ResNet-18;
MobileNet-V2; EfficientNet-BO; ViT T/16. We train models using 10% budget through (original) BYOL (¥ ).

Dataset | Arch. | Original |(%)w/RNI8 RNI10I  RN50x4 ViTB/32 ViTB/16 ViTL/14

ResNet-18  |583 +0.1| 714+0.0 81.9=+0.1 82.1+03 832+02 83.1£0.1 82.4+0.1

CF-10 MobileNet—VZ 477+01] 694+00 822+0.1 80.8+0.0 81.6£0.1 829+0.2 81.2+0.2
EfficientNet-B0|23.9 £0.2| 68.8£0.6 832=+0.2 83.9+0.1 87.4+£0.1 86.4+0.1 83.1+0.1

ViT T/16 434+0.1] 57.1+£0.1 659+0.0 66.4+0.1 69.9+0.3 68.8+0.1 63.7+0.1

ResNet-18  |25.1 £0.3| 345+03 383 +0.1 39.1+04 358 +£0.1 324+0.1 284+0.2

TIN MobileNet—VZ 88+0.1| 283+£03 399£0.1 36.8+0.2 36.0£0.0 37.9+0.3 20.6+0.5
EfficientNet-BO| 4.1 £0.0 | 332+£03 435+£02 41.74+0.2 440+£0.1 442£0.0 37.9+0.1

ViT T/16 125+0.1| 246+0.0 26.1£0.1 27.6+0.1 26.9+£0.2 245+0.1 21.6+£0.0

Table 3: Evaluating our RELA across different self-supervised learning methods. We extend our analysis
beyond BYOL by training and evaluating models using seven additional self-supervised learning methods,
along with their RELA-augmented counterparts (%), utilizing randomly initialized ResNet-18 (Rand.) and
CLIP-RN50 as prior models for the RELA-D (4). All methods are trained using 10% budget.

Dataset | Method | SimCLR  Barlow DINO MoCo SimSiam SwAV Vicreg

70.7+0.2 63.7+03 662+02 674+04 458+04 662+03 71.3+02
709 £00 688+02 70.6+0.1 709+£0.1 66.7+0.1 69.5+02 71.3+0.1
764 +£0.1 765+02 824+0.1 79.8+0.1 793+0.1 77.3+0.0 80.1=+0.1

304+£0.1 289+04 267+03 27.1+£02 17.8+£03 202+0.1 34.0+0.1
307+£02 3194+01 294+02 334+£0.1 254+0.1 29.1+02 341=+0.1
33.0£03 335+02 351+£00 37.1£0.1 326+0.1 32.6+0.1 391+£02

Original
(%) w/ Rand.
CLIP-RNS50

Original
(%) w/ Rand.
CLIP-RN50

CF-10

T-IN

(c) A randomly initialized model can effectively aid in accelerating learning through our RELA. This
can be considered an effective scenario of “weak-to-strong supervision” [7] using pseudo targets.

Cross-architecture generalization. RELA-D (%) generates efficient datasets using a specific
neural architecture. To evaluate the generalization ability of these datasets, it is essential to test
their performance on various architectures not used in the distillation process. Table 2 presents the
performance of our RELA in conjunction with various prior models and trained model architectures,
demonstrating its robust generalization ability. Specifically:

(a) The integration of RELA always enhances the performance of original BYOL;
(b) Our RELA method exhibits minimal sensitivity to the architecture of the prior model, as evidenced
by the comparable performance of BYOL ( ¥ ) using both ViT-based and ResNet-based models.

Combining RELA across various self-supervised learning methods. To demonstrate the ef-
fectiveness and versatility of RELA in enhancing various self-supervised learning methods, we
conduct experiments with widely-used techniques. Table 3 presents the results, highlighting the
robust generalization capability of RELA. Our findings consistently show that RELA improves the
performance of these methods while maintaining the same budget ratio, emphasizing its potential
on learning using unlabeled data. Additionally, we provide the results when combining RELA with
human-supervised learning in Appendix I .

6 Conclusion and Limitation

In this paper, to address the Problem 1, we investigate the optimal properties of data, including
samples and targets, to identify the properties that improve generalization and optimization in deep
learning models. Our theoretical insights indicate that targets which are informative and linearly
transportable to strong representations (e.g., human annotations) enable trained models to exhibit
robust representation abilities. Furthermore, we empirically find that well-trained models (called
prior models) across various tasks and architectures serve as effective labelers for generating such
targets. Consequently, we propose the Representation Learning Accelerator (RELA), which leverages
any freely available prior model to generate high-quality targets for samples. Additionally, RELA
can enhance existing (self-)supervised learning approaches by utilizing these generated data to
accelerate training. However, our theoretical analysis is restricted to the simplified scenario described
in Definition 3, which has limited applicability in real-world contexts.
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A Ablation Study

We conduct ablation studies to understand the impact of each component of RELA on performance.

1.0 »;\100
9 & | Prior Models
0s 80 + 80{ mEE Rand.
> 2 EEE CF10-T
1.00 | 0. < Q
- w6 &5 = 6| = cup
1.00 0.90 091 0.85 5 £
<9 -
1.00 [0.90 088 0.91 0.84 WRLE] :"«: 70 Static (Rand.) Rl
L -@-  Dynamic (Rand.) =
02 S 65 —m— Static (TIN-T) g- 20
—~A- Dynamic (TIN-T) o
O
0.0 0.2 0.4 0.6 0.8 1.0 CF-10 CF-100 T-IN IN-1K
E > S S S SS
& &~ é‘\@ & & & Value of constant A Dataset

(a) Representation similarity (b) Dynamic vs. static strategies (c) Computational cost analysis
Figure 4: Ablation study on BYOL (% ) components and parameters. (a) We analyze the representation
similarity between various source models (indicated on the x-axis) and target models (indicated on the y-axis).
(b) We compare the static RELA weight setting strategy with our adaptive strategy. Dotted lines (‘- -*) represent
our adaptive strategy, while solid lines (‘—) denote the static A setting strategy. Specifically, in the static weight
setting (e.g., 0.4), the first 40% of the training leverages RELA, with the remaining 60% employing the original
algorithm. (c) We present the computational cost, quantified as training time/steps, of our RELA across various
prior models.

Empirical representation similarity. Our foundational assumption of our RELA is that the
representations of well-trained models, developed using various neural network architectures and
algorithms on diverse real-world datasets, exhibit linear transportability to one another. To test this hy-
pothesis, we assess representation similarity, a metric that quantifies the linear transferability between
pre-trained models. The results, depicted in Figure 4a, demonstrate that representations from robust
models (e.g., CLIP) can be effectively transferred to less robust models (e.g., CF10-T). This finding
aligns with our results in Table 1, showing that leveraging powerful models (e.g., CLIP and IN1K-T)
consistently enhances learning in models trained on datasets with limited knowledge, such as CF-10.

Combining RELA and BYOL with static )\ setting strategies. The coefficient \, as introduced
in Section 4.2, is pivotal in controlling the weight of the RELA phase during training. To assess the
robustness of our adaptive strategy, which dynamically adjusts A, we compare it to a static \ setting
strategy. The results in Figure 4b indicate that larger (smaller) RELA weights are advantageous
when using a strong (weak) prior model. Nonetheless, static settings lack generalizability across
various scenarios, whereas our adaptive strategy demonstrates superior generalization capabilities.

Analysis of the computational cost when using RELA with different prior models. To validate
that our RELA, in conjunction with various prior models, can effectively reduce computational
costs in self-supervised learning, we conducted experiments comparing the computational expense
required for BYOL (%) to achieve equivalent performance to the original BYOL trained with a full
budget. The results, illustrated in Figure 4c, consistently demonstrate that REL A assists BYOL
in lowering training costs while maintaining equivalent performance levels. Furthermore, it is evident
that employing robust prior models consistently leads to greater reductions in training budgets.
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B Proof of Theorem 1

In this section, we prove a slightly modified version of Theoreml, extending the distribution to
Generalized Gaussian Mixture(GGM) and making some assumptions for technical reasons. Yet this
proof could still reflect the essential of the theorem.

B.1 Setup

Notation N(1, «, 3) denotes the generalized Gaussian distribution with pdf Wa/ﬁ)e_(‘z_“‘/ “)ﬁ,

B for Bernoulli distribution.
We focus on the 1-dim situation. Assume that ;11 < po. Define the original data distribution(NVy =
N(p1, a0, Bo) and N1 = N(pz2, o, Bo))

1 1-— 14+
G::{(:my)|y~2~B(1,§)—1,x~TyJ\/o—i—?y-Nl}

and the modified one (N} = N(u1, o, 8) and N = N(pa, o, 8)):

1 1—y 14y

Our task is predicting y given x. Note that y € {£1}, which is a bit different from the definition
in Section 3.2. In 1-dim situation, we just need one parameter for this classification task, so define
fo(z) := sign(x + ) to fit the distribution. We could compute the generalization loss on original

distribution:
400 —0 — 9:51
e = ar [ arop—a- [ 7 ar)
) oo _ Otno
)
Obviously 6* = —%, we have:
“%7’” _ 0ty
ag ag
Lt =Ly =([ 7 ar= [ ary
—pgoi _Otpa

0 @0

<Ci-(0-0%)2 (or C110—06%])

where Cy, C| are constants, Fy Fy F denote the CDF of My N7 and N(0, 1, 8y) respectively. The

inequality above is due to the fact that function h(z) = (| 711 dF — f;jll dF)/z? has limits at 0 and
so is bounded.

B.2 Algorithm
For a dataset {(z;, y;)}1,, set the loss function L(0) = L 3" | [y;(z; + 0)], L(v) = 3(1 — v)*.

We apply the stocastic gradient descent algorithm and assume the online setting (n = 1): at step ¢
draw one sample (z;, y;) from G’ then use the gradient VL(6;) to update 6 (n € (0,1),t € N):

Or1 =0 —nVL(0:),
VL(0:) = 0+ (¢ — yt)-
It can be observed that randomness of x leads to noies on gradient.
B.3 Bounds with Variance

We prove the proposition that lower variance of GG can make convergence faster, i.e.
E [L(fo,) — L(fo+)] is bounded by an increasing function of variance (¢ fixed).

Proof. From above, we could get

0r = (1 =)0 —n[(xio1 —y—1) + A=) (@2 —p—2) + -+ (1 =) "(xo — vo)]
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and so :

E[L(fo,) — L(fo+)] < CLE [(6; — 9*)2]

2
t

= CE{ (1= ) (60— 0") — 0> (=) (wey —yry +67)| }

Jj=1

t
=CiE |(1=n)* (00— 0*)* + 1> (1 =)@y — yoj + 6%)°
j=1

(2—n)

The last two equalities is due to the fact that for (z,y) ~ G’
Elzx—y+6]=0,

I'(1/p)

= ((1 )20y — 0%)2 + —1—(1— (1—n)*) [O‘ZF(W N (1 p2—

B.4 Nonlinear case

In this subsection, we conduct some qualitative analysis on the nonlinear case. The setting is the
same as that in Section 3.2. We point out the differences compared with the linear case above:
x € R% y € {0,1} and

fo(x) =0 (0[1] -ReLU (9[2])( + 9[3]) + 0[4])

where o(z) = H% is the sigmoid function; ReLU(z) = max(0, z) is the activation function for
the hidden layer, which provides non-linearity to the model; 62 and 6" are the weights and biases

of the hidden layer; 6" and 6" are the weights and biases of the output layer.

To make things explicit, we still assume the online setting and set the loss function L(0) = 3 (fo(x) —
y)2. Assume after some iterations, ol w1+ 0 < 0and 612 . Lo + 0% > o (coordinate-wise). In
this situation, we could see that if x is close to its mean(u or o), the sign of ReLU (0[2]x + 0[3])

will be the same as y. So fg will become an optimal classifier if 0™ — oo and 01 — —o00. We
focus on 0[1], using SGD:

. _ pn_ OL
0t+1 - at 7780[1] )
% = (fo(x) — y)o(1 — 0)ReLU (0[2]3( + 0[31)

Note that we drop the variable value in o (-) to make the expression more compact.

Then we can analyze the phenomenon qualitatively: larger ¥ will make convergence slower. The
reason is that the larger ¥ is, when x is drawn from V] (y = 1), 0%x + 6B < 0 is more likely to
happen(i.e. straying far away from the mean), causing 6" 1o stop updating; what’s worse, when x is
drawn from Ny (y = 0), with larger probability 0%x + 6% > 0 which will make 6! to go in the
opposite direction. In summary, it is > that makes the gradient noisy thus impacts the convergence
rate.

B.5 From the Perspective of Feature Learning

In essence, the theoretical results in [41] could also be interpreted as a proof of the theorem. [41] study
the learning of a two-layer ReL U neural network for k-class classification via stochastic gradient
descent (SGD), assuming that each class corresponds to [ patterns(distributions), with every two of
the k x [ distributions of the input data are separated by a distance J. Below is the main theorem in
[41]:
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Proposition 1 . Suppose some assumptions are satisfied, then for every € > 0, there is
M = poly(k;,l, 1/6,1/€) such that for every m > M, after doing a mmlbatch SGD with
batch size B = poly(k,l,1/6,1/¢,logm) and learning rate n =

mepoly(k,l 1/5 1/e,log m) fOV
T = poly(k,l,1/6,1/¢,logm) iterations, with high probability, the generalization error(the
probability that the model misclassifies) of the learned model is at most e.

Theoretical results above show that a larger ¢ helps network to learn more efficiently. (In our case,
0 can be roughly viewed as the Mahalanobis distance between the two Gaussians, which is inverse
proportion to the variance.) Also, Appendix D.2 of [41] demonstrates an example very similar to
ours in which the input data is drawn from Gaussian distributions with different means, indicating
increasing variance of the Gaussian causes the test accuracy to decrease and takes longer time to get
a good solution.

C Proof of Theorem 2

C.1 Setting

Use the same setting in Section B(linear case) except that

1 1
G'={(x.y)|y~2-B(ly) - La= gy No+— Ny =p- for () + (1= p)y}

In other words, we modify the distribution of y instead of x this time.

C.2 Bounds with p

We're going to prove that higher p can make convergence faster, i.e. E [L(fg,) — L(fo+)] is bounded
by an decreasing function of p (¢ fixed).
Proof. The crucial part z — ' + 0* = p(x — fo- (z) + 60*) + (1 — p)(x — y + 6*), and in fact

Elz —y+ 0| —Elx — fo«(z) + 0*| := €0 > 0.

Similarly, we can get bounds with p (see C in Section B):

E[L(fo,) = L(fo-)] < CIE[(1 = )"0 — 6"+ (1 — (1 = n)") |z — ¢ + 67]]
<Co(1 =)'+ C1(1— 1 —=n)")[p-Elx — fo-(x) + 0]
+(1 = p) Elz —y+ 0]
<Co(1=n)'+ (1= (1 —=n)")(Cs — Cup)

where Cy = C1 |0y — 0%,

=C| Elx —

= C{ €9 > 0. O
C.3 Nonlinear case

To see the impact of modifying y more clearly, we directly set p = 1 and conduct a similar analysis
as in Section B.4. Let’s still focus on 8™} and use the same assumptions in Section B.4, then we have:

1 1 aL
ei[tJll = 0£ - 7180[1] )
aL
it = o) = for () (1 — o)ReLU (6 + 6

Note y is replaced by fg~(x). For instance x is drawn from Ny (y = 0) but strays far away from
the 1, causing 62x + 613 > 0. In this situation fo~ is likely to regard x as a sample from N (i.e.

fo+(x) close to 1) thus making 6! o go in the right direction instead of the opposite. This explains
why larger p can make convergence faster.
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D Proof of Theorem 3

We follow some proof steps in [5]. Let’s begin by introducing some notations used in this section.
Notation and Setup X’ is the input space, Dg and D are two distributions over X'. Let ) = {0, 1}.
‘H denotes a hypothesis class from X to ). To simplify notations, Vh, f € H let eg(h, f) =
Exps[1(h(x) # f(x))], and ég(h, f) be empirical error (er(h, f), ér(h, f) similar).

Then we introduce some concepts and lemmas, most of which are from [5].

Definition 6 (#-divergence) . The H-divergence between two distributions D and D' is defined
as:
dy(D,D') =2 s [Prp[I(h)] — Prp/[I(h)]|
€

where I(h) = {x: h(x) = 1}.

Definition 7 (Total Variation Distance) . For two distributions D and D', the total variation
distance of them is defined as:

DTv(D, D/) = Sup |PrD(A) — PrD/(A)|
ACF

where F denotes the collection of all events in the probability space.

Lemma 1 . For two distributions D and D', by definition it’s easy to see that:

1
5dH(D, D') < Drv(D, D)

Definition 8 (Symmetric Difference Hypothesis Space) .
HAH :={g: X — {0,1}|g(x) = h(x) ® I/ (x) Vh,h € H}

@ denotes the XOR operation.

Lemma 2 . 1
Vh, h' e H, |€S (h7 h/) — €T (h7 h/)| < idHAH (DSaDT)

Proof. only need note that h(x) @ h/(x) = |h(x) — h/(x)], so
| =

sup  [Prp, [I(g)] = Pro, [I(9)]l = sup |es (h, 1) — er (b, ') |
gEHAH h,h'eH

this is done by definition. O

With above notations we can derive a general proposition related with Theorem 3.

Proposition 2 . Assumimg H is a hypothesis class from X to Y and ¢, ¢’ € H, we have:

Ex~pr [U(#(x), ¢'(x))] < Exops [((#(x), ¢ (x))] + D1v(Ds, Dr)
where loss function is {(§,y) := 1(§ # y).

Proof, using the lemmas above,

er(p, @) < es (9, d) + |er (¢, 9') —es (9, )|
es (¢, 9") + %d’HAH (Ds,Dr)
es (¢,¢") + Drv(Ds, Dr)

IN

IA
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To obtain some useful inequalities of generalization bound, we need to introduce the Rademacher
complexity.

Definition 9 (Rademacher complexity of a function class) . Given a sample of points S =
{z1,22,- .., 2mt C Z, and considering a function class F of real-valued functions over Z, the
empirical Rademacher complexity of F given S is defined as:

where o; are independent and identically distributed Rademacher random variables. In other
words, fort = 1,2, ..., m, the probability that o; = +1 is equal to the probability that o; = —1,
and both are % Further, let P be a probability distribution over Z. The Rademacher complexity
of the function class F with respect to P for sample size m is:

Rpm(F) := Egupm [Rg(F)]

Lemma 3 (Generalization bound with Rademacher complexity) . Ler F be a family of loss
functions F = {(z,y) — £((x,y),h) : h € H} with {((z,y),h) € [0,1] for all ¢, (x,y) and h.
Then, with probability 1 — ¢, the generalization gap is

L(h) — L(h) < 2%y(F) + 3 % ,

for all h € H and samples U of size n.

The proof of this classical result could be found in most machine learning textbooks, like [46]. Since
£(+) is 1-Lipschitz, we can derive that Ry, (€ o H) < Ry, (H).

Theorem 3 involves the representation distance, below we prove the triangle inequality for representa-
tion distance.

Lemma 4 (Triangle inequality for Representation distance) . for any functions ¢gs, ¢, v
and distribution D, we have:

DRep(¢S — ¢T;D) < DRep(¢S — ¢U;D) JrDRep((ZSU — ¢T;D)

Proof. Let’s denote:
di = DRep(¢S — Qu; D)
dy = DRep(¢U — ¢T§D)

By definition:
= inf Ein
d S pt(Wis(z) + by, pu(x))
dy = inf Eznpl(Wagu (2) + b2, o1(2))

Wo€RmMXn by cR™

We need to show:
Drep(¢s — ¢1; D) < di + d
Consider the composition of the transformations:

Wi,b1

ps(x) —— du(x) Wals,

¢ ()

The combined transformation can be written as:
Wo(Wigs(x) +b1) + be = WoWi¢g(z) + Waby + bo

Using the properties of the loss function ¢, we can write:
((WoWids(x) + Wabi + ba, o7 (2)) < U(Wids(z) + b1, du(z)) + L(Wady (z) + b2, dr(T))
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This inequality holds for the reason that it can only break when the two items at right-hand side are
both 0, in which the left side is also 0 due to rule of composition. Thus the inequality holds for all
and Wl, bl, VVQ7 bg.

Taking expectations over x ~ D:

Epn pl(WoWids(2)+Wabi+ba, ¢7(2)) < Exn pl(W1¢s(2)+b1, ¢ (2)) +Een pl(Wady (2)+b2, 7 ()

Taking the infimum over Wy, by and W5, bs:

thilr’lvam Eynpl(WoWigs(x) + Waby + b, o1 () < dy +da

Since the left-hand side is an upper bound for Dgep(¢s — ¢7; D), we have:
Drep(¢s — o173 D) < di + d

Therefore, the triangle inequality holds for the metric Dgep. O
Now we are ready to prove Theorem 3.
Proof. For arbitrary W, b, with probability 1 — 4:

log(2/9)

DR€P(¢0 - ¢*7X) < EX(W¢9 + ba (b*) < €Dx (W¢9 + ba ¢*) + 2me ((I)) +3 2 |DX|

Taking the infimum over W, b:

Dgep(¢g — @™ X) < Drep(pg — ¢™; Dx) + 2Rp () +3 1Zﬁgfj)

Using the triangle inequality for representation distance:
Drep(pg — ¢*; Dx) < Drep(pg — ¥; Dx) + Drep(¢¥ — ¢™; Dx)

For arbitrary W, b, using the proposition above,

DRep(¢0 — ¢; DX) < €Dx (W¢0 + b7 1/)) < €Sx (W¢0 + b’ ¢) + DTV(SX7 DX)
Taking the infimum over W, b:
DRep(d)O — ’l[); DX) S DRep(¢)9 — 1/); SX) + DTV(SXa DX)

Combining the above results, we have:

log(2/9)

DRep(¢0 - (b*;X) < DRep(w — ¢*;DX) + DRep(¢9 — 1;[}; SX) + Z%DX (Q)) +3 9 ‘DX|
+Drv(Sx, Dx)

O

Impact of initialization In this part we leverage the Neural Tangent Kernel (NTK) framework [29] to
deduce that a neural network initialized closer to a target function f* converges faster during training.
Under the NTK regime, neural networks exhibit linearized training dynamics, allowing us to predict
how the network’s output evolves during training.

In the context of supervised learning, consider a neural network with parameters 6 and output function
f(x;0), where x is the input. The goal is to approximate a target function f*(z) by minimizing a
loss function, typically the mean squared error (MSE):

n

L) = 3 Y (F(ri:6) — i)

=1
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where {(x;,y;)}_, is the training data and y; = f*(x;).

Under gradient descent with learning rate 7, the parameter updates are:

9t+1 = 9,5 — 77V9L(6‘t)

In the NTK regime, where the network width tends to infinity, the network’s output evolves linearly
with respect to the parameters around initialization 6, [38]. We can approximate:

f(@:0) = f(2500) + Vo f(x;00)" (60 — 6o)

This linearization allows us to express the evolution of the network’s output as:

t—1 n

f( ) fO( nZZK .’t xz fs(xz) yz)

s=0 i=1

where fi(z) = f(z;0;) is the network output at time ¢ and K (z,2") = Vo f(z;00) " Vo f(2';00) is
the Neural Tangent Kernel.

In continuous time (gradient flow), the training dynamics can be described by a differential equation:

dftd( ZK x,2;) (fe(@i) — ys)

Vectorizing over all training inputs, we have:

df;
ar -K(f: —y)

where f; = [fi(x1), fi(2z2),..., fi(zx)]Ty = [W1,¥2,-..,yn] " and K is the NTK matrix with
entries K;; = K (x;,x;). This differential equation has the solution:

fi—y=e¥(fH-y)

This equation shows that the error f; — y decays exponentially over time, with the rate governed
by the NTK matrix K. Since K is symmetric, we can decompose K into its eigenvalues {); } and
corresponding eigenvectors {v; }:

K = Z )\jVjV;r
J
the solution becomes:

_ —Ajt
fi—y= E e ;v
J

where ¢; = v; T(fo — y). The rate of convergence for each component of the error is proportional to
the correspondlng eigenvalue \; of the NTK. Larger eigenvalues lead to faster decay. Initial error
matters: the initial error fy — y scales the amplitude of the exponential terms. A smaller initial error
means the network starts closer to the target function, reducing the time required for the error to
decay to a specific threshold.

Suppose we want the error to be less than e:

I -yl <e

Using the solution:

https://doi.org/10.52202/079017-0860 27395



I — Il < [le™ "

1o — vl

where A\pi, is the smallest (positive) eigenvalue of K. Solving for time ¢:

1 1fo — vl
t>—In| ———
o )\min n( €

By leveraging the NTK framework, we’ve shown that a better initialization(meaning the neural
network’s initial output function is closer to the target function f*) leads to faster convergence during
training. This is because the training dynamics under NTK are linear, and the exponential error decay
is directly influenced by the magnitude of the initial error. Analysis above implies that if we can train
a network that is closer to the target function, it will converge faster to the target function.

D.1 Relation between data distribution and Rademacher complexity

Now let’s look at the Rademacher complexity appeared above more carefully. Let 1-Lipschitz positive
homogeneous activation o; be given, and

H={xr o Wrop_1 (- o1 (Wix)--)) : [Wil|p < B,x € R?}.

Then using Theorem 1 in [23], for samples .S of size m we have bound for the empirical Rademacher

complexity:
14+ +v2LIn2
Rs(H) < TBLHXHF
where X € R4*™ is the input data matrix, and || - ||r denotes the Frobenius norm.

If we further assume that the data are drawn from the distribution G (stated in Section 3.2) with
covariance X (for simplicity let 4 = —pu, 12 = 1), then we can bound the Rademacher complexity
of H with respect to G:

Ram(H) = Esgm [Rs(H))

14++v2LIn2
< B By on | X I

2+2VLIn?2 1 1 2
_ V242 o (LkdmY (L dm dimy o (4
m 2 27 2 252 2
The right part of the last inequality is an increasing function with respect to 33, and I'(-) denotes the
gamma function, M (-, -, -) is the Kummer’s confluent hypergeometric function, given by:

> a( )Zn
M(a,b,z) = Z Yool 1F1(a; b; 2),
= bmn

where:
a® = 1,

a™ =a(a+1)(a+2)---(a+n-—1),

is the rising factorial.

Remark. Usually, the Rademacher complexity (¢ o F) could be bounded by of R (F). For
example, if £ is L-lipschitz, then Rg(¢ o F) < L - Rg(F). That’s why we directly compute the
Rademacher complexity of H instead of £ o H.

E Explanation of Rescaling Samples

Dataset distillation seeks to create a condensed dataset that allows models to achieve performance
comparable to those trained on the full dataset, but with fewer training steps. In this section, we will
demonstrate that rescaling the variance of Gaussian distributions, as defined in Definition 3, does not
affect the optimal performance of models trained on these rescaled data.
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Proof. Consider two Gaussian distributions Ny (1, 0?I) and N (u12, 02T) with means p; = 1 and
w2 = 2, and variance o2. We define the bimodal mixture distribution G = (Gx, Gy ) such that (x, )
is sampled according to:

x=(1-y) xo+y-x1, with y~ Bernoulli(0.5), xo~ Ny, x5~ Nj.

The decision rule for optimal classification is determined by the likelihood ratio test. For a given
sample x, the log-likelihood ratio A(x) is given by:

Since x( and x; are drawn from Gaussian distributions, their probability density functions are:

1 1
P(x|y=0)= (@ro2)ifz P (—WHX—/MHQ) :

1 1 9
Substituting these into the log-likelihood ratio, we have:

mexp (—gmzllx — p2]?)

A(x) = log .
(27r012)d/2 €xp (7#”X —H H2)

Simplifying, we obtain:

1

AG) = 55|

1
x = gl + 55 lx —

Further simplification gives:

1
A) = 5z (I = ml” = lx = p2]?) -

Since the optimal decision threshold for balanced classes (i.e., P(y = 1) = P(y = 0) = 0.5) is
A(x) =0, we set:

I = pa [ = If = o> = 0.

Expanding and rearranging, we derive:
/1% = 2p13 + pF — [l [|* + 2p2x — i3 = 0.
This simplifies to:
2(p2 — p)x + (pf — i) = 0,

22 — p)x = p3 — i,

Il i
2(p2 — p1)
Solving yields:
= M2t
2
Therefore, the optimal decision boundary is 2 = 1.5, which is independent of the variance o2. This
completes the proof. O

Regarding efficiency, utilizing scaled data to train similar models with fewer training steps is proven
in Section B. Additionally, rescaling each Gaussian distribution preserves their means, which aligns
with the objectives of conventional distribution matching-based dataset distillation methods. These
methods aim to distill data while maintaining the distributional properties, specifically their means.
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F Detailed Methodology of RELA-D

Recall that ¢y : RY — R™. We then introduce a transport matrix W € R™*" and define the
combined model as W ¢y () € R™. During the training phase, the parameters W and 6 are jointly
optimized. However, as the dimension m increases, the computational complexity of the optimization
grows rapidly. To address this issue, we propose reducing the dimensionality of the target matrix Ry
from m to n, where n < m:

, Ry — 1
RY:VHT< Y N) S v ((RY_M)T(Ry—M)):VAVT’ Vi=V[:n],  (10)

where 1 and o denote the mean and standard deviation, respectively, of each column in the Ry .
Practically, we use batch PCA to perform the computation shown in (10), as illustrated in L.

F.1 Proof for Ideal Properties of Prior Models

We aim to demonstrate that modern deep learning methods can effectively train models to serve as
robust prior models by extracting sufficient information from samples as representations.

Therefore, we poist the existence of a prior model £ capable of losslessly extracting the information
of samples Dy when trained using the InfoNCE loss [47], a method prevalently employed in
contemporary deep learning algorithms [12].

Proof. To demonstrate that an encoder £ trained with the InfoNCE loss preserves all information
from the input data Dy, we proceed as follows.

1. Definitions and Setup

Let X denote the input data space with data distribution pgaa (). Let ppos(x, 27) denote the dis-
tribution of positive pairs, typically generated via data augmentation. The encoder ¢ : X — R¢
maps inputs to d-dimensional representations. The similarity function ¢ : R x RY — R (e.g., dot
product) measures similarity between representations. Given a positive pair (z,z%), let {z; }¥, be
N negative samples drawn i.i.d. from pgu, (). The InfoNCE loss is defined as:

a(€(@).E@@h)) /7
SN ea€@ &)/

EInfoNCE(qu) = 7E(I,$+)Nppos llog

where 7 > 0 is a temperature parameter.
2. InfoNCE as a Mutual Information Lower Bound

The InfoNCE objective serves as a lower bound to the mutual information between representations of

positive pairs:
I(§(X);€(XT)) = T (& q)

where

N
(&) = E(aat)~pp [Q(f(f)a §(z™)) —7log <Z eq“(”)’“mi—))”)]
i=1
As the number of negative samples N — oo, this bound becomes tight, approaching the true mutual
information I(£(X);£(X™)). 3. Optimal Encoder and Similarity Function Let (£*, ¢*) denote
the optimal encoder and similarity function that maximize 7 (¢, ¢). Under the assumption of infinite
negative samples and an expressive similarity function, the optimal similarity satisfies:

* * * D pos (1" » T + )
(& (x), () =log —22 2 2 __ 4 O
( ( ) ( )) & pdata(m)pdata(x+)
where C is a constant independent of (x, 7). This aligns ¢* with the pointwise mutual information
(PMI) between x and =™. 4. Injectivity through Mutual Information Maximization Maximizing
I(£(X);£(X ™)) encourages the encoder ¢ to capture as much information about X as possible. To
ensure injectivity:

* Sufficient Dimensionality: The representation dimension d must be at least as large as the
intrinsic dimensionality of X'.
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Table 4: Notations used in this section.

Notation Meaning

U1, U current concerned samples

v unspecified samples

ug, v° samples from online branch

ub, vt samples from unspecified target branch
us, v° samples from weight-sharing target branch
ug, v? samples from stop-gradient target branch
uy', v™  samples from momentum-encoder target branch
Vv unspecified sample set

Vbatch sample set of current batch

Vhank sample set of memory bank

Voo sample set of all previous samples

* Expressive Architecture: The encoder ¢ should be sufficiently expressive, potentially
utilizing architectural constraints (e.g., invertible networks) to promote injectivity.

Under these conditions, maximizing mutual information implies that £* approximates an injective
mapping on the support of Paan (), i.., £*(z) = £*(a’) = x = 2’ almost surely. 5. Existence of the
Inverse Mapping Given that £ is injective, there exists a deterministic inverse mapping g : R¢ — X
such that:

g€ (x)) = forallx € X

This mapping g can be constructed as the inverse of £* on its image:

g(z) = €71(2) where z € £*(X)

G Analysis of Different Self-Supervised Learning Methods

We refer to the primary theoretical results for existing self-supervised learning methods as presented
in [59], where all methods are unified under a simple and cohesive framework, detailed below.
Specifically, UniGrad [59] demonstrates that most self-supervised learning methods can be unified by
analyzing their gradients.

G.1 A Unified Framework for SSL

A typical self-supervised learning framework employs a siamese network with two branches: an
online branch and a target branch. The target branch serves as the training target for the online branch.

Given an input image x, two augmented views z; and 2 are generated, serving as inputs for the two
A

branches. The encoder f(-) extracts representations u; = f(x;) for i = 1,2 from these views.
Table 4 details the notations used. u; and u, denote the current training samples, while v denotes
unspecified samples. u{ and v° are representations from the online branch. Three types of target
branches are widely used: 1) weight-sharing with the online branch (u5 and v®); 2) weight-sharing
but detached from gradient back-propagation (u$ and v%); 3) a momentum encoder updated from the
online branch (u%* and v™). If unspecified, u} and v* are used. A symmetric loss is applied to the
two augmented views, as described in [14].

V represents the sample set in the current training step. Methods vary in constructing this set: Vpatch
includes all samples from the current batch, Vy.nx uses a memory bank storing previous samples,
and V., includes all previous samples, potentially larger than a memory bank.

G.2 Contrastive Learning Methods

Contrastive learning relies on negative samples to prevent representational collapse and enhance
performance. Positive samples are derived from different views of the same image, while negative
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samples come from other images. The goal is to attract positive pairs and repel negative pairs,
typically using the InfoNCE loss [47]:

Lo [ o X (costu. 8)/7) } |
wy,up Y utey €xp (cos(uf,vt)/T)

where cos(-) denotes cosine similarity, and 7 is the temperature hyper-parameter. This formulation
can be adapted for various methods, discussed below.

(11)

MoCo [25, 13]. MoCo uses a momentum encoder for the target branch and a memory bank for
storing previous representations. Negative samples are drawn from this memory bank. The gradient

for sample u§ is:
oL 1 m m
aui’:TN(_u2 td s ) (42
V™ EVbank
exp (cos(uy,v™)/T)
Zy’"evbank exp (cos(ug,y™)/7)

where s, = and N is the number of samples in the batch.

SimCLR [12]. SimCLR shares weights between the target and online branches and does not stop
back-propagation. It uses all representations from other images in the batch as negative samples. The

gradient is:
1 S S
EuL(f _<_u2_|_ E SV )

v €Vhatch \u§

1 s s (13)
paw(me X w),

v EVhateh \ug

reduce to 0

exp (cos(v®,u7)/T)
s exp (cos(v®,y°)

where t,, = = 77y If the gradient through the target branch is stopped, the

¥ E€Vhatch \V
second term vanishes.
Unified Gradient. The gradient for these methods can be unified as:

oL 1 . .

n i (Caeree)

vtey

comprising a weighted sum of positive and negative samples. The term —u} pulls positive samples
together, while ) .y, s, v? pushes negative samples apart. The main difference between methods
lies in the target branch used and the construction of the contrastive sample set V.

G.3 Asymmetric Network Methods

Asymmetric network methods learn representations by maximizing the similarity of positive pairs
without using negative samples. These methods require symmetry-breaking network designs to avoid
representational collapse. A predictor h(-) is appended after the online branch, and the gradient to
the target branch is stopped. The objective function is:

L= E {—cos(h(u‘f),ug)]. (15)

Uy ,u2
Relation to BYOL [30]. BYOL uses a momentum encoder for the target branch, i.e., ug = uyin
Eq.(15).

Relation to Simsiam [14]. Simsiam shows that a momentum encoder is unnecessary and only applies
the stop-gradient operation to the target branch, i.e., u} = u4 in Eq.(15).

Unified Gradient. Despite the performance of asymmetric network methods, the avoidance of
collapse solutions is not well understood. DirectPred [60] explores this by studying training dynamics
and proposes an analytical solution for the predictor A(-).

DirectPred formulates the predictor as h(v) = Wjv, with W}, calculated based on the correlation
matrix E,(vvT). The correlation matrix, F, is computed as the moving average for each batch:
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F2 > oeVa pov°v°T, where p, is the moving average weight. Decomposing F into eigenvalues
A and eigenvectors U, Wh 1s:

Wi = UMUT, Ay = A + Aaa (16)
where A, is the max eigenvalue of F' and € is a hyper-parameter to boost small eigenvalues.

DirectPred also derives the gradient:

oL 1 .
— = Fub + X (pyud” v°) 0), 17
o |Whuff||2N( Witk x 2 o "

where —WhT uband ) , Vo (pvu‘l’Tv")v" act as positive and negative gradients respectively, and

_ Wh “2
A= OT(FJF Tuz is a balance factor.

Though negative samples are absent in the loss function, they emerge from the predictor network’s
optimization. The eigenspace of the predictor W}, aligns with the feature correlation matrix F',

encoding its information. During back-propagation, this encoded information functions as a negative
gradient, influencing the optimization direction.

G.4 Feature Decorrelation Methods

Feature decorrelation methods have recently emerged as a novel approach in self-supervised learning.
These methods aim to reduce redundancy among different feature dimensions to prevent collapse.
Various loss functions have been proposed for this purpose. We examine their relations below.

Relation to Barlow Twins [69]. Barlow Twins employs the following loss function:

L= Z n_l +)‘ZZ ij) (18)

i=1 j#i

_ 1 sT & _ : :
where W = & > 09 05 E€Vbaten v{v3® is a cross-correlation matrix, C' denotes the number of feature
dimensions, and A is a balancing hyper-parameter. The diagonal elements of W are encouraged to be

close to 1, while the off-diagonal elements are forced towards 0.
Despite appearing different, Eq. (18) operates similarly to previous methods from a gradient perspec-
tive, calculated as:

oL 2 s usTvs

i = N —Aus+x > ot (19)

v{,v5 € Vbatch

where A = I — (1 — X\)Waiag and (Waiag)i; = 0i; Wi is the diagonal matrix of W. Barlow Twins
applies batch normalization instead of {5 normalization to the representation v.

Relation to VICReg [3]. VICReg modifies Barlow Twins with the following loss function:

c c
1 A
_ o 5112 1 2
L*ﬁ E ||1’1*U2H2+6§ E W5
7,05 € Vbatch i=1 j#i

(20)
o o
+ Yol E,l max (0, v — std(v{);),

where W' = < vaevbatch (v¢ —9) (v$ — )7 is the covariance matrix of the same view, std(v);
denotes the standard deviation of the i-th channel of v, y is a constant target value, and A1, A2 are
balancing weights.

The gradient is derived as follows:

oL 2 . asTo?
Jug N | T D

v{ €Vbatch

2 -
+ — N <)\u1 Bu‘f),

reduces to 0

2
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where © = v — v is the de-centered sample, A = %, and B = %(2)\114/(’%% +

22 diag(1(y — std(v9) > 0) @ std(v{))). Here, diag(z) is a matrix with the vector z on its di-
agonal, 1(+) is the indicator function, and @ denotes element-wise division.

VICReg does not normalize v; instead, it uses de-centering and a standard deviation term in the loss
function.

Unified Gradient. Given the equivalence of v*® and v, the gradient for feature decorrelation methods
can be unified as:

oL 2 u°Toe

i = N <—ug Ay ¥ vf) , (22)
v°EVbatch

where —u} is the positive gradient, and ), Voneen (#) v{ is the negative gradient. A is a

balancing factor. The difference between methods lies in the subscript for the negative coefficient.

Feature decorrelation methods function similarly to other self-supervised methods, with the positive

and negative gradients derived from the diagonal and off-diagonal elements of the correlation matrix.

H Budget of RELA for Data Synthesis

While training on the distilled dataset is both efficient and effective, the distillation process in
optimization-based approaches [11, 72, 65] is computationally intensive [18, 56], often exceeding
the computational load of training on the full dataset.

In contrast, the synthetic data generated by our RELA framework requires a budget less than that
of training for a single epoch (c.f. Section 4.1). This is because the synthesis budget of our RELA
is equivalent to performing inference over the entire dataset D x. Consequently, this computational
expense is negligible given that training epochs typically number around 100.

I RELA in Labeled Dataset Distillation and Human-Supervised Learning

We apply our RELA in labeled dataset distillation and human-supervised learning.

I.1 Experimental Setup

Datasets and Neural Network Architectures. We conduct experiments on datasets of varying scales
and resolutions.

¢ Small-scale: We evaluate on CIFAR-10 (32 x 32) [35] and CIFAR-100 (32 x 32) [34].
» Large-scale: We utilize Tiny-ImageNet (64 x 64) [36] and ImageNet-1K (224 x 224) [20].

Consistent with previous works on dataset distillation [67, 73, 24], we use ConvNet [24] and ResNet-
{18,50} [26] as our backbone networks across all datasets. Specifically, Conv-3 is employed for
CIFAR-10/100, and Conv-4 for Tiny-ImageNet and ImageNet-1K.

Baselines. We compare our method with several SOTA distillation methods capable of scaling to
large high-resolution datasets, including G-VBSM [53], SRe2L [67], and RDED [56]. To the best of
our knowledge, SRe’L, G-VBSM, and RDED are the only published works that efficiently scale to
datasets of any size, making them our closest baselines. All distilled datasets synthesized from these
baselines undergo the same post-training process. Results are reported in Table 5. For our RELA, the
prior models used for distillation are identical to the pre-trained models employed in the baseline
methods.

1.2 Main Results

Table 5 demonstrates the superiority of our RELA, despite incorporating a zero-cost sample synthesis
process.
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Table 5: Comparison with SOTA Baseline Dataset Distillation Methods. In the table, bold indicates the best
result. IPC refers to the number of Images Per Class for distilled datasets.

| ConvNet | ResNet-18 | ResNet-50
Dataset\lPC\ G-VBSM  SRe2L RDED RELA (Ours)\ G-VBSM  SRe2L RDED RELA (Ours)\ G-VBSM  SRe2L RDED RELA (Ours)

1 |21.2+£02222+1.1289+04 403+04 [170+1.0199+09278+04 350+£0.2 [17.24+09202+0.5248+05 31.7+0.3
CF-10 | 10 |38.6 £ 0.8 39.6 + 0.4 56.0 £ 0.1 67.0 +0.4 [36.34+0.7 39.4+0.9 473+05 747+0.1 |33.8+1.1372+0.6451+07 709+13
50 |62.7£0.5 57704 71.1 £02 77.3+0.1 |64.54+0.6 628 +1.2764+04 89.2+0.1 [61.5+0.661.6+£02741+£06 885+03

1]134+£03129+0.121.8+04 325+03 [134+£0511.5+04 46+01 31.7+12 [126+0.6 10.1+£0.1 45+02 278+1.5
CF-100| 10 [38.7 4+ 0.8 3424+ 0.3 47.04+ 0.3 51.3+0.1 |47.0+04 42.7+0.5534+£03 648 +£0.0 |47.5+05442+05540+03 66.2+0.0
50 |53.8£0.4 522403 553+02 563+0.3 |60.0+0.1 57.4+0.264.0+0.0 688+0.2 [62.2+0.3 60.6+0.2658+03 69.6+0.2

1186+02 11.84+0417.0£04 270+03 [9.0£0.1 13.5£02154+0.6 242414 [824+02 128+02148+05 23.2+1.1
TIN | 10(33.9+£0.2345+0.541.24+05 429+0.1 (377403 43.6+05484+£03 558+0.1 |41.3£0.147.0+£0.1 502+0.1 581+04
50 {46.6 £0.2 463+ 0.2 47.14+02 474+£0.2 |5224+0.053.4+03 574+£02 59.9+0.0 |559+£0357.1£0.1 592+02 61.5+0.0

IN-1k | 1 |34+£01 25£00 52+0.1 108+0.0 [2.14+0.1 28+02 594+01 59402 |[1.6+£0.0 3.0+04 68+01 59+02
10 [22.6 £ 0.7 12.7+ 0.3 204+ 03 322+ 0.1 (357+0.231.1+0.1 41.1+£02 485+0.3 |42.6+0.4 383 +£0.5462+03 485403
50 |37.8 £0.4 36.0+0.3 38.8+0.6 529+04 |51.64+02495+0.25534+02 61.3+0.1 [60.3+0.1584+0.1625+01 61.3£0.1

J RELA Algorithm

Algorithm 1 Adaptive Loss Weighting Algorithm for RELA and Self-Supervised Learning

Require: Number of training steps 7', Initial £, = 2.0, Initial £ = 1.0, Initial A = 1
1: for each training step ¢ = 1 to 7' do
2: if A\=1 then

3: {. < Value of Lgga {Retrieve the current loss value from the optimization process}
4: Ly +0.999 x £y +0.001 x £, {Calculate the short-term loss}
5: ls < 0.99 x £, 4 0.01 x £ {Calculate the long-term loss}
6: endif
7. if exp(— max{fs — £;,0}) > 0.995 then
8: A < 0 {RELA learning is converged and over}
9: endif
10: L4+ XA Lregra + (1 = A) - Lss. {Control the RELA and the SSL states using A}
11: end for

In essence, this algorithm is designed to detect the convergence of RELA. Upon convergence, it
transitions to the original algorithm for self-supervised learning. This implicitly segments the learning
procedure into two phases: the fast stage (RELA) and the slow stage (SSL). Moreover, Figure 5
depicts the dynamics of the training process.

70 4
80 4 60 4
9 9
s B
E 60 4 ?
- = 40 4
= =
123 <
<@ <
< 404 < 304
b n
=3 2
g & uf
20 4
ReLA Training —— Orig. Training Fast Stage 101 —— ReLA Training —— Orig. Training Fast Stage
ReLA Validation ~ —— Orig. Validation Slow Stage —— ReLA Validation ~ —— Orig. Validation Slow Stage
El 10'00 20'00 31;00 4(;00 (‘l ldﬂﬂ 2l;00 30‘00 40‘00
Training Steps Training Steps
(a) RELA with CF10-T as the prior model (b) RELA with Rand. as the prior model

Figure 5: Comparison of training dynamics between RELA and the original (Orig.) BYOL algorithm.

K Experimental Details

K.1 Detailed Setup for Experiments in Section 3.2

We show the detailed setup for the experiments in Section 3.2 in Tables 6 and 7.
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Table 6: Architecture of the simple neural network model.

Layer Type Input Units Output Units
Input Layer - 2 -
Hidden Layer  Fully Connected (Linear) 2 50
Activation (ReLU) - -
Output Layer  Fully Connected (Linear) 50 1

Activation (Sigmoid) - -
Loss Function Mean Squared Error (MSE) - -

Table 7: Optimization parameters for the simple neural network model.

Parameter Value
Training Steps 1000
Batch Size 1
Optimizer Stochastic Gradient Descent (SGD)
Learning Rate 0.002
Momentum 0.98

K.2 Detailed Setup for Experiments in Section 5

Training details for self-supervised learning methods. We show the details of training in Table 8.

Table 8: Training parameters and optimizer settings for self-supervised learning methods.

Parameter Value
Epochs 100
Optimizer =~ AdamW
Learning Rate  0.001
Weight Decay 0.01

Linear evaluation details. We show the details of training the linear model in Table 9.

L Batch PCA Reduction

To begin, we provide a full and rigorous mathematical framework for Principal Component Analysis
(PCA).

L.1 Principal Component Analysis

Given a data matrix Y € R"*4 and the desired number of components k, where k£ < d, PCA aims to
extract a reduced data matrix Yiequcea € R™*¥ that retains the maximum variance from the original
dataset.

First, the data needs to be centered by subtracting the mean of each feature. This can be mathematically
represented as:

1
Ycenlered =Y — E]—anY

where 1,, is a column vector of ones with length n. Next, the covariance matrix of the centered data
is computed:

1
C= 7YT Ycentered

n—1 centered

27404 https://doi.org/10.52202/079017-0860



Table 9: Linear evaluation parameters for various datasets.

Dataset Batch Size Linear Model Loss Function
CIFAR-10 128 nn.Linear(feature_dim, 10)  CrossEntropyLoss()
CIFAR-100 128 nn.Linear(feature_dim, 100)  CrossEntropyLoss()

Tiny-ImageNet 128 nn.Linear(feature_dim, 200)  CrossEntropyLoss()
ImageNet-1K 1024 nn.Linear(feature_dim, 1000) CrossEntropyLoss()
Optimizer Adam (learning rate: 3e-4)

To identify the principal components, eigendecomposition is performed on the covariance matrix:
C=VAV”

where V is the matrix of eigenvectors and A is a diagonal matrix of eigenvalues. The eigenvectors
are then sorted in descending order based on their corresponding eigenvalues. The top k eigenvectors
are selected to form the projection matrix:

W= [v17V27'~'7vk}
where v; represents the i-th eigenvector. Finally, the centered data is projected onto the new subspace:

Yreduced = Ycenteredw

The resulting reduced data matrix Y equced cOntains the principal components of the original data.
Each principal component is a linear combination of the original features, designed to capture as
much variance as possible in the reduced space.

Algorithm 2 Batch PCA Reduction

Require: Data matrix Y € R™*?, Number of components k
Ensure Reduced data matrix Yequced € R™*F
n < number of rows in Y
m < BATCHSIZE {Pre-set Batch size}
p4— 3" Y. {Compute the mean of Y}
Y centered ¢ Y — o {Center the data}
3} < 04«4 {Initialize the covariance matrix }
for i = 0 to n step m do
J « min(i + m,n)
B < Y entered [Z s }
3 « ¥ + BB {Update the covariance matrix}
end for
: ¥« =7 {Normalize the covariance matrix}
V< elgenvectors of 3 corresponding to the largest k eigenvalues
: Yieduced ¢ Onxi {Initialize the reduced data matrix }
: for i = 0 to n step m do
J < min(i + m,n)
B« Ycemered [Z : ja }
Y reduced [Z : j7 } < BV
: end for
: return Y educed

RN HERN 2
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Then we prove that the batch PCA we utilized here is exactly same to the standard PCA.

Proof. To prove that the Batch PCA algorithm achieves the same result as the standard PCA, we
need to show that the covariance matrix and the reduced data matrix computed by the Batch PCA are
equivalent to those computed by the standard PCA.

First, let’s show that the covariance matrix 3 computed in the Batch PCA is equivalent to the
covariance matrix C in the standard PCA.
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In the standard PCA, the covariance matrix is computed as:

1
— T
C= mYcemerechentered

In the Batch PCA, the covariance matrix is computed as:

1 n—1
> = BTB;
n—lz v
1=0
1

— (B{Bo+B{Bi+...+B{_By_1)

1
= YT Y centered
n—1 centered

where B; is the i-th batch of the centered data matrix Y centered, and b is the number of batches.

Therefore, the covariance matrix computed by the Batch PCA is equivalent to the covariance matrix
computed by the standard PCA.

Next, let’s show that the reduced data matrix Y equcea cOmputed in the Batch PCA is equivalent to the
one computed in the standard PCA.

In the standard PCA, the reduced data matrix is computed as:

Yieduced = Y centered W
where W is the matrix of the top k eigenvectors of the covariance matrix.
In the Batch PCA, the reduced data matrix is computed as:

r ByV
BV
Yreduced =

By, 1V

Y centered [0 -m, ]
Ycentered [m : 2m7 ]

L Ycentered[(b - l)m - n, ]
= Y centered V
where V is the matrix of the top k eigenvectors of the covariance matrix 3, and m is the batch size.

Since we have shown that the covariance matrices C and 3 are equivalent, their eigenvectors W and
V are also equivalent. Therefore, the reduced data matrix computed by the Batch PCA is equivalent
to the one computed by the standard PCA.

In conclusion, we have proven that the Batch PCA algorithm achieves the same result as the standard
PCA by showing that the covariance matrix and the reduced data matrix computed by the Batch PCA
are equivalent to those computed by the standard PCA. [

M Analyze the Practical Data Augmentations

Here we presents a rigorous mathematical proof demonstrating that higher data augmentation in-
tensity leads to increased overlap between samples from different classes. By modeling the sample
distributions and augmentation process, we show that the variance of the augmented distributions
increases with augmentation strength, resulting in wider and more overlapping distributions. We
provide an exact calculation of the intersection point and approximate the overlap area using the
cumulative distribution function of the standard normal distribution. Our theoretical analysis confirms
the positive correlation between data augmentation intensity and inter-class overlap rate.

M.1 Assumptions and Definitions
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Figure 6: A scenario of similar views targeting different targets. In some cases, we may randomly crop two
similar views from the original images as augmentations and input them into the machine learning model. This
can lead to confusion in the model due to the differing targets assigned by humans or generated autonomously.

Targeting ‘Dog’

Assumption 1 . There are two classes Cy and Cs, with samples drawn from probability
distributions Py and Ps, respectively. The data augmentation intensity is denoted by c.

Definition 10 (Data Distribution and Augmentation) . The samples are satisfied X, ~ P,
Xo ~ P,. The augmented samples are represented as X| = X1 + € and X5 = X5 + €, where
€ denotes the augmentation perturbation following the distribution Q). The variance of Q) is
proportional to o

M.2 Augmented Distributions

Let P, and P, , denote the augmented sample distributions:

Pra(z') = (P1* Qa)(2) (23)
Py o(2') = (P2 % Qa)(2") (24)

where * represents the convolution operation.

Variance of Augmented Distributions Let Jg be the variance of @, with Ui = ka, where k is a
constant. The variances of the augmented distributions are:

afpm = 0%1 +o2 = 01231 + ka (25)
0%2@ = 0%32 + ai = 01232 + ka (26)

Overlap Rate Definition Let R denote the overlap region. The overlap rate O(«) is defined as:

O(a)z/ PLa(x’)dx’—i—/ P o(2") dx’ 27
R R

M.3 Increased Variance Leads to Increased Overlap

As « increases, O’i increases, resulting in larger variances of P; , and P, ,. This makes the

distributions wider and more dispersed, increasing the overlap region.

Specific Derivation for One-Dimensional Gaussian Distributions Assume P; and P» are two
Gaussian distributions:

Py(z) = N(p1,0,) (28)
Py(x) = N(2, 0, 29)
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The augmented distributions are:

Pyo(a') = N(u1, 0, + ka) (30)
Pao(a') = N (2, 03, + ka) 31)

Exact Calculation of Intersection Point Equating the two Gaussian probability density functions
and solving for x:

1 (x — p)? ) 1 ( (z — p2)? )
—_—_— - = ] (32
(0%, +ha) ( 203, 150 om(od, +ha) |\ 20, T ka)

Simplifying the equation yields an analytical solution for the intersection point. To simplify the
analysis, we assume 07, = 0p, , in which case the intersection point is (111 + i) /2.

Area of Overlap Region Let Ay = |3 — pe|. The overlap region can be represented using the
cumulative distribution function (CDF) of the standard normal distribution, denoted as ®(z):

a(:) = 5 [1 b erf (\%ﬂ (33)

The variance of the augmented distributions is 02 = U?Dl + ka. Therefore, the approximate area of
the overlap region is:

Ap

Ola)~20 | ——2H
2(o%, + ka)

-1 (34)

M.4 Conclusion

Theorem 4 . As the data augmentation intensity « increases, the overlap rate O(«) between
samples from different classes increases.

Proof. Increasing « leads to an increase in the variance of the sample distributions, making them
wider and more likely to overlap.

Specifically, increasing « increases 01231 + ko in the denominator, thereby decreasing the argument
of ®(+). Since P(z) increases as z decreases for z > 0, O(«) increases as « increases. O

In summary, we have rigorously proven the positive correlation between data augmentation intensity
and inter-class overlap rate from a statistical and probabilistic perspective.

M.5 Empirical Analysis for Real-world Datasets

Beyond the theoretical analysis for a simple case, we also provide empirical analysis for four real-
world datasets under different intensities of data augmentation. We utilize TSNE [61] to visualize the
(augmented) samples in Figure 7. All the results demonstrate that:

1. as minscale increases from 0.02 to 0.5, the data points gradually change from being tightly
clustered to more dispersed. This indicates that higher data augmentation intensity expands the
range of sample distribution;

2. when minscale=0.02, the data points of the two classes exhibit significant overlap, and the boundary
becomes blurred. In contrast, larger minscale values such as 0.2 and 0.5 allow for better separation
between classes;
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(d) Setting Minscale = 0.2 (e) Setting Minscale = 0.5 (f) Without using Augmentation

Figure 7: Visualization of samples with varying levels of data augmentation intensity. We visualize the sam-
ples of 2 classes from CIFAR-10 in 2-dimensional space, respectively setting minscale in RandomResizeCrop
as {0.02,0.04,0.08,0.2,0.5} and without data augmentation.

3. when data augmentation is not used (the last figure), there is a clear gap between the two classes,
and the data points within each class are very compact. This suggests that the feature distribution
of the original samples is relatively concentrated.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]
Justification: We show them in Section 1 and our Abstract.
Guidelines:

e The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We show them in Section 6.
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer:
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Justification: Most of them are proven in Appendix.

Guidelines:

The answer NA means that the paper does not include theoretical results.

All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

All assumptions should be clearly stated or referenced in the statement of any theorems.
The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We show the details of our techniques in Appendix.

Guidelines:

The answer NA means that the paper does not include experiments.
If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [Yes]
Justification: We use the public datasets.
Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

 The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: We show the experimental details in Appendix.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

¢ The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]
Justification: We show them in Section 5.
Guidelines:

» The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

* It should be clear whether the error bar is the standard deviation or the standard error
of the mean.
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It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CIL, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
8. Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer:
Justification: We provide most of them in Appendix.
Guidelines:

» The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: The research presented in the paper adheres to all aspects of the NeurIPS Code
of Ethics.

Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer:

Justification: The paper does not comprehensively discuss the potential societal impacts,
both positive and negative, of the work performed.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer:

Justification: The paper does not describe any safeguards for the responsible release of data
or models that carry a high risk for misuse.

Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: All assets utilized in this paper, including code, data, and models, have been
properly attributed to their respective creators or original owners.

Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets

has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.
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* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
13. New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]

Justification: The paper does not introduce any new assets; therefore, the question of
documentation is not applicable.

Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: The paper does not involve any crowdsourcing experiments or research with
human subjects.

Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: The paper does not involve research with human subjects. Therefore, the
discussion of potential risks, disclosure to subjects, and Institutional Review Board (IRB)
approvals are not applicable.

Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.
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* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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