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Abstract

One key challenge to video restoration is to model the transition dynamics of
video frames governed by motion. In this work, we propose TURTLE to learn
the TRUncaTed causaL history modEl for efficient and high-performing video
restoration. Unlike traditional methods that process a range of contextual frames
in parallel, Turtle enhances efficiency by storing and summarizing a truncated
history of the input frame latent representation into an evolving historical state.
This is achieved through a sophisticated similarity-based retrieval mechanism that
implicitly accounts for inter-frame motion and alignment. The causal design in
TURTLE enables recurrence in inference through state-memorized historical fea-
tures while allowing parallel training by sampling truncated video clips. We report
new state-of-the-art results on a multitude of video restoration benchmark tasks,
including video desnowing, nighttime video deraining, video raindrops and rain
streak removal, video super-resolution, real-world and synthetic video deblurring,
and blind video denoising while reducing the computational cost compared to
existing best contextual methods on all these tasks.

� https://kjanjua26.github.io/turtle/

1 Introduction

Video restoration aims to restore degraded low-quality videos. Degradation in videos occurs due
to noise during the acquisition process, camera sensor faults, or external factors such as weather or
motion blur [53, 38]. Several methods in the literature process the entire video either in parallel or
with recurrence in design. In the former case, multiple contextual frames are processed simultaneously
to facilitate information fusion and flow, which leads to increased memory consumption and inference
cost as the context size increases [63, 4, 69, 86, 58, 28, 26, 5, 34, 62]. Methods with recurrence
in design reuse the same network to process new frame sequentially based on previously refined
ones [54, 14, 21, 25, 6, 7, 42, 57]. Such sequential processing approaches often result in cumulative
errors, leading to information loss in long-range temporal dependency modeling [8] and limiting
parallelization capabilities.

Recently, methods based on state space models (SSMs) have seen applications across several machine
vision tasks, including image restoration [19, 56], and video understanding [30]. While Video-
Mamba [30] proposes a state space model for video understanding, the learned state space does not
reason at the pixel level and, hence, can suffer from information collapse in restoration tasks [77].
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Additionally, the state evolves over time with respect to motion that affects the entire trajectory non-
uniformly [51] at the pixel level. Therefore, it is pertinent to learn a model capable of summarizing
the history1 of the input as it operates on the spatiotemporal structure of the input video.

In this work, we present “TURTLE”, a new video restoration framework to learn the TRUncaTed
causaL history modEl of a video. TURTLE employs the proposed Causal History Model (CHM) to
align and borrow information from previously processed frames, maximizing feature utilization and
efficiency by leveraging the frame history to enhance restoration quality. We outline our contributions.

• TURTLE’s encoder processes each frame individually, while its decoder, based on the pro-
posed Causal History Model (CHM), reuses features from previously restored frames. This
structure dynamically propagates features and compensates for lost or obscured information
by conditioning the decoder on the frame history. CHM models the evolving state and
compensates the history for motion relative to the input. Further, it learns to control the
effect of history frames by scoring and aggregating motion-compensated features according
to their relevance to the restoration of the current frame.

• TURTLE facilitates training parallelism by sampling short clips from the entire video se-
quence. In inference, TURTLE’s recurrent view implicitly maintains the entire trajectory
ensuring effective frame restoration.

• TURTLE sets new state-of-the-art results on several benchmark datasets and video restoration
tasks, including video desnowing, nighttime video deraining, video raindrops and rain
streak removal, video super-resolution, real and synthetic video deblurring, and achieves
competitive results on the blind video denoising task.

2 Related Work

Video restoration is studied from several facets, mainly distributed in how the motion is estimated and
compensated for in the learning procedure and how the frames are processed. Additional literature
review is deferred to appendix G.

Motion Compensation in Video Restoration. Motion estimation and compensation are crucial for
correcting camera and object movements in video restoration. Several methods employ optical flow
to explicitly estimate motion and devise a compensation strategy as part of the learning procedure,
such as deformable convolutions [33, 34], or flow refinement [23]. However, optical flow can struggle
with degraded inputs [84, 3, 20], often requiring several refinement stages to achieve precise flow
estimation. On the other end, methods also rely on the implicit learning of correspondences in the
latent space across the temporal resolution of the video; a few techniques include temporal shift
modules [29], non-local search [64, 32, 85], or deformable convolutions [69, 13, 80].

Video Processing Methods. There is a similar distinction in how a video is processed, with several
methods opting for either recurrence in design or restoring several frames simultaneously. Parallel
methods, also known as sliding window methods, process multiple frames simultaneously. This
sliding window approach can lead to inefficiencies in feature utilization and increased computational
costs [63, 4, 69, 86, 58, 28, 26, 5, 34, 62, 9]. Although effective in learning joint features from
the entire input context, their size and computational demands often render them unsuitable for
resource-constrained devices. Conversely, recurrent methods restore frames sequentially, using
multiple stages to propagate latent features [87, 81, 82]. These methods are prone to information
loss [33]. Furthermore, while typical video restoration methods in the literature often rely on context
from both past and future neighboring frames [34, 33, 29], TURTLE is causal in design, focuses on
using only past frames. This approach allows TURTLE to apply in scenarios like streaming and online
video restoration, where future frames are unavailable.

3 Methodology

Consider a low-quality video ILQ ∈ RT×H×W×C , where T ,H ,W , C denote the temporal resolution,
height, width, and number of channels, respectively, that has been degraded with some degradation

1In this manuscript, the term “history” refers to temporally previous frames with respect to the input frame.
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Figure 1: TURTLE’s Architecture. The overall architecture diagram of the proposed method.
TURTLE is a U-Net [52] style architecture, wherein the encoder blocks are historyless feedforward
blocks, while the decoder couples the causal history model (CHM) to condition the restoration
procedure on truncated history of the input. We also present assorted restoration examples on the
right–frame taken from video raindrops and rain streak removal [71], night deraining [47], and video
deblurring [41] tasks, respectively.

d ∈ D. The goal of video restoration is to learn a model M θ parameterized by θ to restore high-quality
video IHQ ∈ RT×sH×sW×C , where s is the scale factor (where s > 1 for video super-resolution). To
this end, we propose TURTLE, a U-Net style [52] architecture, to process, and restore a single frame
at any given timestep conditioned on the truncated history of the given frame. TURTLE’s encoder
focuses only on a single frame input and does not consider the broader temporal context of the
video sequence. In contrast, the decoder, however, utilizes features from previously restored frames.
This setup facilitates a dynamic propagation of features through time, effectively compensating for
information that may be lost or obscured in the input frame. More specifically, we condition a decoder
block at the different U-Net stages on the history of the frames. Given a frame at timestep t, each
block learns to model the causal relationship p(yt|Ft,Ht), where yt is the output of a decoder block,
Ft is the input feature map of the decoder block, and Ht is the history of corresponding features
maps from the previous frames at the same block. We train the architecture with the standard L1 loss
function: L = 1

N

∑N
i=1 ∥IGT − IHQ∥1 for all the restoration tasks. We present the visual illustration

of TURTLE’s architecture in Figure 1.

3.1 Architecture Design

Given a model Mθ, let F[l]
t denote the feature map of a frame at timestep t, taken from Mθ at layer

l. We, then, utilize F
[l]
t to construct the causal history states denoted as H[l]

t ∈ Rτ×hl×wl×cl , where
τ is the truncation factor (or length of the history), h,w denote spatial resolution of the history, and c
denotes the channels. More specifically, H[l]

t = {F[l]
t−τ ⊕ F

[l]
t−τ+1 ⊕ . . .⊕ F

[l]
t−1} ∈ Rτ×hl×wl×cl ,

where ⊕ is the concatenation operation. We denote the motion-compensated history at timestep t
as Ĥ[l]

t , which is compensated for motion with respect to the input frame features F[l]
t . In this work,

the state refers to the representation of a frame of the video. Further, history states (or causal history
states) refers to a set of certain frame features previous to the input at some timestep.

TURTLE’s encoder learns a representation of each frame by downsampling the spatial resolution,
while inflating the channel dimensions by a factor of 2. At each stage of the encoder, we opt for several
stacked convolutional feedforward blocks, termed as Historyless FFN,2. The learned representation
at the last encoder stage onwards is fed to a running history queueQ of length γ.3 We empirically set
γ = 5 for all the tasks, and consider sequence of 5 frames. The entire video sequence is reshaped

2We use the term “Historyless” because the encoder is not conditioned on the history of input.
3The space complexity is limited to O(γ×h×w× c) and (γ×h×w× c) << (T ×H×W ×C) because

γ << T , and h << H,w << W , and all enqueue and dequeue operations are O(1) in time complexity.
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Figure 2: Causal History Model. The diagrammatic illustration of the proposed Causal History
Model (CHM) detailing the internal function. In the initial phase, for each patch in the current frame
(denoted by the stars), we identify and implicitly align the top-k similar patches in the history. In the
subsequent phase, we score and aggregate features from this aligned history to create a refined output
that blends the input frame features with pertinent history data. We visualize frames in this diagram
for exposition, but in practice the procedure operates on the feature maps.

into R
T
γ ×H×W×C thereby allowing parallelism in training while maintaining a dense representation

of history states to condition the reconstruction procedure on.

The decoder takes the feature map of the current frame, F[l]
t , and the history states H[l]

t . We propose
a motion compensation module that operates on the feature space to implicitly align history states
with respect to the input frame. Next, a dynamic router learns to control the effect of history frames
by scoring and aggregating motion-compensated features based on their relevance to the restoration
of the current frame. Such a procedure accentuates the aligned history such that the following stages
of the decoder can learn to reconstruct the high-quality frame appropriately. Both of these procedures
combine to form the Causal History Model CHM(F[l]

t ,H
[l]
t ), detailed in section 3.2. Further, multiple

CHMs are stacked as black box layers at different stages to construct the decoder of TURTLE.

3.2 Causal History Model

CHM learns to align the history states with respect to the input feature map. Further, there could
still exist potential degradation differences at the same feature locations along the entire sequence
in the motion-compensated history states. To this end, CHM re-weights the sequence along the
temporal dimension to accentuate significant features and suppress irrelevant ones. Let Ĥ[l]

t ∈
R(τ+1)×hl×wl×cl denote the motion-compensated causal history states, and let input feature map be
F

[l]
t ∈ Rhl×wl×cl . Let the transformation on the history states to align the features be denoted by

ϕt, and let ψt denote the re-weighting scheme. If the output is given by y
[l]
t ∈ Rhl×wl×cl , we then,

formalize the Causal History Model (CHM) as,

Ĥ
[l]
t = ϕt(H

[l]
t ,F

[l]
t )⊕ Bt(F[l]

t ), (1)

y
[l]
t = ψt(Ĥ

[l]
t ,F

[l]
t ) +Dt(F

[l]
t ). (2)

In eq. (1), Bt denotes transformation on the input, and D denotes the skip connection, while ⊕ is the
concatenation operation. In practice, we learn ϕt, and the input transformation matrix B following the
procedure described in State Align Block, while ψt is detailed in Frame History Router. We present a
visual illustration of Causal History Model (CHM) in fig. 2. We also present a special case of (CHM)
in appendix D, wherein we consider optimally compensated motion in videos.

State Align Block (ϕ). State Align Block (ϕ) implicitly tracks and aligns the corresponding regions
defined as groups of pixels (or patches) (p1×p2)—across each frame in the history. State Align Block
computes attention scores through a dot product between any given patch from the current frame and

4
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all the patches from the history. Given the input feature map of a frame F[l]
t ∈ Rhl×wl×cl , we calculate

the patched projections as, Q[l]
Ft
,K

[l]
Ft
,V

[l]
Ft
∈ R

hl

p1
×wl

p2
×(cp1p2)

l

, i.e., Q[l]
Ft
,K

[l]
Ft
,V

[l]
Ft
← F

[l]
t W

F
[l]
t

where WF
[l]
t is a learnable parameter matrix. For exposition, let the dimensions of projections be

Rnl
h×nl

w×dl

, we subsequently rearrange the patches to R(nhnw)l×dl

. Here, nlh = hl

p1
, and nlw = wl

p2

denote the number of patches along the height and width dimension, and dl = (cp1p2)
l represents

the dimension of each patch. Formally, we define the history states H[l]
t as a set of keys and values to

facilitate the attention mechanism as,

H
[l]
t = {K[l]

Ht
,V

[l]
Ht
}, (3)

where K
[l]
Ht

, and V
[l]
Ht

are formally written as K
[l]
Ht

= {K[l]
Ft−τ

,K
[l]
Ft−τ+1

, . . . ,K
[l]
Ft−1
} ∈

Rτ×nhnw×d, and V
[l]
Ht

= {V[l]
Ft−τ

,V
[l]
Ft−τ+1

, . . . ,V
[l]
Ft−1
} ∈ Rτ×nhnw×d.

We, then, compute the attention, and limit it to the top-k most similar patches in the key vector for
each patch in the query vector, and, hence, focus solely on those that align closely. This prevents the
inclusion of unrelated patches, which can, potentially, introduce irrelevant correlations, and obscure
principal features. We, then, formalize the top-k selection procedure as,

A
[l]
t = (Q

[l]
Ft
·K[l]

Ht
)/α ∈ Rτ×(nl

hn
l
w)×(nl

hn
l
w), (4)

A∗[l]
t =

{
x, if x ∈ topki∈(nl

hn
l
w)(A(:,:,i)

[l]
t
, k),

−∞, otherwise
(5)

where α is a learnable parameter to scale the dot product, and A(:,:,i) denotes the ith patch along the
second dimension. A∗[l]

t masks the non top-k scores, and replaces with −∞ to allow for softmax
computation. In other words, each patch is compensated for with respect to its top-k similar, and
salient patches across the trajectory. Such a procedure allows for soft alignment, and encourages each
patch to borrow information from its most similar temporal neighbors, i.e., a one-to-top-k temporal
correspondence is learned. Given the top-k scores, we compute the motion-compensated history
states Ĥ[l]

t as follows,

Ĥ
[l]
t =

[
σ(A∗[l]

t )V
[l]
Ht

]
W Ĥ

[l]
t ⊕ Bt(F[l]

t ), (6)

where σ is the softmax operator, ⊕ is the concatenation operator, W Ĥ
[l]
t is the parameter matrix

learned with gradient descent, and B is a transformation on the input F[l]
t realized through self-

attention along the spatial dimensions [39, 66]. In eq. (6), ϕt(H
[l]
t ,F

[l]
t ) =

[
σ(A∗[l]

t )V
[l]
Ht

]
W Ĥ

[l]
t

which follows from eq. (1).

Frame History Router (ψ). Given the motion-compensated history states Ĥ[l]
t ∈ R(τ+1)×hl×wl×cl

and the input features F[l]
t ∈ Rhl×wl×cl , Frame History Router (ψ) learns to route and aggregate

critical features for the restoration of the input frame. To this end, we compute the query vector from
F

[l]
t through the transformation matrix WQ

[l]
t , resulting in Q

[l]
t ← F

[l]
t W

Q
[l]
t . Similarly, the key and

value vectors are derived from Ĥ
[l]
t , and are parameterized W Ĥ

[l]
t , i.e., K[l]

t ,V
[l]
t ← Ĥ

[l]
t W

Ĥ
[l]
t .

This configuration enables cross-frame channel attention, where the query from F
[l]
t attends to

channels from both Ĥ
[l]
t and F

[l]
t , and accentuates temporal history states as necessary in order to

restore the given frame. The cross-channel attention map A ∈ R(τ+1)cl×cl is then computed through
the dot product, i.e., A[l]

t = (Q
[l]
t ·K

[l]
t )/α ∈ R(τ+1)cl×cl , where α is the scale factor to control the

dot product magnitude. Note that, we overload the notation A
[l]
t for exposition. The output feature

map, y[l]
t takes the shape Rhl×wl×cl since the attention matrix takes the shape ∈ R(τ+1)cl×cl , while

V
[l]
t is ∈ R(τ+1)cl×hl×wl

.4 If σ denotes the softmax operator, and D is the skip connection, we then
4This is because in practice, channels are collapsed in the temporal dimension.
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Table 1: Night Video Deraining Results.

Method PSNR↑ SSIM↑
FDM [22] 23.49 0.7657
DSTFM [46] 17.82 0.6486
WeatherDiff [43] 20.98 0.6697
RMFD [75] 16.18 0.6402
DLF [74] 15.17 0.6307
HRIR [31] 16.83 0.6481
MetaRain (Meta) [47] 23.49 0.7171
MetaRain (Scrt) [47] 22.21 0.6723
NightRain [35] 26.73 0.8647

TURTLE 29.26 0.9250

Table 2: Video Desnowing Results.

Method PSNR↑ SSIM↑
TransWeather [65] 23.11 0.8543
SnowFormer [12] 24.01 0.8939
S2VD [78] 22.95 0.8590
RDDNet [68] 22.97 0.8742
EDVR [69] 17.93 0.5790
BasicVSR [6] 22.46 0.8473
IconVSR [6] 22.35 0.8482
BasicVSR++ [7] 22.64 0.8618
RVRT [33] 20.90 0.7974
SVDNet [10] 25.06 0.9210

TURTLE 26.02 0.9230

Degraded Region Ground Truth TURTLESVDNet

Degraded Region Ground Truth TURTLEMetaRain (Meta)
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Figure 3: Visual Results on Video Desnowing and Nighttime Video Deraining. We compare video
desnowing results with the best published method in literature, SVDNet [10]. The video frame has
both snow, and haze. While SVDNet [10] removes snow flakes, TURTLE can remove haze, and snow
flakes, and hence is more faithful to the ground truth. In nighttime deraining, we compare TURTLE to
MetaRain [47]. TURTLE maintains color consistency in the restored result.

compute the output, y[l]
t , as,

y
[l]
t =

[
σ(A

[l]
t )V

[l]
t

]
W Ĥ

[l]
t +Dt(F

[l]
t ) ∈ Rhl×wl×cl . (7)

In eq. (7), ψt(Ĥ
[l]
t ,F

[l]
t ) =

[
σ(A

[l]
t )V

[l]
t

]
W Ĥ

[l]
t which follows from eq. (2).

4 Experiments

We follow the standard training setting of architectures in the restoration literature [29, 79, 15]
with Adam optimizer [27] (β1 = 0.9, β2 = 0.999). The initial learning rate is set to 4e−4, and
is decayed to 1e−7 throughout training following the cosine annealing strategy [40]. All of our
models are implemented in the PyTorch library, and are trained on 8 NVIDIA Tesla v100 PCIe
32 GB GPUs for 250k iterations. Each training video is sampled into clips of γ = 5 frames, and
TURTLE restores frames of each clip with recurrence. The training videos are cropped to 192× 192
sized patches at random locations, maintaining temporal consistency, while the evaluation is done
on the full frames during inference. We assume no prior knowledge of the degradation process for
all the tasks. Further, we apply basic data augmentation techniques, including horizontal-vertical
flips and 90-degree rotations. Following the video restoration literature, we use Peak Signal-to-Noise

6
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Table 3: Real-World Video
Deblurring. Quantitative
results (PSNR, and SSIM)
on the 3ms-24ms BSD
dataset [83] comparing state-
of-the-art methods.

Method PSNR↑ SSIM↑
STRCNN [24] 29.42 0.893
DBN [58] 31.21 0.922
SRN [60] 28.92 0.882
IFI-RNN [42] 30.89 0.917
STFAN [86] 29.47 0.872
CDVD-TSP [44] 31.58 0.926
PVDNet [57] 31.35 0.923
ESTRNN [83] 31.39 0.926

TURTLE 33.58 0.954

Table 4: Synthetic Video De-
blurring Results. Quantita-
tive results (PSNR, and SSIM)
on the GoPro dataset [41] com-
paring state-of-the-art meth-
ods.

Method PSNR↑ SSIM↑
IFI-RNN [42] 31.05 0.9110
ESTRNN [82] 31.07 0.9023
EDVR [69] 31.54 0.9260
TSP [44] 31.67 0.9280
GSTA [59] 32.10 0.9600
FGST [36] 32.90 0.9610
BasicVSR++ [7] 34.01 0.9520
DSTNet [45] 34.16 0.9679

TURTLE 34.50 0.9720

Table 5: Video Raindrop and Rain
Streak Removal. Quantitative re-
sults (PSNR, and SSIM) on the VRDS
dataset [71] comparing state-of-the-art
methods.

Method PSNR↑ SSIM↑
S2VD [78] 18.95 0.6630
EDVR [69] 19.19 0.6363
BasicVSR [6] 28.35 0.8990
VRT [34] 27.77 0.8856
TTVSR [37] 28.05 0.8998
RVRT [33] 28.24 0.8857
RDDNet [68] 28.38 0.9096
BasicVSR++ [7] 29.75 0.9171
ViMPNet [71] 31.02 0.9283

TURTLE 32.01 0.9590

Ratio (PSNR) and Structural Similarity Index (SSIM) [70] distortion metrics to report quantitative
performance. For qualitative evaluation, we present visual outputs for each task and compare them
with the results obtained from previous best methods in the literature.

4.1 Night Video Deraining

SynNightRain [47] is a synthetic video deraining dataset focusing on nighttime videos wherein rain
streaks get mixed in with significant noise in low-light regions. Therefore, nighttime deraining with
heavy rain is generally a harder restoration task than other daytime video deraining. We follow the
train/test protocol outlined in [47, 35], and train TURTLE on 10 videos from scratch, and evaluate on a
held-out test set of 20 videos. We report distortion metrics, PSNR and SSIM, in table 1, and compare
them with previous restoration methods. TURTLE achieves a PSNR of 29.26 dB, which is a notable
improvement of +2.53 dB over the next best result, NightRain [35]. Further, we present visual results
in fig. 3, and in fig. 12. Our method, TURTLE, maintains color consistency in the restored results.

4.2 Video Desnowing

Realistic Video Desnowing Dataset (RVSD) [10] is a video-first desnowing dataset simulating realistic
physical characteristics of snow and haze. The dataset comprises a variety of scenes, and the videos
are captured from various angles to capture realistic scenes with different intensities. In total, the
dataset includes 110 videos, of which 80 are used for training, while 30 are held-out test set to
measure desnowing performance. We follow the proposed train/test split in the original work [10]
and train TURTLE on the video desnowing dataset. Our scores, 26.02 dB in PSNR, are reported
in table 2, and compared to previous methods, TURTLE significantly improves the performance by
+0.96 dB in PSNR. Notably, TURTLE is prior-free, unlike the previous best result SVDNet [10], which
exploits snow-type priors. We present visual results in fig. 3, and in fig. 11 comparing TURTLE to
SVDNet [10]. Our method not only removes snowflakes but also removes haze, and the restored
frame is visually pleasing.

4.3 Real Video Deblurring

The work done in [83, 82] introduced a real-world deblurring dataset (BSD) using the Beam-Splitter
apparatus. The dataset introduced contains three different variants depending on the blur intensity
settings. Each of the three variants has a total of 11, 000 blurry/sharp pairs with a resolution of
640× 480. We employ the variant of BSD with the most blur exposure time, i.e., 3ms-24ms.5 We
follow the standard train/test split introduced in [83] with 60 training videos, and 20 test videos. We
report the scores in table 3 on the 3ms-24ms variant of BSD and compare with previously published
methods. TURTLE scores 33.58 dB in PSNR on the task, observing an increase of +2.0 dB compared
to the previous best methods, CDVD-TSP [44], and ESTRNN [83, 82]. We present visual results
in fig. 13.

524ms is the blur exposure time, and 3ms is the sharp exposure time.
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Figure 4: Visual Results on Video Deblurring and Raindrops and Rain Streaks Removal.
Qualitative results on video deblurring on the GoPro dataset [41] are in the top row. Our method,
TURTLE, restores the frames without any artifacts (see the number plate) unlike DSTNet [45]. On
video raindrops and rain streaks removal task, we compare our method with the best method in
literature ViMPNet [71]. Notice how the frame restored by ViMPNet [71] has artifacts (see tree
region, and the railing gate), while TURTLE’s output is free of unwanted artifacts.

Table 6: Blind Video Denoising Results. Quan-
titative results on blind video denoising task in
terms of distortion metrics, PSNR and SSIM, on
two datasets DAVIS [48], and Set8 [61].

Methods DAVIS Set8
σ = 30 σ = 50 σ = 30 σ = 50

VLNB [1] 33.73 31.13 31.74 29.24
FastDVDNet [62] 34.04 31.86 31.60 29.42
DVDNet [61] 34.08 31.85 31.79 29.56
UDVD [55] 33.92 31.70 32.01 29.89
ReMoNet [72] 33.93 31.65 31.59 29.44
BSVD-32 [49] 34.46 32.25 31.71 29.62
BSVD-64 [49] 34.91 32.72 32.02 29.95

TURTLE 34.48 32.38 32.22 30.29

Table 7: 4× Video Super Resolution. Quantita-
tive results on video super resolution task in terms
of distortion metrics, PSNR and SSIM.

Method PSNR↑ SSIM↑
TDAN [63] 23.07 0.7492
EDVR [69] 23.51 0.7611
BasicVSR [6] 23.38 0.7594
MANA [76] 23.15 0.7513
TTVSR [37] 23.60 0.7686
BasicVSR++ [7] 23.70 0.7713
EAVSR [67] 23.61 0.7618
EAVSR+ [67] 23.94 0.7726

TURTLE 25.30 0.8272

4.4 Synthetic Video Deblurring

GoPro dataset [41] is an established video deblurring benchmark dataset in the literature. The dataset
is prepared with videos taken from a GOPRO4 Hero consumer camera, and the videos are captured
at 240fps. Blurs of varying strength are introduced in the dataset by averaging several successive
frames; hence, the dataset is a synthetic blur dataset. We follow the standard train/test split of the
dataset [41], and train our proposed method. TURTLE scores 34.50 dB in PSNR on the task, with an
increase of +0.34 dB compared to the previous best method in a comparable computational budget,
DSTNet [45] (see table 4). We also present visual results on the GoPro dataset [41] comparing
TURTLE to DSTNet [45] in fig. 4, and fig. 9. Our method restores frames free of artifacts (see the
number plate on the car) in fig. 4.

4.5 Video Raindrops and Rain Streak Removal

The work done in [71] introduced a synthesized video dataset of 102 videos, VRDS, wherein the
videos contain both raindrops and rain streaks degradations since both rain streaks and raindrops
corrupt the videos captured in rainy weather.6 We split the dataset in train and held-out test sets
as outlined in the original work [71]. We present TURTLE’s scores in table 5, and compare it with
several methods in the literature. TURTLE scores 32.01 dB in PSNR on the task, with an increase of
+0.99 dB compared to the previous best method, ViMPNet [71]. We present visual results on the task
in fig. 4, and fig. 10, and compare our method with ViMPNet [71]. TURTLE restores the frames that
are pleasing to the human eye and are faithful to the ground truth.

6The dataset comprises videos captured in diverse scenarios in both daytime and nighttime settings.
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Figure 5: Blind Video Denoising and Video Super-Resolution Visual Results. Qualitative compar-
ison of previous methods with TURTLE on a test frame from Set8 dataset for blind video denoising
(σ = 50), and MVSR4× dataset [71] for video super resolution. In video denoising, TURTLE restores
details, while BSVD-64 [49] smudges textures (text and the dinosaur on the biker’s jacket). In VSR,
previous methods such as TTVSR [37], BasicVSR++ [7], or EAVSR [71] tend to introduce blur in
results, while TURTLE’s restored results are sharper, and crisper.

Table 8: MACs (G) Comparison. We report MACs (G) of TURTLE, and compare with previous
methods in literature. We also extensively profile TURTLE with varying input resolutions on a single
GPU, and compare it with previous restoration methods in appendix F.

Method Venue Task MACs (G) ↓
RVRT [33] NeurIPS’22 Restoration 1182.16
VRT [34] TIP’24 Restoration 1631.67
RDDNet [68] ECCV’22 Deraining 362.36
DSTNet [45] CVPR’23 Deblurring 720.28
EDVR [69] CVPR’19 Deraining 527.5
BasicVSR [6, 7] CVPR’21 Super Resolution 240.17

TURTLE NeurIPS’24 Restoration 181.06

4.6 Video Super-Resolution

MVSR4× is a real-world paired video super-resolution dataset [67] collected by mobile phone’s
dual cameras. We train TURTLE following the dataset split in the official work [67] and test on the
provided held-out test set. We report distortion metrics in table 7 and compare it with several methods
in the literature. TURTLE scores 25.30 dB in PSNR on the task, with a significant increase of +1.36
dB compared to the previous best method, EAVSR+ [71]. We present visual results on the task
in fig. 5. Other methods such as TTVSR [37], BasicVSR [7], or EAVSR [71] tend to introduce blur
in up-scaled results, while TURTLE’s restored results are sharper.

4.7 Blind Video Denoising

We assume no degradation prior, and consider blind video denoising task [49, 55]. We train our model
on DAVIS [48] dataset, and test on DAVIS held-out testset, and a generalization set Set8 [61]. We add
white Gaussian noise to the dataset with noise level σ ∈ U [30, 50] to train TURTLE, and test on two
noise levels σ = 30, and σ = 50; scores are reported in table 6. TURTLE observes a gain of +0.31 dB
on σ = 30, and +0.34 dB on σ = 50 on Set8 testset, scoring 32.22 dB, and 30.29 dB, respectively,
while it observes an average drop of −0.3 dB to BSVD-64 [49] on the DAVIS testset. Further, we
present qualitative results in fig. 5 comparing TURTLE, and previous best method BSVD [49].

4.8 Computational Cost Comparison

In table 8, we compare TURTLE with previous methods in the literature in terms of multiply-
accumulate operations (MACs). The results are computed for the input size 256× 256. We measure
the performance on the number of frames the original works utilized7 to report their performance, as

7or 2 frames if the actual number of frames did not fit into a single 32GB GPU
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Table 9: State Align Block.

Block
Configuration PSNR ↑

No CHM 31.84
No ϕ 32.07
TURTLE 32.26

Table 10: Truncation Factor.

Truncation
Factor τ PSNR ↑

1 32.15
5 32.26
TURTLE (τ = 3) 32.26

Table 11: Value of topk.

Value of k
in topk PSNR ↑

1 32.18
20 32.10
TURTLE (k = 5) 32.26

reported in their manuscript or code bases. In TURTLE’s case, we report MACs (G) on a single frame
since TURTLE only considers a single frame at a time but adjust for history features utilized in CHM
as part of TURTLE’s decoder. In comparison to parallel methods, EDVR [69], VRT [34], TURTLE
is computationally efficient, as it is lower in MACs (G). Although the MACs are approximately
similar to recurrent methods, BasicVSR [6], TURTLE scores significantly higher in PSNR/SSIM
metrics (see table 7, and table 5). In comparison to contemporary methods such as RVRT [33], which
combines recurrence and parallelism in design, TURTLE is significantly lower on MACs (G) and
performs better (see table 5, and table 2) thanks to its ability to memorize previous frames.

5 Ablation Study

We ablate TURTLE to understand what components necessitate efficiency and performance gains. All
experiments are conducted on synthetic video deblurring task, GoPro dataset [41], using a smaller
variant of our model. Our smaller models operate within a computational budget of approximately 5
MACs (G), while the remaining settings are the same as those of the main model. In all the cases,
the combinations we adopt for TURTLE are highlighted . Additional ablation studies are deferred
to appendix A, and we discuss the limitations of the proposed method in appendix C.

Block Configuration. We ablate the Causal History Model (CHM) to understand if learning from
history benefits the restoration performance. We compare TURTLE with two settings: baseline (no
CHM block) and TURTLE without State Align Block (ϕ). In baseline (no CHM), no history states
are considered, and two frames are concatenated and fed to the network directly. Further, in No ϕ,
the state align block is removed from CHM. We detail the results in table 9, and find that both State
Align Block, and CHM are important to the observed performance gains.

Truncation Factor τ . We evaluate context lengths of τ = 1, 3, and 5 past frames and found no
PSNR improvement when increasing the context length beyond three frames. Results in table 10
confirm that extending beyond three frames does not benefit performance. This is because, as in most
cases, the missing information in the current frame is typically covered within the three-frame span,
and additional explicit frame information fails to provide additional relevant details.

Value of k in topk. We investigate the effects of different k values in topk attention. Our experiments,
detailed in table 11, show that k crucially affects restoration quality. Utilizing a larger number of
patches, k = 20, leads to an accumulation of irrelevant information, negatively impacting performance
by adding unnecessary noise. Further, selecting only 1 patch is also sub-optimal as the degraded
nature of inputs can lead to inaccuracies in identifying the most similar patch, missing vital contextual
information. The optimal balance was found empirically with k = 5, which effectively minimizes
noise while ensuring the inclusion of key information.

6 Conclusion

In this work, we introduced a novel framework, TURTLE, for video restoration. TURTLE learns to
restore any given frame by conditioning the restoration procedure on the frame history. Further,
it compensates the history for motion with respect to the input and accentuates key information
to benefit from temporal redundancies in the sequence. TURTLE enjoys training parallelism and
maintains the entire frame history implicitly during inference. We evaluated the effectiveness of the
proposed method and reported state-of-the-art results on seven video restoration tasks.
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In appendices, we discuss additional details about the proposed method TURTLE, and provide
additional ablation studies in appendix A, motivate the need for learning to model the history of
input for video restoration in appendix B, discuss limitations of the proposed approach appendix C,
discuss theoretical relationship to state-space models in appendix D, present more visual results
in appendix E, discuss related work in appendix G, and computationally profile the proposed method
TURTLE in appendix F.

Table 12: CHM Placement.

CHM
Placement PSNR ↑

in Latent 32.05
in Latent & Decoder 32.26

Table 13: Softmax Ablation.

Ablating
Softmax PSNR ↑

Softmax 32.04
topk (k = 5) 32.26

A Additional Ablation Studies

We ablate two more aspects of the proposed method TURTLE. Mainly, we empirically verify the
rationale behind placing CHM in both latent, and decoder stages. Further, we ablate if selecting topk
regions compared to plain softmax is beneficial for restoration.
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Degraded Frame

Ground Truth

No CHM TURTLELQ Frame GT Frame

Figure 6: Do we need history? We present visual results of TURTLE and TURTLE without CHM to
motivate the need for summarizing the history and conditioning the restoration on the history of the
input. Other than efficiency, it also brings perceptual benefits. Notice how “no CHM” introduces
smudges and blemishes in place of the guard railing in the balcony of the building since the region is
obscured in the degraded input.

Input Frame and QueryFrame at 𝑡 − 1 & Similar PointFrame at 𝑡 − 2 & Similar PointFrame at 𝑡 − 3 & Similar Point

Figure 7: CHM Tracking. Visual illustration of CHM tracking query points in the frame history
(frames previous to the input frame). In the top row, we plot the correctly tracked points, while the
bottom row visualizes the limitations in the case of redundant patterns. We plot the query and most
similar points on input frames for ease of exposition, but in practice, they function on feature maps.

CHM Placement. Our experiment, in table 12, indicates that having CHM in both the latent and
decoder stages is necessary for optimal performance. In the latent stage, the spatial resolution is
minimal, and CHM provides greater benefit in the following decoder stages as the spatial resolution
increases.

Softmax Ablation. In table 13, we verify that topk selection is necessary to allow the restoration
procedure to only consider relevant information from history. Since softmax does not bound the
information flow we observe non-trivial performance drop when topk is replaced with softmax. We
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Figure 8: Illustration of Historyless FFN. Transformer block is similar in spirit to the block
introduced in [79], while the Historyless FFN’s design takes inspiration from the blocks in [15, 11].

argue that topk prevents the inclusion of unrelated patches, which can, potentially, introduce irrelevant
correlations, and obscure principal features.

B TURTLE’s Specifications & Details

We motivate TURTLE’s design and present empirical results to pinpoint the benefits of modeling the
history in the case of video restoration. Further, we present additional details of the proposed method,
TURTLE, and expand on the construction of the architecture.

B.1 Motivation: Causal History Model

Recall that the Causal History Model (CHM) is designed to model the state and compensate for motion
across the entire history relative to the input. It then learns to control the effect of history frames by
scoring and aggregating motion-compensated features based on their relevance to the restoration of
the current frame. Such a procedure allows for borrowing information from the preceding temporal
neighbors of the input frame. In table 9, we ablate if CHM indeed provides the performance boost.
Moreover, in fig. 6, we present visual results on the video raindrops and rain streaks removal task
to motivate the need for summarizing the frame history as part of the restoration method. We train
TURTLE without the CHM block, referred to as “no CHM”, following TURTLE’s experimental setup,
and for fair comparison, we keep the model size consistent. TURTLE, equipped with CHM, maintains
the spatial integrity of the input without introducing faux textures or blur even though the region
(see guard railing in the balcony of the building) is entirely obscured by raindrops and streaks in the
degraded input. However, without CHM block, unwanted artifacts (such as holes and blemishes in
place of the guard railing in the balcony) are introduced to fill in the missing information since no
information is borrowed from preceding frames. Note that in the case of no CHM experiment, we feed
two concatenated frames (one frame previous to the input and the input frame) to the architecture.

B.2 Historyless FFN.

Recall that TURTLE’s encoder is historyless, i.e., it employs no information about the history of the
input. Further, we opt for a feedforward style design in the encoder with convolutional layers. This is
because shallow representations at this stage are not sufficiently compressed and are riddled with
degradation. Thus, expensive attention-based operators provide no significant performance benefit
but add to the computational complexity. The diagrammatic illustration of Historyless FFN and the
Transformer block [79] used in CHM is presented in fig. 8.

C Limitations & Discussion

This section discusses the limitations of our proposed CHM. While CHM is adept at tracking similar
patches across the history of frames, it encounters challenges in certain scenarios. For instance, as
demonstrated in the zebra example in fig. 7, CHM identifies similar patches on different parts of the
zebra’s body due to their redundant patterns, even though these patches are not located in the same
area. Moreover, in case of severe input degradation, CHM’s capacity to accurately identify and utilize
similar patches may diminish due to spurious correlations, which could affect its ability to use history
effectively for restoring the current frame.
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Degraded Frame Ground Truth DSTNet TURTLE

Figure 9: Visual Results on Synthetic Video Deblurring. We present additional qualitative analysis
on synthetic video deblurring on the GoPro dataset [41]. We compare TURTLE with DSTNet [45] on
two frames taken from two different videos of the testset.

C.1 Societal Impact

This work presents an efficient method to advance the study of machine learning research for video
restoration. While the proposed method effectively restores the degraded videos, we recommend
expert supervision in medical, forensic, or other similar sensitive applications.

D Relationship to State Space Models

We present a special case of the proposed Causal History Model, CHM, wherein the videos are not
degraded, and each frame is optimally compensated for motion with respect to the input.
Lemma D.1. (Special Case of Causal History Model) In the absence of degradation and optimally
compensated motion through optical flow, the state history Ĥ

[l]
t , then, only depends on the input F[l]

t ,
and the previous state Ĥ

[l]
t−1. Under this assumption, eq. (1), and eq. (2) can be rewritten as,

Ĥ
[l]
t = At(Ĥ

[l]
t−1) +Bt(F

[l]
t ), (8)

y
[l]
t = Ct(Ĥ

[l]
t ), (9)

where At, Bt, Ct are parameters learned through gradient descent, and F
[l]
t is the input feature map

at timestep t. In this case, eq. (8) is realizable and not flawed, given the motion-compensated input.
This assumption allows the model to be learned in a similar fashion to HiPPO [18] or Mamba [17].
More specifically, the Causal History Model (CHM) reduces to an equivalent time-variant and
input-dependent flavor of the State Space Model (SSM).

Proof 1. Consider a state space model (SSM) [16] that maps the input signal Ft to the output signal
yt through an implicit state Ht, i.e.,

Ht = A(Ht−1) +B(Ft), (10)
yt = C(Ht). (11)

In the above equations, we abuse the SSM notation for exposition. Recall that we consider the special
case wherein the motion is compensated for, and there is no degradation in the input video. In this
case, we can say that history and motion-compensated history are equal i.e., Ĥt = Ht. Now, consider
the first frame of the video at timestep t = 0. Let the initial condition be denoted by F0, then we can
write the eq. (10), and eq. (11) as,

Ĥ0 = B0(F0), because Ht−1 = 0 (12)

y0 = C0(Ĥ0), (13)
where A0, B0, C0 are learnable parameters. Then for the next timestep t = 1, we can write that

Ĥ1 = A1(Ĥ0) +B1(F1), (14)

y1 = C1(Ĥ1). (15)
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From eq. (12), we know that Ĥ0 = B0(F0), then we can re-write eq. (14) as

Ĥ1 = A1(B0(F0)) +B1(F1) (16)
⇒ A1B0(F0) +B1(F1).

The output y1 can then be written as,

y1 = C1(Ĥ1). (17)
At every timestep t, the output can be written in terms of the history (previous timestep) and the input
(at current timestep). Now, consider the case t = 2, and let the frame features be denoted by F2, then
we can write,

Ĥ2 = A2(Ĥ1) +B2(F2), (18)
⇒ A2(A1(B0(F0))) +B1(F1) +B2(F2), because eq. (16)

therefore, Ĥ2 = A2A1B0(F0) +B1(F1)︸ ︷︷ ︸
History

+B2(F2)︸ ︷︷ ︸
Input

. (19)

Notice, how in eq. (19) Ĥ2 is written in terms of the input frame F2, and the previous frames F0,
and F1. The output y2 is then computed as,

y2 = C2(Ĥ2). (20)

We can then generalize eq. (18), and eq. (20) to any timestep t, and we arrive at eq. (8), and eq. (9),
i.e.,

Ĥt = At(Ĥt−1) +Bt(Ft), (21)

yt = Ct(Ĥt). (22)

Therefore, the model can be learned in Mamba [17], or HiPPO [18] style, and the parameters A, B,
C can be learned with gradient descent since the linear relationship between the input and the output
is tractable in this case.

In practice, however, the no degradation assumption does not hold. Therefore, a naive state up-
date, eq. (8), renders sub-optimal results. This is because, in video processing tasks, motion governs
the transition dynamics, i.e., the state evolves over time due to motion, and therefore, any linear
relationship between the output and the input is intractable unless the motion is compensated for.

E Further Visual Comparisons

We present additional visual results, comparing our method with previously available methods in the
video restoration literature.

E.1 Synthetic Video Deblurring

We present further results on synthetic video deblurring task on the GoPro dataset [41] in fig. 9. We
compare TURTLE with the previous method in the literature that is computationally similar to TURTLE,
DSTNet [45]. Turtle avoids unnecessary artifacts in the restored results (see the tire undergoing
rotation in the frame in the top row in fig. 9). Further, the restored results are not smudged, and
textures are restored faithfully to the ground truth (see feet of the person in the frame in the bottom
row).

E.2 Video Raindrops and Rain Streaks Removal

Unlike just rain streaks, raindrops often pose a more complex challenge for restoration algorithms.
This is because several video/image restoration methods often induce blurriness in the results.
Raindrops get mixed in with the background textures; therefore, minute details such as numbers or
text are blurred in restored results. However, since TURTLE utilizes the neighboring information,
it learns to restore these details better. We observe this in fig. 10, where the previous best method
ViMPNet [71] blurs the number plate on the car (in last row), or introduces faux texture on the
building (in second row). On the contrary, TURTLE better restores the results and avoids undesired
artifacts or blur.
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Degraded Frame Ground Truth ViMPNet TURTLE

Figure 10: Additional Visual Results on VRDS. We present additional qualitative analysis on video
raindrops and rain streaks removal (VRDS) tasks. We compare TURTLE with ViMPNet [71], the best
method in literature, on three frames taken from the testset. TURTLE’s results are artifacts-free as
it can effectively remove both the streaks and drops. However, ViMPNet [71] tends to mix in the
raindrops with the background, introducing smudge (see the building) and blur (see number plate on
the car).

Degraded Frame Ground Truth SVDNet TURTLE

Figure 11: Additional Visual Results on RSVD. We present additional qualitative analysis on the
desnowing task. We compare TURTLE with SVDNet [10], the best method in literature, on two frames
taken from the testset. TURTLE removes even smaller snowflakes (flecks of snow on the underside of
orange roof) and differentiates between textures and snow (see white spots on sheep).

E.3 Video Desnowing

We present additional visual results on the video desnowing task in fig. 11. We compare TURTLE with
SVDNet [10], the previous best method in the literature on the task. Our method removes snowflakes
effectively and differentiates between them and similar-sized texture regions in the background (see
white spots on the sheep wool in the top row) without requiring any snow prior like SVDNet [10].
Although SVDNet [10] removes snowflakes to a considerable extent, it fails to remove smaller flecks
of snow comprehensively. However, TURTLE’s restored results are visually pleasing and faithful to
the ground truth.

E.4 Nighttime Video Deraining

In fig. 3, we presented the visual results in comparison to MetaRain [47]. For a fair comparison,
we resized the outputs to 256 × 256 following the work in [47, 35]. However, in fig. 12, we
present TURTLE’s results on full-sized frames taken from two different testset videos. Our method
preserves the true colors of the frames and removes rain streaks from the input without introducing

21

27604 https://doi.org/10.52202/079017-0867



Degraded Frame Ground Truth TURTLE

Figure 12: Additional Visual Results on Nighttime Deraining. We present additional visual results
on the nighttime deraining dataset [47]. TURTLE maintains color consistency, is artifact-free, and is
more faithful to the ground truth.

unwanted textures or discoloration. Note that in table 1, we compute PSNR in Y-Channel following
MetaRain [47] since NightRain [35] did not release their code, and their manuscript does not clarify
if the scores are computed in RGB color space or in Y-Channel. Nonetheless, we report PSNR score
in RGB color space to allow comparison with NightRain [35] regardless: TURTLE scores 27.68 dB in
RGB color space.

E.5 Real-World Video Deblurring

Different from synthetic video deblurring (see fig. 9), in real-world deblurring, the blur is induced
through real motion, both of camera, and object. In fig. 13, we present visual results on three frames
taken from three videos from the testset of the BSD dataset (3ms-24ms configuration) to complement
the quantitative performance of TURTLE in table 3. TURTLE restores the video frames with high
perceptual quality, and the resultant frames are faithful to the ground-truth, and are visually pleasing.

E.6 Real-World Weather Degradations

In fig. 14, we present qualitative results of TURTLE on real-world weather degradations. The purpose
of these results is to verify generalizability of TURTLE on non-synthetic degradations. Therefore, in
addition to real-world video superresolution (see fig. 5), and real-world deblurring (see fig. 13), we
also consider real-world weather degradations. We download four videos randomly chosen from a
free stock video website. First two videos (in first two columns) are afflicted by snow degradation,
while the last two are by rain. Notice how in the last video (in the last column), there is also haze
that affects the video. TURTLE removes snow, and rain (including haze) and the restored frames are
visually pleasing. Given the lack of ground-truth in these videos, we do not report any quantitative
performance metric.

F Computational Profile of TURTLE

In table 14, we report the runtime analysis of the proposed method TURTLE on a single 32GB V100
GPU, and compare it with three representative general video restoration methods in the literature,
namely ShiftNet [29], VRT [34], and RVRT [33]. We consider four different input resolutions
varying from (256× 256× 3) to 1080p. Prior methods exhibit exponential growth in GPU memory
requirements as the resolution increases, TURTLE, however, features linear scaling in GPU memory
usage, underscoring its computational efficiency advantage. As the resolution increases beyond
480p, all of the previous methods throw OOM (Out-of-Memory) errors indicating that the memory
requirement exceeded the total available memory (of 32GB). On the flip side, TURTLE can process
the videos even at a resolution of 1080p on the same GPU.
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Figure 13: Visual Results on Real-World Video Deblurring. We present visual results of TURTLE
on the real-world video deblurring task on BSD 3ms-24ms dataset [83, 82] on three frames taken
from three different videos in the testset. Our method restores the frame with high perceptual quality.

G Additional Literature Review

We further the discussion on prior art in the literature in terms of temporal modeling of videos, and
causal learning.

Temporal Modeling. In video restoration, temporal modeling mainly focuses on how the neighbor-
ing frames (either in history or in the future) can be utilized to restore the current frame better. For
such a procedure, the first step usually involves compensating for motion either through explicit meth-
ods (such as using optical flow [33, 34, 36, 7]), or implicitly (such as deformable convolutions [63],
search approaches [64], or temporal shift [29]). A few works in the literature focus on reasoning at
the trajectory level (i.e., considering the entire frame sequence of a video) [37] through learning to
form trajectories of each pixel (or some group of pixels). The motivation is that in this case, each
pixel can borrow information from the entire trajectory instead of focusing on a limited context. The
second step is then aggregating such information, where in the case of Transformers, attention is
employed, while MLPs are also used in other cases.

Causal Learning in Videos. In videos, causal learning is generally explored in the context of self-
supervised learning to learn representations from long-context videos with downstream applications
to various video tasks such as action recognition, activity understanding, etc [50, 73]. In [2], causal
masking of several frames at various spatio-temporal regions as a strategy to learn the representations
is explored. To the best of our knowledge, other than one streaming video denoising method [49],
almost all of the state-of-the-art video restoration methods are not causal by design since they rely
on forward and backward feature propagation (i.e., they consider both frames in history and in the
future) either aligned with the optical flow or otherwise [6, 7, 33, 29]. However, there is significant
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Figure 14: Real-World Weather Degradations. We present visual results on real-world weather
degradations. The samples are taken from four different videos downloaded from a free stock video
website (www.pexels.com). The first two columns contain frames from videos afflicted by snow
degradation, while the last two are afflicted by rain degradations. TURTLE restores the frames reliably,
and the resultant frames are pleasing to the eye.

Table 14: Profiling TURTLE. We profile the proposed method, TURTLE, on a single 32 GB V100
GPU, and compare with 3 recent video restoration methods, namely ShiftNet [29], VRT [34], and
RVRT [33]. We consider different input resolutions and compute the per-frame inference time (ms),
total MACs (G), FLOPs (G), and the GPU memory usage of the model. OOM denotes Out-Of-Memory
error i.e., the memory requirement exceeded the total available memory of 32GB.

Methods Frame
Resolution

Per Frame
Inference Time (ms) MACs (G) GPU

Memory Usage (MBs)

ShiftNet
[29]

256× 256× 3 190 989 2752
640× 480× 3 510 5630 7068
1280× 720× 3 OOM OOM OOM
1920× 1080× 3 OOM OOM OOM

VRT
[34]

256× 256× 3 455 1631 3546
640× 480× 3 2090 7648 11964
1280× 720× 3 OOM OOM OOM
1920× 1080× 3 OOM OOM OOM

RVRT
[33]

256× 256× 3 252 1182 5480
640× 480× 3 1240 10588 21456
1280× 720× 3 OOM OOM OOM
1920× 1080× 3 OOM OOM OOM

TURTLE

256× 256× 3 95 181 2004
640× 480× 3 380 812 4826
1280× 720× 3 1180 2490 11994
1920× 1080× 3 2690 5527 24938

amount of work on causal representation learning where the aim is to recover the process generating
the data from the observation to learn the disentangled latent representation. Note that this is out of
the scope of this work.

H Dataset Information & Summary

All of the experiments presented in this manuscript employ publicly available datasets that are
disseminated for the purpose of scientific research on video/image restoration. All of the datasets
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employed are cited wherever they are referred to in the manuscript, and we summarize the details
here.

• Video Desnowing: We utilize the video desnowing dataset introduced in [10]. The dataset is
made available by the authors at the link: Video Desnowing

• Video Nighttime Deraining: We utilize the nighttime video deraining dataset introduced
in [47]. The dataset is made available by the authors at the link: Nighttime Deraining

• Video Raindrops and Rain Streaks Removal: We utilize the video raindrops and rain streaks
removal (VRDS) dataset introduced in [71]. The dataset is made available by the authors at
the link: VRDS

• Synthetic Video Deblurring: We employ the GOPRO dataset introduced in [41]. The dataset
is made available by the authors at the link: GOPRO

• Real Video Deblurring: We employ the BSD dataset introduced in [82, 83]. The dataset is
made available by the authors at the link: BSD

• Real-World Video Super Resolution: We utilize the MVSR dataset introduced in [67]. The
dataset is made available by the authors at the link: MVSR

• Video Denoising: We employ DAVIS [48], and Set8 [61] datasets for video denoising. The
datasets are available at: DAVIS-2017, Set8 [4 sequences], and Set8 [4 sequences]
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Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: The introduction (section 1) lists the contributions of this work, and we back
the claims up empirically in section 4, followed by ablations in section 5.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We discuss limitation of the proposed method in appendix C.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [Yes]
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Justification: This is mainly an empirical work, however we do discuss a theoretical inter-
pretation and provide complete proof, and list the set of assumptions in appendix D.

Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We describe the proposed architecture in detail, and provide all the experimen-
tal details necessary to reproduce the results in section 4.

Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: We provide a readme file, along with the code, that lists the steps to run the
experiments. Further, the links to download the datasets used in the experiments reported in
this manuscript are summarized in appendix H.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: We detail the hyperparameters, train/test splits of the data used in section 4,
and also ablate the necessary hyperparameters in section 5.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment Statistical Significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [No]

Justification: We fix the seed in all experiments for reproducibility following the standard in
restoration literature.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [Yes]
Justification: We detail the hardware, along with the software, stack we used to run the
proposed method in section 4.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: The research conforms with NeurIPS Code of Ethics.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [Yes]
Justification: We discuss broader impacts of our work, specifically societal implications
in appendix C.1.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
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• If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

• Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: To the best of our knowledge, we believe that the work done in this manuscript
poses no such risk. However, we highlight societal impact in appendix C.1.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: In all of the experiments reported in this manuscript, we use publicly available
datasets released by their respective authors for research purposes. Although we cite the
original work wherever the dataset is discussed, we also summarize the details in appendix H.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
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• For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

• If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: This work does not create new datasets. However, the code released is
accompanied by a README that details the steps necessary to re-produce the results.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: This work does not involve crowdsourcing or research with human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: This work does not involve crowdsourcing or research with human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.
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• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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