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Abstract

This paper considers the distributed convex-concave minimax optimization under
the second-order similarity. We propose stochastic variance-reduced optimistic
gradient sliding (SVOGS) method, which takes the advantage of the finite-sum
structure in the objective by involving mini-batch client sampling and variance
reduction. We prove SVOGS can achieve the e-duality gap within communication
rounds of O(§D? /¢), communication complexity of O(n + \/nd D?/¢), and local
gradient calls of O(n + (y/nd + L)D?/elog(1/¢)), where n is the number of
nodes, ¢ is the degree of the second-order similarity, L is the smoothness parameter,
and D is the diameter of the constraint set. We can verify that all of above
complexity (nearly) matches the corresponding lower bounds. For the specific
p-strongly-convex-p-strongly-convex case, our algorithm has the upper bounds
on communication rounds, communication complexity, and local gradient calls of
O(3/ulog(1/<)), O(n-++/nd /) log(1/<)), and O(n+ (v/nd+L) /) log(1/:))
respectively, which are also nearly tight. Furthermore, we conduct the numerical
experiments to show the empirical advantages of the proposed method.

1 Introduction

We study the distributed minimax optimization problem

1 n
min max f(z,y) := - Zfl(x,y), (D
i=1

zeX yey

where f; is the differentiable local function associated with the i-th node, and X C R% and ) C R%
are the constraint sets. We are interested in the centralized setting, where there are one server node
and n — 1 client nodes that collaboratively solve the minimax problem. Without loss of generality,
we assume the function f; is located on the server node and the functions fa, ..., f, are located on
the client nodes. This formulation is a cornerstone in the study of game theory, aiming to achieve
the Nash equilibrium [[12} 44]. It covers a lot of applications such as signal processing [23l], optimal
control [41], adversarial learning [44], robust regression [[15[35] and portfolio management [52].
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We focus on the first-order optimization methods for solving convex-concave minimax problem.
The classical full-batch approaches including extra-gradient (EG) method [24], forward-backward-
forward (FBF) [51]], optimistic gradient descent ascent (OGDA) [43]], dual extrapolation [39] and so
forth [33} 134, [38]] achieve the optimal first-order oracle complexity under the assumption of Lipschitz
continuous gradient [[17} 42, |55]. For the objective with finite-sum structure, the stochastic variance
reduced methods [[1}[10} 14} 130, 53] can reduce the cost of per iteration by using the inexact gradient
and lead to the better overall computational cost than full-batch methods. It is natural to design
the parallel iteration schemes by directly using above ideas to reduce the computational time in
distributed setting.

The communication complexity is a primary bottleneck in distributed optimization. The local
functions in machine learning applications typically exhibit homogeneity [3} 15} [18]], which is helpful
to improve the communication efficiency. One common measure used to describe relationships among
local functions is the second-order similarity, e.g., the Hessian of each local function differs by a finite
quantity from the Hessian of global objective. Based on such characterization, several communication
efficient distributed optimization methods have been established [4} 1518, 19,120} 12529} 46|48 150,156].
The highlight of these methods is their communication complexity bounds mainly depend on the
degree of second-order similarity, which is potentially much tighter than the results depend on the
smoothness parameter [6, [7, 11} [13} 16} 21} 22 25, 26, 128} 132, 136, 137, 47]].

Recently, Khaled and Jin [20], Lin et al. [29] showed iterations with partial participation can further
reduce the communication complexity, improving the dependence on the number of nodes. They pro-
posed stochastic variance reduced proximal point methods for convex optimization, which allow only
one of clients to participate into the communication in the most of rounds. Additionally, Beznosikov
et al. [8] combined partial participation with forward-backward-forward based method, reducing
volume of communication complexity for minimax optimization. However, these methods [8l 20, [29]
increase the communication rounds, which result in more expensive time cost in communication than
the full participation strategies [S} 25]. In other words, the partial participation methods [8} 20, [29]
only reduce the overall volume of information exchanged among the nodes, while the advantage of
parallel communication enjoyed in full participation methods is damaged.

In this paper, we propose a novel distributed minimax optimization method, called stochastic variance-
reduced optimistic gradient sliding (SVOGS), which uses the mini-batch client sampling to balance
communication rounds, communication complexity, and computational complexity. We prove
SVOGS simultaneously achieves the (near) optimal communication complexity, communication
rounds, and local gradient calls for convex-concave minimax problem under the assumption of
second-order similarity. We also conduct numerical experiments to show the superiority of SVOGS.

2 Preliminaries

We focus on the distributed optimization in client-sever framework for solving minimax problem (TJ.
The notation f; presents the local function on the i-th node. We assume the function f; is located on
the server and the other individuals are located on clients. We stack variables 2 € R% and y € R%
as the vector z = [z;y] € RY, where d = d, + d,. Welet Z := X x Y C R? and define the

projection operator Pz (v) := argmin, .z ||z — v|| for given v € R%. We also denote the vector
functions F; : R* — R% and F : R? — R% as

Fi = ’ d F = - Fi .
@= ] m Fe=iyRe
We consider the following common assumptions for our minimax problem.

Assumption 1. We suppose the constraint set Z C R% is a non-empty, closed, and convex.

Assumption 2. We suppose the constraint set Z C R® is bounded by diameter D > 0, i.e., we
have ||z1 — z2|| < D forall z1,z9 € Z.

Assumption 3. We suppose each local function f; : R% xR% — R is smooth, i.e., there exists L > 0
such that | Fy(z1) — F;(22)|| < L||z1 — 22| for all i € [n] and 21,z € R?.

Assumption 4. We suppose each differentiable local function f; : R% x R% — R is convex-concave,
i.e., we have fi(z,y) > fi(z',y) + (Vo fi(2',y),x — 2') and fi(y) < fi(y') + (Vo fi(¥).y = ¥)
foralli € [n), z,2’ € R% andy,y’ € R,
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Assumption 5. We suppose the global objective f : R% x R% — R is strongly-convex-strongly-
concave, l.e., there exists j1 > 0 such that the function f(x,y) — & l]|* + g ly||? is convex-concave.

Besides, we introduce the assumption of second-order similarity to measure the homogeneity in local
functions [5, 8} 19, 20]].

Assumption 6. The local functions fi1, ..., fn : R% x R% — R are twice differentiable and hold
the d-second-order similarity, i.e., there exists § > 0 such that

|V fi(z,y) — V2 f(x,y)]| <6
foralli € [n], z € R¥% andy € R%.
We measure the sub-optimality of the approximate solution z = (z,y) € Z by duality gap, that is
G ,Y) = ,y') — mi " y).
ap(z,y) := max f(z,y’) — min f(2',y)
We also consider the criterion of the gradient mapping for given z = (z,y) € Z [31} /40, 54], that is,

Fo(z) = z—Pz(z— 7'F(,z))7

T

where 7 > 0. The gradient mapping %.(z) is a natural extension of gradient operator F'(z).
Noticing that we have .%,(z) = F(z) if the problem is unconstrained (i.e., Z = R%), and the
condition %, (z) = 0 is equivalent to the point z is a solution of the problem. Compared with the
duality gap, the norm of gradient mapping is a more popular measure in empirical studied since it is
easy to achieve in practice.

For the specific strongly-convex-strongly-concave case, we can also measure the sub-optimality by
the square of Euclidean distance to the unique solution z* = (z,y) € Z, that is

2 2 2
Iz = 2" = lle = =" I” + lly — y"[I” -

Moreover, we use notations O(+), ©(+) and €2(-) to hide constants which do not depend on parameters

., O(-)
of the problem, and notations O(-), O(-), and €(-) to additionally hide the logarithmic factors of n,
L, ppand 6.

3 Related Work

For convex-concave minimax optimization, the full batch first-order methods [24} 133} 134, (38, 139} 143
51]] can achieve e-duality gap within at most O(LD? /¢) iterations. Applying these idea to distributed
setting naturally leads to the communication rounds of O(LD?/¢) and each round requires all of
the n nodes to compute and communicate their local gradient.

In a seminar work, Beznosikov et al. [5]] proposed Star Min-Max Data Similarity (SMMDS) algorithm,
which additionally consider the second-orders similarity (Assumption |6 by involving gradient sliding
technique [27,145]]. The SMMDS requires communication rounds of O(§D? /¢), which benefits from
the homogeneity in local functions. Each round of this method needs to communicate/compute the
local gradient of all n nodes, and perform the local updates on the server within O(L/d log(1/¢))
local iterations, which results in the overall communication complexity of O(ndD?/¢) and local
gradient complexity of O((nd + L)D?/elog(1/e)). Later, Kovalev et al. [25] introduced extra-
gradient sliding (EGS), which further improves the local gradient complexity to O((nd + L)D?/¢).
It is worth pointing out that the communication rounds of O(5D? /) achieved by SMMDS and EGS
matches the lower complexity bound under the second-order similarity assumption [S)]. However,
these methods enforce all nodes to participate into communication in every round, which does not
sufficiently take the advantage of finite-sum structure in the objective.

Recently, Beznosikov et al. [8] proposed Three Pillars Algorithm with Partial Participation (TPAPP),
which uses the variance-reduced forward-backward-forward method [[1} [10] to encourage only one of
clients participate into the communication in most of the rounds. The TPAPP can achieve point z € R?
such that E[|| F'(z)||?] < ¢ for unconstrained case within the communication rounds of O(né?D? /),
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Table 1: The complexity of achieving E[Gap(x,y)] < € in convex-concave case.

Methods Communication Rounds ~ Communication Complexity Local Gradient Complexity
EG 24) O(LL%) O(=£P%) O(=£P%)
SMMDS 5] o(322) o(nsD2) O ((motlIb? 1o 1)
EGS 23] o(e8*) o(=2%) O (L)
Aionim]) o(:2%) O+ YEEE) O+ WL og 1)
(theorem FPE) o(:2%) Q(n + L2222 (n + LEIEIDY)

Table 2: The complexity of achieving E[||z — 2*||*+ ||y — y*||°] < ¢ in the strongly-convex-strongly-
concave case. ' These methods use permutation compressors [49], which require the assumption of
d > n. ¥The complexity of TPAPP depends on local iterations number H, where “TPAPP (a)” and
“TPAPP (b)” correspond to H=[L/(1/nd)] and H=[8log(40nL/u)] respectively.

Methods Communication Rounds Communication Complexity Local Gradient Complexity

EG [24] O(Llogl) O(zklog t) O(zklogt)
SMMDS [3] O(21ogl) O(22logl) O (22l jog 1)

EGS [23] O(21ogl) O(22logl) O (22l jog 1)
OMASHA @ O(Llogl) O((n+ X2t jog 1) O(2L1og 1)

TPA (8] O((n+¥2)log 1) O((n+Y2)10gl)  O((n+ 5L + L)logl)
TPAPP (a) (8] O((n+¥2)log 1) O((n+Y2)10gl)  O((n+ 5L + L)logl)
TPAPP () B O((n+ Y25 )log 1) O((n+ Y22tL)log 1) O((n+ YL ) log 1)

)

SVOGS
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O(£10g 1) O((n+ =) log 1

(Algorithm m)

Lower Bounds
(58], Theorem|[7)

Q(f log 2) Q((n+ Y log 1)

communication complexity of O(nd?D?/e), and local gradient complexity of O(n23*L2D%~3)f]
The theoretical analysis of TPAPP for the constrained problem requires the objective being strongly-
convex-strongly-concave. In addition, we can also reduce the communication complexity by using
the permutation compressors [49]] for high-dimensional problem [4, 8], which achieves the similar
complexity to existing partial participation methods [S]].

We present the complexity of existing methods and compare them with our results in both general
convex-concave case and strongly-convex-strongly-concave case in Table [T}{3]

4 Stochastic Variance-Reduced Optimistic Gradient Sliding

We propose stochastic variance-reduced optimistic gradient sliding (SVOGS) method in Algorithm T}
The design of our algorithm starts from reformulating problem (T)) as follows

n

minmax f(z,y) := %Z(fi(x,y) = fi(z,y)) +f1(x, ).

TzEX yey 1
=

g(z,y):=f(z,y)—f1(z,y)

3

The idea of gradient sliding [27]] on minimax optimization can be viewed as iteratively solving the
surrogate of problem within the quadratic approximation of g(z,y) [5 8, 25]. Recall that the

2Although the complexity of TPAPP for achieving E[||F(z)||]*> < ¢ is established for the unconstrained
case, its analysis additionally assume that the sequences generated by the algorithm are bounded by D > 0 [8|
Theorem 5.12].
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Table 3: The complexity of achieving E[||.%, (z,y)||°] < ¢ in convex-concave case. ‘The TPAPP
additionally assumes Z = R? and the sequence generated by the algorithm is bounded by D > 0.

Methods Communication Rounds ~ Communication Complexity = Local Gradient Complexity
§2D? 52p2 25472 n6
TPAPP [§]° O(=L7) om0y (22812200
SVOGS = /6D 1 ~ /néD 1 A (y/n6+L)D 1
(Algorithm O(Flog ) O((n+ ?@ )log 1) O((n+ T)log 1)

Algorithm 1 Stochastic Variance-Reduced Optimistic Gradient Sliding (SVOGS)
1: Input: initial point 2° = (20, y°) € Z, step size 1, accuracy {¢;, } 1 |, communication rounds K,
mini-batch size b, probability p € (0, 1], weights c, v € (0, 1);
. Imitialization: w=! = 27! = w® =20 = (29,4%) € Z, 20 = 20 forall i € [n];
cfork=0,1,2,.., K —1do

2
3
40 ¢ =(1—9)2" +yuwk;
5

Sample S* = {j¥, ..., jF} uniformly and independently from [n];
. 1
6:  0F = F(uw ) - Fw*) + 7 (B = Fi(zR) = B + Fi(w )
jesk
+% 3 (Fi(zF) - Fi(zF) - B(2F) + R
JjESk
7. ok =z — ok

8:  Find u* € R? such that ||u* — 4*||? < e}, where @ is the solution of the problem

i ooy L k2 L ke
S — k2~ i — v : ’
min o { 709) + 5 = o2 = 2l - o] @
9: Rl =k,
0, Wkl — zF+1 with probability p,
’ ~ |\w®  with probability 1 — p.
11: end for

optimistic gradient descent ascent (OGDA) method [34, 43] iterates with
PR ZPg(zk —n(F(zk) —I—F(zk') —F(zk'_l))), %)

optimistic gradient

where 1 > 0 is the step size. It is well-known that OGDA achieves optimal convergence rate under the
first-order smoothness assumption [42}55]], which motivated us construct the quadratic approximation
of g(x,y) by using the optimistic gradient of g at (x*, y*) in the linear terms, that is

9(x,y) =~ §(z,y)
1

_ _ 2
=g(z*, y*) + (Vg (2", 4*) + Vag(a®,y") = Vag(a 071, 2 — 2%) + o |z — 2|
optimistic gradient with respect to = (5)
_ _ 1 2
+<vyg(1,k’yk)+vyg(xk7yk)7vyg(l,k lvyk l)ayfyk>7 %Hy*ykn .

optimistic gradient with respect to y

Applying approximation (3 to formulation (3)), we obtain the optimistic gradient sliding (OGS),
which iteratively solve the sub-problem

(zF 1 y* ) & arg minmax §(#,9) + f1(2, 9). (©6)

y TEX geY
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We can verify function g(x, y) is 6-smooth under Assumption [6] which indicates taking = ©(1/4)
and solving the sub-problem sufficiently accurate can find an e-suboptimal solution within the
iteration numbers of O(6D?/¢) and O(5/plog(1/<)) for the convex-concave case and the strongly-
convex-strongly-concave case respectively (see Section [5). The dependence on § implies OGS
benefits from the second-order similarity in local functions, while each of its iteration requires the
communication and the computation of the exact gradient of f(z,y) within the complexity of O(n).

The key idea to improve the cost in each iteration is involving the mini-batch client sampling and
variance reduction with momentum [2} 26]. Specifically, we estimate the optimistic gradient in
formulation (3)) as follows

G(=") +G(z") — G2 |Sk\ > (@ Gj(z") = G ™) +a(G;(2") - G5 (")),

k
jes momentum term

O]

where G(z) := F(z) — Fi(z), S C [n] is the random index set, w” is the snapshot point which
is updated infrequently in iterations, and o € (0, 1) is the momentum parameter. Applying the
optimistic gradient estimation (7) to formulations (3)-(6), we achieve our stochastic variance-reduced
optimistic gradient sliding (SVOGS) method (Algorithm [T]).

The proposed SVOGS enjoys the mini-batch partial participation in the steps communication and
computation in most of rounds, which is the main difference between SVOGS and existing methods
[5.18,26]. Concretely, taking the mini-batch size |S*| = ©(y/n) for SVOGS can simultaneously
balance communication rounds, communication complexity and local gradient complexity. The
SVOGS keeps both the benefit of parallel communication like full participation methods (i.e.,
SMMDS [3] and EGS [25]]) and the low communication cost like existing participation methods
(i.e., TPAPP [8]). Additionally, the communication advantage of SVOGS also makes the algorithm
achieves better local gradient complexity than state-of-the-arts [5, (8}, 126].

S The Complexity Analysis

In this section, we provide the complexity analysis of proposed SVOGS (Algorithm|T) to show its
superiority. In particular, we let u = 0 for the convex-concave case to the ease of presentation.

We analyze the convergence of SVOGS (Algorithm [I)) by establishing the Lyapunov function

1
o = (777 + 2) |28 = 2%||2 + 2(F(zF7Y) — (271 — F(2F) + Fi(29), 2F — 2%)
(®)
Lo kg2, Yket kg2, Ry dnm) o o
where we take Welght v < 1/8 and the step size 7 < 1/(328) which always guarantees ®* > 0 by
using Young’s inequality and the similarity assumption (see detailed proof in Appendix [B).
We show that the decrease of Lyapunov function in expectation as follows.

Lemma 1. Suppose Assumptions[I} 3| H| and[6|hold with 0 < jn < 6 < L, running SVOGS (Algo-
rithm[I) with n < min{1/p,1/(326)}, o = max {1 — nu/(6 6(1 ’y)) 1—pnu/2y+nu)} v <
1/8, 25602620 (b+1)/b < «, 4962 /b < ay/(4n), and &, < ¢~ min {||a* — 2F||, |a* — 2¥||?}
Sor some ¢ = poly(u, d), then we have

EIpFH1] < 1— ny 1— pnp E[®F E AkQ_lE k_ gk)12] .
001 <max {1 g 1 P Bt o [1* - 4P - B [l - ot
©))

5.1 The Convex-Concave Case

For the convex-concave case, we use Jensen’s inequality and the convexity (concavity) to bound the

duality gap at uf, = L S P as follows
K- | K=l
r ok ky k
Gap(ugy) < max kZ up,y') = fa' uy)) < max ,;)Wu )ut —2). (10)
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Applying Lemma [T] by summing over inequality (9), we can bound the right-hand side of (TI0) via the
terms of 31—  E [||2F — @*[|?] and 34— E [|lw* — @*||?], and achieve the following theorem.
Theorem 1. Suppose Assumptions [I} E] Bl l and [6] hold with 0 < 6 < L and D > 0, we
run Algorithm[I] with b = [n], v = p = 1/(\/n+38), n = mln{\/>/ 45),1/(326)},
o =1,and e, = min {¢, ¢ min {||a* — zkH ok — k||2}}fors0mec poly(L,d,n, D, e) and
¢ = poly(6). Then we have

K-
, where u, g*?Z

Theorem (1| shows we can run SVOGS with step size = ©(1/§) and communication rounds
of K = O(6D/¢) to achieve the e-sub-optimality in expectation. Additionally, each communication
round contains the expected communication complexity of b(1 — p) + np = O(y/n ), leading to the
overall communication complexity of O(n + /néD?/¢).

The sub-problem (2)) in SVOGS (line[8|of Algorithm|[I}) is a minimax problem with (L + 1/1)-smooth
and (1/n)-strongly-convex-(1/n)-strongly-concave objective. Therefore, the setting of €, and 7 in
the theorem indicates the condition |u¥ — @*||? < ey can be achieved by the local iterations number
of O((L + 8)/5log(ex)) = O(L/dlog(1/€)) on the server (e.g., use EG [24]). Additionally, each
round of SVOGS contains the expected local gradient complexity of b(1 — p) + np = O(y/n) to
achieve the (mini-batch) optimistic gradient 5*. Hence, the overall local gradient complexity of
SVOGS is O(K (v/n+ L/dlog(1/¢))) = O(n + (v/nd + L)D?/elog(1/c)). We formally present
the upper complexity bounds of SVOGS for the convex-concave case as follows.

10D?

| ™

Corollary 1. Following the setting of Theorem we can achieve E[Gap(u avg)] < & within commu-
nication rounds of O(§D? /), communication complexity of O(n + \f 5D2 / 5) and local gradient

complexity of O(n + (v/nd 4+ L)D?/elog(1/¢)), where ule = % Zk o uk
5.2 The Strongly-Convex-Strongly-Concave Case

By appropriate settings of SVOGS, Lemma [I] leads to the following linear convergence of our
Lyapunov function in the strongly-convex-strongly-concave case.

Theorem 2. Suppose Assumptions[I} Bl B} Bland[6|hold with 0 < p < 6 < L, we run Algorlthmlwzth
b = [min{y/n,0/p}], vy =p=1/(min{y/n,0/pu} +8), n = mln{\/a’y /(49) 1/ (320)}, o =

max {1 —np/(6(1 —7)),1 = pnu/(2y +np)}, and e, = ¢~ min {|a* — 2*|, [|a* - 2*|]*} for
some ¢ = poly(u, d). Then we have

K
E[®X] gmax{l— in ,1— il } 0.
6(1—7)""  2y+npu

We then apply Theorem[2with K = O(&/log(1/¢)) and analyze the complexity like the discussion
after Theorem I} which results in the upper complexity bounds as follows.

Corollary 2. Following the setting of Theorem E] we can achieve E [||25 — 2*||?] < e within
communication rounds of O(6/ j1log(1/¢)), communication complexity of O((n++/né/u)log(1/e)),
and local gradient complexity of O((n + (v/nd + L) /1) log(1/¢)).

5.3 Making the Gradient Mapping Small

For the convex-concave case (under the assumptions of Theorem|I)), we can achieve the points with
small gradient mapping by solving the regularized problem

)\ .0 2_& ) 2
;nelgcnéleaXf(w )=o) + 5 fle =2 = 5 ly =97 (1)

for some A > 0. Noticing that the function f(z,y) is (L + \)-smooth, A-strongly-convex-\-
strongly-concave and d-similarity. Then Corollary [2] implies running SVOGS (Algorithm [I)) by
iterations number K = O(6D/+/elog(L/e)) to solve problem with A = O(y/e/D) can
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achieve E[||.Z, (2%)||?] < &, which results in the complexity shown in Table[3] For the strongly-
convex-strongly-concave case, the complexity of achieving E[||.#- (2/)||?] < e nearly matches the
complexity of achieving E[||z" — 2*||?] < . We defer the detailed derivation for these results of
making the gradient mapping small to Appendix [G]

6 The Optimality of SVOGS

In this section, we provide the lower complexity bounds for solving our minimax problems by using
distributed first-order oracle (DFO) methods. The class of algorithms considered in our analysis
follows the definition of Beznosikov et al. [8], which is formally described in Appendix D} Compared
with existing lower bound analysis for second-order similarity only focusing on communication [5, 8],
we additionally study the computation complexity by considering the local gradient calls. The results
in this section imply the complexity of proposed SVOGS (nearly) matches the lower bounds on the
communication rounds, the communication complexity and the local gradient calls simultaneously.

6.1 The Lower Bounds for Convex-Concave Case

We first provide the following lower bounds for convex-concave case.

Theorem 3. Forany0 <6 < L,n>3, D >0ande < 5D2/(12\/§), there exist L-smooth and
convex-concave functions f1, ..., fn : R% x R% with 6-second-order similarity, and closed convex
set Z = X x Y with diameter D. In order to find an approximate solution z = (x,y) of problem
such that E|Gap(z)] < e, any DFO algorithm needs at least Q(§D? [e) communication rounds.

Theorem 4. Forany0 < d < L,n>2, D >0ande < 5D2/(16\/ﬁ), there exist L-smooth and
convex-concave functions f1, ..., fn : R% x R% with 6-second-order similarity, and closed convex
set Z = X x Y with diameter D. In order to find an approximate solution z = (x,y) of problem
such that E[Gap(z)] < e, any DFO algorithm needs at least Q(n + /ndD?/e) communication
complexity and Q(n + /nd D? /) local gradient calls.

The lower bounds on communication round and communication complexity shown in Theorem[3|and[4]
match the corresponding upper bounds of SVOGS shown in Corollary[I] However, the lower bound
on local gradient complexity shown in Theorem [ only nearly matches the result of Corollary [T]in
the case of \/nd > Q(L). Therefore, we also provide the following lower bound on local gradient
complexity to show the tightness of dependence on the smoothness parameter L.

Lemma 2. Forany L > 0,n € N, D > Oand e < 6D2/(4\/§), there exist L-smooth and
convex-concave functions fi, ..., fn : R% x R% with 6-second-order similarity, and closed convex
set Z = X x Y with diameter D. In order to find an approximate solution z = (x,y) of problem
such that E[Gap(z)] < e, any DFO algorithm needs at least Q(n + LD? /¢) local gradient calls.

Combining the results of Theorem ff]and Lemma 2] we achieve the following lower bound on local
gradient complexity, which nearly matches the corresponding upper bound shown in Corollary[I]

Theorem 5. Forany0 <0< L,n>2 D >0ande < 5D2/(16\/%), there exist L-smooth and
convex-concave functions fi, ..., fn : R% x R% with 6-second-order similarity, and closed convex
set Z = X x Y with diameter D. In order to find an approximate solution z = (x,y) of problem
such that E[Gap(z)] < ¢, any DFO algorithm needs at least Q(n + (/nd + L)D?/¢) local gradient
calls.

The constructions in our lower bound analysis is based on the modifications on the blinear functions
provided by Han et al. [14], which are originally used to analyze the minimax optimization in non-
distributed setting. We provide detailed proofs in Appendix [E] In related work, Beznosikov et al. [5]
also provide the lower bound of (§D? /<) (matching the result of Theorem for communication
rounds by using the regularized function, which is different from our construction in the proof of
Theorem 3] In addition, our lower bounds on the communication complexity and the local gradient
complexity shown in Theorem [ and [5] are new.
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Figure 1: Results for convex-concave minimax problem (I2)) on a9a.
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Figure 2: Results for strongly-convex-strongly-concave minimax problem (I3)) on a9a.

6.2 The Lower Bounds for Strongly-Convex-Strongly-Concave Case

The tight lower bound on communication rounds in strongly-convex-strongly-concave case has been
provided by Beznosikov et al. [5] Theorem 1]. We present the result as follows.

Theorem 6 ([5l]). For any p1, 8, L > 0 with L > max{u,} and n > 3, there exist L-smooth and
convex-concave functions f1, ..., fn : R% xR% with 6-second-order similarity such that the function
f(z,y) = =30 filw,y) is p-strongly-convex-p-strongly-concave. In order to find a solution of
problem (1) such that E[||z — z*||?] < &, any DFO algorithm needs at least 2(5/plog(1/¢))
communication rounds.

The tight lower bound on communication complexity has been provided by Beznosikov et al. [8]. We
follow their construction to establish the lower bound on local gradient complexity, nearly matching
the corresponding upper bound of our SVOGS. We formally present these lower bounds as follows.
Theorem 7. For any p,0, L > 0 with L > max{u,d} and n > 2, there exist L-smooth and convex-
concave functions fi,..., fn : R% x R% with 6-second-order similarity such that the function
f(@,y) =+ 5" fi(z,y) is p-strongly-convex-pi-strongly-concave. In order to find a solution of

problem (1)) such that E|||z— z*||?] < €, any DFO algorithm needs at least Q((n++/nd/u)log(1/¢))
communication complexity and Q((n + (v/nd + L)/ ) log(1/¢)) local gradient calls.

7 Experiments

We conduct the experiment on robust linear regression [5} I3, [35]]. Concretely, we consider the
constrained convex-concave minimax problem

1 N

. T 2
min  max — xz (a; +y)—b;) , 12)
lzll, <R Iyl <R, 2N (= )= b)

and the unconstrained strongly-convex-strongly-concave minimax problem

N
. 1 T 2 )\ 2 5 2
— i - bz o -5 ) 13
seR yerw 2N Zi_l (7 (ai +9) = b))+ el = Syl (1)

where x contains the weights of the model, y describes the noise, and {(a;, b;)}¥.; is the training set.

28017 https://doi.org/10.52202/079017-0878



—— EG
SMMDS
10-22{ —— EGS
La| —— TPAPP
—— SVOGS

— EG
SMMDS

10-12{ —— EGS

o] —— TPAPP
—— SVOGS

—— EG
SMMDS
10712y —— EGS
—— TPAPP
—=— SVOGS

0 20 40 60 80 100 5000 10000 15000 20000 0 20000 40000 60000 80000 100000
Communication Rounds Communication Complexity Gradient Calls

Figure 3: Results for convex-concave minimax problem (12) on w8a.
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Figure 4: Results for strongly-convex-strongly-concave minimax problem (I3)) on w8a.

We compare the proposed SVOGS (Algorithm|T)) with baselines Extra-Gradient method (EG) [24],
Star Min-Max Data Similarity algorithm (SMMDS) [5]], Extra-Gradient Sliding (EGS) [23])), and
Three Pillars Algorithm with Partial Participation (TPAPP) [8]. We test the algorithms on real-
world datasets “a9a” (N = 32,561, d’ = 123), “w8a” (N = 49,749, d = 300) and “covtype”
(N = 581,012, d’ = 54) from LIBSVM repository [9]] and set the nodes number be n = 500. For
problem (@), we set I, = 2 and R, = 0.05, respectively.

We implement all of the methods by Python 3.9 with NumPy and run on a machine with AMD
Ryzen(TM) 7 4800H 8 core with Radeon Graphics 2.90 GHz CPU with 16GB RAM. We solve the
sub-problem in SVOGS (Algorithm[I)), SMMDS [53], EGS [25]], and TPAPP [8] by Extra-Gradient
method of Korpelevich [24]]. We tune the step-size n of SVOGS from {0.01,0.1, 1}. The probability
pis tuned from {pg, 5po, 10pg }, where pg = 1/ min{+/n+4/u}. The batch size b is determined from
{[b0/10], [bo/5], |bo]}, with by = 1/po. We set the other parameters by following our theoretical
analysis. We set the average weight as v = 1 — p. For the momentum parameter, we set o = 1 for
convex-concave case and o« = max{1 — nu/(6(1 — 7)), 1 — pnu/(2y 4+ nu)} for strongly-convex-
strongly-concave case, where we estimate p by max{\, 5} for problem (13)). For the sub-problem
solver, we set its step-size according to the smoothness parameter of sub-problem, i.e., 1/(L + 1/7).
In addition, we estimate the smooth parameter L and the similarity parameter § by following the
strategy in Appendix C of Beznosikov et al. [3].

We present the experimental results in Figure[T] to[d] for datasets “a9a” and “w8a”. The results for
dataset “covtype” is displayed in Appendix [H| due to the space limitation. We can observe that
our SVOGS outperforms all baselines in terms of the local gradient complexity. Additionally, the
SVOGS requires less communication rounds than classical EG and existing partial participation
method TPAPP, and it requires significantly less communication complexity than full participation
methods EG, SMMDS and EGS. All of these empirical results support our theoretical analysis.

8 Conclusion

This paper presents a novel distributed optimization method named SVOGS, which use the second-
order similarity in local functions and the finite-sum structure in objective to solve the convex-concave
minimax problem within the near-optimal complexity. Our theoretical results are also validated by
the numerical experiments. In future work, it is interesting to use our ideas to improve the efficiency
of distributed nonconvex minimax optimization under the second-order similarity.
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Appendix

The appendix contains additional details supporting the main text. Section [A]starts with some basic
results. Section [B]shows the non-negativity of our Lyapunov function. Section [C]provides the proof
of upper bounds for the proposed method. Section [D|formally defines the algorithm class in our
lower bound analysis. Section [E]and[F provide the lower complexity bound for both convex-concave
and strongly-convex-strongly-concave cases. Section |G| demonstrates the complexity of making the
gradient mapping small. Section [H|presents more experimental results.

A Some Basic Results

We introduce the following lemmas for our later analysis.

Lemma 3 (Lin et al. [29] Proposition B.1]). If the local functions fi, ..., fn : R% x R% — R hold
the §-second-order similarity, then each (F; — F)(+) is §-Lipschitz continuous, i.e., we have

[(Fi — F)(21) = (Fs = F)(22)] < 6l[z1 — 2]
forall 2,z € R and i € [n].
Lemma 4 (Alacaoglu and Malitsky [, Section 8]). Let F = {Fy }r>0 be a filtration and {r*} be

a stochastic process adapted to F with E[r**t1|F,] = 0. Then for any K € N, 2° € Z, and any
compact set C C Z, we have

K-1 1 1 K-1
k+1 0 2 k4172
E [m >0 ,x>] < max 5lla® — o + 5 Y B

In related work, Beznosikov et al. [8, Assumption 4.3] considers the following second-order similarity
assumption that is slightly different from our Assumption [6]

Assumption 7. The local functions fi1, ..., fn : R% x R% — R are twice differentiable and hold
the d-average-second-order similarity, i.e., there exists 6 > 0 such that

1 n 9
=~ V2 filww) = V2 i,y <62
i=1
forallx € R%, y € R%, and j € [n), .
We present the relationship between d-average-second-order similarity (Assumption[7) and d-second-
order-similarity (Assumption [6)).
Proposition 1. For twice differentiable local functions f1, ..., fn : R% x R% — R, we have
o If functions { f;}7_, hold the §-average-second-order similarity, then they also hold the §-second-

order similarity.

o If functions { f;}7_, hold the §-second-order similarity, then they hold the 26-average-second-
order similarity.

Proof. If functions { f; }7_; hold the J-average-second-order similarity, then for all j € [n], we have
2

IV fi(2,y) — V2 f(z, Z [V (2, y) = V2 fi(z,y)]

2
1 n
s - Z V2 fi(z,y) — V2 fiz,y)||5 < 6%,

where we use the convexity of || - ||2. This 1mp11es functions { f; }?_; also hold the J-second-order
similarity.

If functions { f; }?_, hold the ¢ second-order similarity, then for all j € [n], we have

% Z V2 fi(z,y) — V2 fi(z,9)3

< L3 @IV i) — VA )3 + 2197 (@) — S ) B) < (2007
i=1
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where we use the Young’s inequality for the matrix 2-norm. This implies functions { f; }?*_, hold the
2¢§-average-second-order similarity. O

B The Non-Negativity of Lyapunov Function

Our convergence analysis is based on the following Lyapunov function

- <1 w M) 125 — 2|2 + 2(F(2F) = P (xR 1Y) — F(29) + Fy(29), 25 — 27)

n 2
Lok btz Yokt k2, @ytnm) o e

Noticing that we can always guarantees ®* > 0 by taking n < 1/(324), because the Young’s
inequality and Lemma [3]indicates

-y 1
k k * (12 k—1 k—1 k k 2
22 = Sl =21 - g IFET ~ R = FEH + B
— 64n82|12F — 2* )2 4+ |2k — SR12
no- 2" — 27| +6477HZ P
e [ e [
T 64102 611
1
> o-(1-1289%8%)[|2" = 2> > 0,
n

where we also use v < 1/8.

C The Proofs for Upper Complexity Bounds
We provide the proofs for results in Section [3}

C.1 Proof of Lemmall]

In later analysis, we denote Ey[] as the expectation with respect to the random sampled set S* in
round & and denote ;11 /5[] as the expectation with respect to the random update of the snapshot

point w” in round k. Specifically, we take the constant

64162

c:= 100+ + 20487262 + 96mu + 641/ 27O (14)

for the statement of Lemmal[il

We first provide several lemmas that will be used in the proof of Lemmal|T]
Lemma 5. Under the setting of Lemmal[l] we have
— 2K [(6" — Eg[6"],a" — 2F)]
1 . 4nd? ans?a?
< or B8 = 1P+ SR [l - o SRRk -

and
— 2E [(E4[0%] + F1(6F) — F(2*), 0" — 2*)]

26>

< T]E [”ﬂk — uk||2] + g]E [Hﬂk — Z*”Q] _ 2,uIE [”ﬂk _ Z*”Q] 4 LE [”Zk _ Zk+1H2]

64n

+ 64n0%E [[|a% — u||?] — 2E [(F(z*) — F1(2F) — F(2FTY) + Fi (2T, 28T — 2]
1

+ ZE [sz _ ak”Q] + 4n52a2E [sz _ Zk—1||2]
i

—2aR [(F(zk) — B (2" = PPN + Fi(2Rh), 2F = z)].
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Proof. Firstly note that
Ep[6%] = F(zF) — F1 (%) + a (F(2F) — Fi(2%) — F(z" 1) + Fi(zF 1))
According to the uniform and independent sampling and Lemma 3] we have

E [[|6" — Ex[6*]|1%] < 2E % > (BN = Fjwhh) = (F(F) = Fw*™)

jESk
+92E %Z (Fj(z%) — F;(z* 1) = (F(z") — F(z*))
]651"
—%E Do IEE) = Fi(whh) = (F(") = Fw*! )||]
jESk

HE {Z (B3 (4) — Fi () = (R - F<zk—1>>\|2]

2.2
— wk71||2] + 26()& E [sz _ Zk71||2] )

According to the above bound on E [[|6* — E;[6¥]||?], we achieve the first result as follows
— 2E [(6" — Eg[6"],a" — 2F)]
1 N
<9 F [la* = 2%|I°] + 2nE [[|6* — Ex[6*]]|]

1 N
< %E [||uk — zk||2] +

4no? 4nd%a?
b b

E [”Zk o wk71H2j| +
Again using Lemma 3] we achieve the second result as follows
— 2E [(E4[0%] + Fy (6%) — F(2*), 4" — 2*)]
= —2E [(F (%) — FL (%) 4+ « (F(zk) —F(5 -FEYH) + Fl(zkfl)) - z*)]

E [[l2F — 2)2].

—2E [(Fy(a") — F(z*),a" — 2%)]
= —2E [(F(u*) — Fy(u*) — F(a") + Fy(a%), 4" — 2*)] — 2E [(F(a*) — F(2*), 0" — 2*)]
—2E [(F(z%) = Fi(z") = F(" ") + R (2, o ’““>]
—2E [(F(2*) = Fi(z") = F(MY) + R (M), 2 =29
—20E [(F(z") — F1(2") = F(ZF 1) + P (21, 6% — 2F)]
— 2aR [(F(zk) - Fl(zk) - F(zk D+ (z]C 1),2 >]
< %E [lla" — u*)1?] +gE [la* = 2*(”] - 2uE [||a* — 27| ]+67E[|Iz 7]

+64n8°E [[|a" — u”[|?] — 2E [(F(z*) — F1(z¥) — F(" 1) + Fy (2", 25 — 2%)]
1 k_ aky2 2 2 k_ k=12
+%]E[||z —@"|]?] + 4nd*”E [||2* — 2717

—20F [(F(%) — F1(2%) = F(zF1) + B ("), 28 — 2%)].
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Lemma 6. Under setting of Lemmall| we have

_i ok k21 k_Ak2_3i Ck %2
SU]E[IIU 2FI°] ,]E[Hw a* %] ZE[HU Z*[1%]

1 R 1 1 N
<~ E I = 17 - B 14 = 4P + (g + 30 B (16— ot

~ B [l — @] — 2B [t 24P — [ 2.

Proof. From the facts [la + b||> > %|a]|> — |[b]|* and 2||a + b]|> > ||a||* — 3|b||%, we have

1

1
- ~k k|2 o
5Bl = 2] <

L ok k2] _
o E [l =217

LE [”Zk-i-l o Zk||2] +

1 Ck k)2
o E [Jl* - o],

16n

—%E [llw* — a*|1?] < —%E [llw® — a*)12] — %E [llwh — 251)%] + ;—nE [l — u¥||?]
< B fllut = ) = B [l = ] + B 1 — )
and
3B [k - 2|2) < —pE 5 — 27) + BuE [|a* — ut|?]
9 < —ulE |||z z pE (4% —u )
where we use the setting v < 1/8 in the second inequality. O

Lemma 7. Under setting of Lemmal[l} we have

<1;7 + g) E [||zk+1 — Z*||2] +2E [<F(zk) - F1(zk) — F(Zk+1) + F1(Zk+1),zk+1 B Z*>]

1 v v+ 3np

LR k2] - LR [k — 22 2 [kl — |12

Bl ]+ 2Bl 2]+ 22 17
1—

< T’Y]E [II25 = 2*|1°] + 20K [(F(zF 1) — By (2" 1) — F(2%) + Fi (&%), 2% — 27)]

1 4no? 1
g Bl = PT 4+ SE [l =P - o [ - P
T 28 2 ke RN2] L 2w ek k([ kL %
+ + =+ 6400% + 3p ) E[la* — P P] + SE [l — u®|[]] 2" - 2]
8  p 7
pnp (7"‘%’7#) k (12 v k k|2
+ 11— > E|[|[w* -z — —E |||lw* —1u .
(1- g2 ) B ag ot - o) - L ot - o)

Proof. The optimality of @* implies

(nFy(a%) 4+ aF — o, 2* —ak) > 0. (15)

Combine equation with the update rule in Line|7|of Algorithm and (—yF(z*),2* — %) >0,
we achieve

—%(z’f —aF — ot ak — ) < —(F(aF) — F(2%),aF — 27). (16)
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Using the result of equation (T6), we have

Lk - 21 = T P 2k kb ) - i P
n n
1 2
= 12 — 22+ Tt — 2k, — 2t - 2(oh, ik - )
n n
1 2
A
n
1 2
S*”Zk_z*HQ ’Y<wk ,ﬂk— >_2<5k Ak_z*>
n n

1 ~ ~ *\ *
- 5lluk — 2| = 2{R(@") - F(z"), 2" — 2%)

w w 2F — 2|

1
= = 2P o et =P = ) - et

17
— 2Tk — R = 2(6F — By [6F], aF — 2F 4 2 — o)
n

— 2(B[0%] + Fy(a%) — F(2%), a0 — 27).
Taking the expectation on above result and using the fact
E [(6" — Ex[6"], 2% — 2*)] = E [Ej [(6* — E4[0%], 2% — 2*)]] = 0,
we obtain
TR (ot - 7] SB[ S1k - 2P Dt - s - Dt - atg? - gk -

R [1_177 — 2|~ 2B [(5F ~ Exf5¥), 0 — )] o

— 2E [(Ei[0"] + F1(6F) — F(2*),a" — 2)].

Applying Lemmato bound the term —2E [(6* — E[6%], a* — 2*)] in equation (17), we obtain

1
“E ~ko %2
; [lla® — =|?]

1 1/4 —
<E [nz’“ S Lk - = Dk — kg = et g = Ak z’ﬂ
n n n
4né? 4nd2a?
+ n E [sz _ wk—1||2] + n ; E [”Zk _ Zk—1||2]

+ TE [lla* —u®|?] - uE [la* =21 + @E (2% = 2%FH?] + 6400E [||a* — u*||?]
—2E [(F(2%) = F1(2%) = F(z") + Fi(2F11), 25T — 2%)] + 4né®a®E [||F — 27112

—2aR [(F(zk) — F (%) = FP Y 4+ (2R, 28 — z*)]
[

1 Y Y N v
<*]E k‘_ E *2_7]]4: k—kQ—*]E k_*Q
” [II2* — 2*|I] + » [w* — 2*|1?] ” [JJw® — a*||?] " (112" = 2*||?]
1 ko k21, L kE_ _k+1y2 % ko k=12
SB[ = 7] + B (1% = 7] + TR [ - w1
2 2 2
T (4”5b0‘ +4n52a2> E[|I2F — 2571)%] + (22 + 647762> E [|la* — u*)?] (18)

—2E [(F(zk) - Fl(zk) - F(zkH) + Fl(zkﬂ), P z*}] — 37“1[3 [||1lk — z*||2]
—20E [(F(z%) — Fi (") — F(zF ) + P (2", 2% — 2%)],

where we use the setting v < 1/8 in the second inequality.
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Then we consider the terms related to . Firstly, we have
1o 1 . 1. 2 )
“E[[|a* — 2] = =E[|lz"* = 2] + —E [[[a* —u*|?] = ZE [[la* —u*|||lz** — 27|
n n n n
(19)
Applying Lemmal6]and plugging equation (I9) into equation (I8), we have

%E [szJrl _ Z*”Q] +9E [<F(Zk) _ Fl(zk) _ F(zk+1) + Fl(zk+1)’zk+1 _ Z*>]

1 k1 _ k2] o k _ k412
+ B 1 - 217 + LB [t - 4]

< %E [||zk — z*||2] + 2aE [(F(zkil) — (2" — F(2F) + Fi(2F), 2% — z*)]

+ iE [sz _ Zk—lHQ} + %E [Hwk _ Z*Hz} _ %E [sz _ z*HZ] _ /J'E [sz—H _ Z*HQ}

64n
4ns? 2 1
+ =B = P+ SR [t -l - 2] - g [l - P
7 262
+ (— + — +64n5> + 3u> E [|la* — u*)?] — L [Ju* — a*)?],
8n  p 21

(20)

where we use the fact that 256726%a2 /b + 2561?5%a? < « to bound the coefficient before the term
of E [|[2% — 2*=1]2].

Then we add the term

+ 1
LE [szJrl _ Z*||2] + %E [”wk+1 _ Z*||2] 1)
to both sides of equation (20) and use the update rule in Line[T0]of Algorithm[I]to obtain

1 1
ME “|wk+1 _ Z*||2] — M]E [Ewk+1 [H'LUkJFl - Z*HQH

Py P
+ 1 + 1 1-—
= M ke g2 v+ —p)p [lo* — 2|2],
P
and
v, O+gmm-p) _ (1_p+ Py ) (v +3mm) _ (1_ g ) (v + 31)
" o (v + 1) ] 2y + np o1

Combining all above results, we achieve

<177’Y + g) E [||Zk+1 — Z*||2] + 2E [<F(zk) — Fl(zk) — F(Zk+1) + Fl(Zk+1),Zk+1 _ Z*>]

1 k1 _ky21 4 Y k _ k+1)2 74‘%’7# k1 (2
+ GBI = 21+ L [l - 4]+ T2 -

< 1_T’YE [sz _ z*||2] +20F [(F(zk_l) — Fl(zk_l) — F(Zk) + F1(Zk)vzk - Z*ﬂ

@ _ 4ns? _ 1
E k _ _k—1y2 E k=1 _ k2] _ E k _ »~kj2
+ B [ = )+ S [t - M) — B [ — i
_l % 64 52 3 E ~k k2 E]E ~k _ k k+1 _ _x
gy T T 64n0” + 3 [la* —w*[*] + =E [[la® — "~ 2]
n H n
pop Y\ (v + 3mm) ) v A
+ (1— 5 ) 2 E[||wk—z ||2] —2—1[*3 [Hwk—ukﬂﬂ .
Y+ pn n
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Lemma 8. Under setting of Lemma we additionally assume E[®F] < ®° holds, then we have

1 Y
E[®k+1 <max{1— ey _POE }E@k—E 28 k|2 = LR [|lw — ab)?]

Proof. Recall that the definition of our Lyapunov function is

oF = (1 —T g‘) 2% — 2|2 4 2(F (2571 — Fi(z571) — F(2%) + Fi(2%), 2% — 2%)
! 22)

k (27 4+ np)

1
2pn

_ Zk—1||2 4+ L

k|2
z ot — 2|2

+—1|lz jwh=t — 2|2 +

647
Recall that we take constant ¢ by equation (T4), then the condition
ev < ¢ tmin {[|a" 2, [Ja" - 2F)7}
guarantees
E [|a* —*|] < ¢* min {E [[la* — 2||] ,E [[la* — 2]},
where

o1 1

32n 9 202 2 2 2E[DF]
o+ 22 4 64nd2 + 3p+ 2 424/ 20
_ 1
- 64162 252 k
100 + 42 4 90487252 + 96m + 64/ 27E[DF]
N 1 !
= 64742 252 0 ¢
100 + $419% 4 20487262 + 961 -+ 64,/27@0 ¢
The inequality is based on the assumption E[®F] < ®°.

Note that we have [[2*+1 — 2*|| < [|u® — @F|| + ||a* — 2¥|| + ||2% — 2*]|, then

(23)

7 26? R 2 X *
<877 + 7 + 64062 + 3u) E [Huk — ukHQ} + HE [||uk - ukHszJrl —z ||]

9 252 ) 2 . .
< (877 + 7 + 647062 + 3u> E [||uk — ukH2] + HE [||u]C - uk||Huk — zk||]

2 i "
o E [lla* —w®|lll=* — 2]

9 24° . 2 . N
< (8 + = +64n8® + 3u> E [[|a* — u*|?] + =E [||a* — u"||||a" — 2¥|]
n H n
2E[®F] .

Lok

According to Lemma([7} we have

<177’Y + ’;) E [||Zk+1 _ Z*HQ] + 2E [<F(zk) — Fl(zk) — F(Zerrl) + F1(2k+1),zk+1 . Z*>]

1 k1 k21 . ko k412 v+ 5 k1 2
GBI = 21+ L [t - 4]+ TR -

< 1_TV]E [ll25 = 212] + 20K [(F(zF1) = Fi(2P7Y) = F(F) + Fy(5), 25 — 7))

1 E_ _k—1p2 4no* k=1 _ k2 1 k_ ~k)|2
+a—64nE [I12% = 27 11?] + —5 E [|jw 2°|7] +—3277E[Hz a*|?]
1 k_ skp2] Y k_ oky2 b (v + 3171) kw2
1677E[||Z | } QnE[Hw || } + (1 Q’Y+77N> o E [||w 2¥| ]
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From the fact that nu < 1, we have

< (1‘6&%7)) (1;”5)’

and according to the fact that 4932 /b < ary/(4n), we obtain

<1;7 + /;) E [szJrl _ z*||2] +2E [<F(zk) - F1(zk) — F(Z’C+1) + F1(Zk+1),zk+1 _ Z*>]

1
n L]E [sz+1 _ zkHQ] n Tk [Hwk _ Zk+1H2} n ME “|wk+1 _ z*llz]

64n 4n N
1
N 11—~ u) kw2 ( N ) (v + 3nm) kw2
<l{1l-— +=E||[z" — =z + (11— E |||w® — 2z
( 6(1—7)>( no 2 L I 27 +np n [H I*)

+ 2aE [(F(zkil) — Fl(zkfl) — F(zk) + Fl(zk), P z*)] + 04671771[3 [||zk — zk71||2]

L k_ sk2] _ kE k2

Na k=1 _ky2] _
+agLE [Jut! - 7

The definition (22)) and the setting o = max {1 — nu/(6(1 — 7)), 1 — pnu/(2y + nu)} implies
1
B0 < aB[8) - 1B [|12F — o] - o E [t - ). 4
O

Then we provide the proof of Lemma ]

Proof. We firstly use the induction to prove
E[®*] < &°
holds for all k£ € N.
Note that it holds for £ = 0. Assume we have ]E[d)k] < @9 holds, then Lemmameans it holds

Ecbk“gmax{l— ne__,__Pnd }E@kgEq>’fgq>0,
S 6(1—1) 2y +np () < E7]

which finish the induction.

The result of above induction implies the condition of Lemma [8|always holds. Therefore, we can
apply Lemmal§]to achieve equation (24)), which finishes the proof of Lemmal[T} O

C.2 Proof of Theorem[]

We firstly introduce the following quantities for our analysis

enn( k) = 0 (R () = () — Ff ™) 4+ By ), ¥ - 2),
jeSk

e12(2, k) = 2777(1 Y AF(F) = Fi(z%) = F(Y) + Fi(2P ), b - 2),

jesk (25)
ea(z, k) i= [wht! — 2||* = pl|z¥ — z[|* — (1 — p)w* — 2%,
0 1 _
TF(2) = (1 =) [|2" = 2)* + ;Hwk — )P+ —|lF = 2

16
Specifically, we take the constant

2.2
n’e ne } 26)

¢ := min { 16(9nLD + 3nmax;c(,) || F5(20)]] + D)2’ 4(12n26% 4 1)
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and
¢ := 100 + 20487262 + 641/2n®0 < 102 + 161/®°/5 (27)

for the statement Theorem [l We then provide several lemmas that will be used in the proof of
Theorem[T]

Lemma 9. Under the setting of Theorem([I| we have
- 2<]Ek[5k] + Fi (ﬂk), ak — Z>
1
<ALD|[u" — a*|| + 2(F(u*), 2 — u*) + (8LD + 6Dp) |0~ — u*|| + ﬁ||z’€ — ZF )2
+ 16002 6" — uF||? — 2(F (%) — Fi (%) — F(2"T) + Fi(2F 1Y), 277 — 2)
1
ool = aFIP + 208%2 k- o2
n
—2a(F(z") = Fi (") = F(* ) + Fi(2F 1), 2" — 2),
where Dp := max;c[,) Sup, ¢ z || Fi(2)|].
Proof. Note that the sequence {||F;(z)|/}7-, is bounded on z € Z, since we have

Dp = maxsup ||Fy(2)|| < maxsup(||F;(2) — Fi(=°)l| + | F:(2°)|)) < LD + max || F;(=°)]].
z i€n] zez i€[n]

i€[n] z¢
(28)
The Lipschitz continuity of F'(-) impies
[F(@")]| = Dp < |[Fa (@) = [P (2)]| < [|F1(@%) = Fu(2)]| < LD,
then we have
— 2(Eg[6%] + Fy(aF), 0% — 2)
= —2F (") = Fi(zF) + o (F(zF) — B (zF) = F(* ) + R (2F7Y) + By (@), @ — 2)
= —2F(u*) — Fy(uF) — F(a") + Fy(aF), 0% — 2)
— 2(F(aF),a" — 2
— 2(F (%) = Fi(2F) — F(Z"Y) 4+ By (2P, ok — 281
— 2(F(2F) = Fy(2F) — F(Z5TY) + Fy(2FTh), 26— %)
—2a(F(2F) — B (2%) — F(ZF7Y) + Ry (2P 1), ab — 2F) (29)
—20(F (%) — F1(2%) = F(z* 1) + Fi(2F 1), 2% — 2)
< ALD|ut — @+ 2(F (), 2 — ub) + BLD + 6Dp) [k — ¥ + 7 [l2* — AP
n
+ 16002 ||aF — u®||? — 2(F(2F) — Fi(2F) — F(2FTY) + Fy (2P, 28— %)
1
+ el — BHIP + 2sa?a —
—20(F () — F1(zF) — F(ZF Y + Fy(2F 1), 28 — 2).
O

Lemma 10. Under the setting of Theorem([l] the quantities defined in equation (23) hold

max ¥°(z2) + E

K—1
g
max max kz_o e11(z, k) + era(z, k) + peg(z, k)]

< 4 0 _ 2 E k_ ~kj2 D) E k_ ~Ekj2
Smap = 2l + S 3 R -+ (24 T ) 3B [l -]

252\ K1
+ <2p+ 8"b5 ) Z E [||la* — u*|?] .

k=0
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Proof. Applying LemmaE|W1th 20 =20, Fy = 0(8%), Fr = 0(S°,...,SF 1 wk) for k > 1, and
PRl = 257 o Fj(2F) = F(2%) — Fj(w*1) + F(w"~!) and using Ey.[r*+1] = 0, we have

K—1 K—1 1 =
E max Z e1n(z, k)| =E max (rF o)) < max 5”20 —z|*+ 3 Z E [||rk+1||2]
k=0 k=0 k=0
K—1
L o 2 2*5? k k—12
< max o[2" — 2| + —— D OE[)2F -]
k=0
Similarly we can obtain
K-—1 2 2 252 K—1
E |ma; e12(z, k <mafz— 240 - E[||2* — 25=12].
kZ 1( )] max o[ — 2| + = > Il I°]

Applying Lemmawith 20 =20, Fy = o(8°), Fr, = o(S°,...,S 1 wk) for k > 1, and
rF L = p2FHly (1—p)w® —wk*! and using the fact that E[[|w*+1||2—p|| 2512~ (1—p)||w*||?] = 0
and E;[rkT1] = 0, we have

K-1

K—-1 K—-1
— k+1 2 k+1
max >  ea(z, k)] 2F [gleag 2 21 < rzneaXHZ — 2>+ I;)E 712

K-1
<max [|2° = z|* +p(1 —p) Y E[[l" —w"(?],
k=0

where we use

E [Hrk—HH2] [wk+1] _ wk+1||2]

E [Ery1/2/Ert1)2

= E [Ext1/2 ||'wk+1||2} — B2 [ )1%]

=E [pllz"? + (1 = p)llw®||* = [Ipz"*" + (1 — p)uw*|?]
=p(l -p)E [||Zl€+1 —w|’].

Note that z* = v*~!, then we have
K—1

oo E k k) + k
max (z) + maxZeuz ) + e1a(z, k) + p ea(z, k)
K- K—1
20262 2n%a?6?
< dmax )2 - 2| + =L S E (I - w7 + = Y B[ -
k=0 k=0
K-1
+p(L—p) Y E[[* —w"|?]
k=0
0 2 e k-1 E—1)2 477 0?62 N k—1 k—1)2
<dmax|2 — 2| + == Y B[ - TP+ S YO E [ - A
k=0 k=0
K-1
. 4252  4n a252
o Y B[l -]+ (0 ) X el - 1]
k=0
Ap2s2 K1 ) 14n25? K-1 A
< dmax |2° — 2|2 + 2 E [||z* — a*||?] +( ) > R [fu - ak)?]
z€EZ b
k=0 k=0
K-1
8n*6* ~k k|2
+ (2 255 ) T Bl - ).
k=0
where we use Young’s inequality and o < 1. O
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Now we provide the proof of Theorem T}

Proof. The optimality of @* implies for all z € Z, we have
(nFy (A7) + % — ok 2 —aF) > 0. (30)

Combine equation (30) with the update rule in Line[7)of Algorithm[I], we achieve

CLieh Cak stk — o) < —(Ri(0F), 0 — 7). 31)

Then we have

1
~k ||ﬁkfzk|\2

1 2
ok 2 k 2 k ~k
- _ - _ z — kb — ) — =
n n

1 2
= )l — )2+ Dk - R ak - ) — 205k ak — 2)
n

1 2
— 2l — | - 2R — @b — et - 2
n

ﬁk . Zk||2

1 2 1
< 2P — )+ Dk - 2k ak ) —2(sk ak — 2y — =
n n

— 2(Fy (a7, 0" - 2)

gl

1 1—
=l P wb = a2 = Dt =2 - LT a2

g
w® —2||* — |

—2(6%F + Fy(aF), 0" — 2)

2l

1 1-—
— —|l2F — 2|2 + bz = ek — )2
n n

)2 = Lk —ak) =

|w

— 2<E5k + Fl(ﬁk), ﬁk — Z> + %611(2, k) + %612(2’, k),
(32)

Combining the results of equation (32) with Lemma[9] we have

N Yk
i R AR

Diad — o < Lar — o2 Dt — 22 = L .
Ui n n n

1-— 1 1
- T”na’c — 2F|2 — 2(BS* + Fy(aF), 4k — 2) + 5eu(z, k) + 5612(2, k)

Lok Yok Y 1ok k
< =fl2F = 2P+ 2w = 2P = e —|la* - 2F|1?
n n n

4n

”Zk _ Zk-i-lHQ

N Yk
i e A

1
+2<F(uk)’2_uk>+(12LD+6DF)||ﬂk—ukH—i—ﬁ

+ 167752||11k — uk||2 — 2<F(zk) — Fl(zk) — F(zkH) + Fl(zkH), P z)
+ 277(52&2“,2/C - zk*1||2 - 2a<F(zk) — Fl(zk) — F(zkfl) + Fl(zkfl),zk —2)

1 1
+ —e11(z, k) + —e12(z, k),
. 11(2, k) ” 12(2, k)

(33)
where we use the fact v < 1/4.
From the fact that ||a + b||*> > 3||a]|® — [|b]|* and 2|l + b]|* > ||a||* — 3||b||* , we have
1 1 1
=l = P S = =Pl - WP
4n 8 4n 34
Tk ak2 Yo,k E+1)2 4 Y0k k2 )
——[lw" —a¥ S—%llw — 2 4 e - uE
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Plugging equation (34) into equation (33), we achieve

1 1 1
Zlak — 2] < =[I2F = 2] + Lk — 2|2 = Y|k — 2> — |25 — K|
7 Ui 7 Ui 8n
1
+ Z"ﬁk —uP|]? + 2(F(u), z — u*) + (12LD + 6Dp)|| 0" — u”||
Ui
1
+ 12— R - AF ) = Fi(eh) = FGEMY + R, 24— 2)
Ui

+ 16082 ||a* — u®||? — 2a(F(2%) — Fi(2%) — F(zF Y + Fi (2871, 2% — 2)

+2n6%? 2 — AP = b — 2 4 Dk — ot
n n

1 1
+ 5611(2’, k) + 5612(2’, ]C)

v

! 1
<[l =22+ Lk — 22— Dk = 22— R - 2

16n

— Llwk — A2 4 2(F(ub), 2 — u*) + (120D + 6Dp)||a* — u”|

2n
= 2(F(") = Fi(2") = F(P) 4+ R (M), 25— 2) + 290%a®|28 — 2412
—20(F (") = Fi(2") = F(M ) + A5 1), 25 = 2)

1 N 1 1
+ (167752 + ) aF —u®|]? + =e11(z, k) + —e1a(z, k).
2n n U]
Note that the fact
1 1 1 2
—Jak — 2|? = = [|25F = 2| + =[laF — o |? = flaF — uF ) - 2]l
n n n n

then we have

1 1,. 2.
2(F(u*),u" —z) < *5”2’““ —2|* - Hlluk —u*|* + EIIU’“ S

Lok Yok Yk 1 k &
R A [ [ e e v~ LA
U] U] 16n
- l”wk — ZFY2 4 (120D + 6Dp)||a" — u”|| + 2n62a?||2F — 2K 1|2

2n
— 2<F(zk) — Fl(zk) — F(zk'H) + Fl(zk+1), P z)
—2a(F(2%) = Fy(2%) = F(Z* Y + (2771, 2F — 2)
1 1 1
+ (167752 + 277> |a* — k|| + ;611(2, k) + 5612(2, k)

1 1
R T ol = Ea [

n 161 2n

—2(F(2%) — Fi(2%) — F(2PTY) 4 Fy (2R Hh), 2h - 2)
1

+o[12% = 27+ Lk — 22 = L)k — 2|2 + 2p8%a?||2F — 252
n n n

+2a(F(2F71Y) = (271 — F(2F) + Fi(29), 28 — 2)

2D
+ (12LD +6Dp + n) @ — u®|| + 16902 |1a* — u*||?

1 1
+ —e11(z, k) + —e1a(2, k
; 1(2, k) ; (2,k)

1—
< = =2 = Dttt 2P - | 2P
1 np 61

_ 2<F(zk) _ Fl(zk) _ F(Zk+1) + Fl(Zk+1)’Zk+1 _ Z>
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1—7 Y _
+—— 12 = 2]+ = |lw” — 2)|? 4+ 2n6%a®||2F — A2
n np

+ 2a(F(2F7Y) — Fi (271 — F(2F) + Fi(29), 28 — 2)

2D
+ (12LQ +6Dp + TI) [0k — uk|| 4+ 169620 — u®|?
1 v Tkl k|2
+ — | en(z,k) +epa(z, k +622,k>z+w .
(enteh) +ene b + st - ||
The parameters settings implies 2n62a? < 1/(16n), then we have

K-1
L ky ok
2nKE max - kZ_()(F(u ), u —z)}
K—1 -

< oo E k k)+ — k 35
< max (2) + Igleagkz:%en(% ) + ena(z, )+p€2(27 )] (35)

K-1

+ ((12nLD + 6nDp + 2D) [|a" — u”|| + 169762 ||u* — a¥|?) .
k=0

Recall that we take ¢ by equation (27)), then the setting

e = min {(, et min{”ﬁk — 2P|, ||k - zk||2}}
satisfies the condition on ¢, in Lemma([l] Then we apply Lemma[I]with 4 = 0 and & = 1 and sum

over equation (9) with £ = 0,..., K — 1 to obtain
K-1

1 X 8l A gl .
> (B I )+ 3 1)) < (147 )10 =1

(36)

Note that parameter settings v = p = 1/(y/n + 8), b = [/n], and n = min {\/75/(46),1/(326) }
satisfy
4?52

v 1 4?52 46% ~b v v
< =<8 —, 2 <2 — <5-— d 14+-=2. 37
e v L e G 717 P B @7
Substituting equations (36) and (37)) into equation (33) and applying Lemma[I0} we obtain
K—1
E max Z(F(u ), u z)]
k=0
1
< 2777(4+8~2)rzna§<||zo —z|)?
1 = 81262
+—— Y ((12¢0LD + 6nDp + 2D) [|a* — u¥|| + ( 169%0% + ——— +2p ) [[u* — a*|?
2nK P b
10D?  6nLD + 3nDfp + D 12n%6% + 1
< + ¢+ ¢
UL U ve U
10D2  9nLD + 3nmax;ci, || Fi (29| + D 121262 + 1
< 0 Dy IRCOIED o 17011,

where we use the equation (2Z8) to bound Dp.

Recall that we take constant ¢ by equation (26)), then we get the bound

K—1
10D* ¢
*E By, uk — < + -
E max k_()(F(u )ut —z)| < ; 5
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C.3 Proof of Corollary

Proof. Theoremmeans we can achieve E[Gap(ul,,)]

20D? D? D?
K= ] =e(5) -0 (%)
en en €
Consider that the expected communication complexity in each round is O(b(1 — p) + np) = O(y/n)

and the server need to communicate with all client in initialization within the communication
complexity of O(n), the overall communication complexity is

On)+ K -0(v/n) =0 (n—i— \/ﬁglﬁ) .

< ¢ by taking the communication rounds of

Note that the objective of the sub-problem in Line [8 of Algorithm [1}is (L + 1/n)-smooth-(1/n)-
strongly-convex-(1/n)-strongly-concave, the local gradient complexity for solving the sub-problem
is O((1 + nL) log(max{¢~1,¢}). Therefore, the overall local gradient complexity is

O(n) + K - (O(v/n) + O (1 +nL)log(¢"" +¢)))

omso (2] (om0 {1+ (2225 %)

2
(Vas +D)D* | 1) .
g g

=(’~)(n+

C.4 Proof of Theorem

Proof. We can verify that the parameter setting of Theorem [2] satisfies the condition of Lemma [I]
Then we can apply Lemmal(I]to obtain

K
E[®K §max{1— UL I } 30, (38)
7] 6(1—7) 2 +nu

O
C.5 Proof of Corollary 2]
Proof. Recall that we set the parameters as
1 )
y=p= , b:{min{\/ﬁ,}-‘,
min {\/ﬁ, %} +38 K
7 = min —’ybi a=maxq1l— e R
46 7326 | 6(1—7)"" 2y+nuf’
We can lower bound o as
1
ax1o Py ey 1T (39)
2y +np 2p +np T 8

Then the number of communication rounds is

K:@<0+1+Wﬂwyﬁj
ny pnp 3

o((m) =)

—o( (241 (5261 222 ) )18t
(G (2 ) )

“o (e i) )
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Note that

6
=o(;):
then we have K = O(d/ulog(1/¢)).

Consider that the expected communication complexity in each round is
n
O(b(1 — p) + np) z(’)(\/ﬁ—&- %),

and the server need to communicate with all client in initialization within the communication
complexity of O(n), the overall communication complexity is

O(n)+K.(9<\/ﬁ+%) ZO(<n+\/§§>logi>.

Note that the objective of the sub-problem in Line [8|of Algorithm [1|is (L 4 1/n)-smooth-(1/n)-
strongly-convex-(1/n)-strongly-concave, the local gradient complexity for solving the sub-problem
is O((1 + nL)log(c)). Therefore, the overall local gradient complexity is

Om) + K - (0 (Va+2F) +0((1+1L) log(e)))

:O(n)+0<zlogi> : (0(\/ﬁ+ 7”;#)+@(<1+§) 10%2))

:O((n-i-\/?“rilog;i) 10%2)
( n ogl).

D The Algorithm Class

We formally define the distributed first-order oracle (DFO) algorithm as follows.

Definition 1 (DFO Algorithm). Each node i has its own local memories M¥ and MY for the x-
and y-variables with initialization M? = M} = {0} for all i € [n]. Specifically, the server has
memories MY and MY. These memories { M? }7'_, and { M}, can be updated as follows:

e Communication from clients to server: During one communication round, we sample uniformly
and independently batch S of any size b and ask client with number from S to share some vector
of their local memories with the server, i.e. can add points x|,y to the local memories of the
server according to the next rule:

¥} € span {331, sz} and Y] € span {yl, Uyz}

i€S i€S

where x; € M¥ and y; € MY. If the batch size is equal to b we say that it costs b communication
complexity from clients to the server. Batch of the size n is equal to the situation, when all clients
send their memories to the server.

e Communication from server to clients: During one communication round, we sample uniformly
and independently batch S of any size b and ask the server to share some vector of its local
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memories with the clients with numbers from S, i.e. can add points x, y; to the corresponding
local memories of client i as

and

x; € span {z, 2} yi € span{y1, v},

where z; € M?¥ and y; € MY, and we say that it costs b communication complexity.

e Local computations: During local computations each client i can make any computations using
fi, i.e. can add points x}, y. to the corresponding local memory of client i as

x; € span{z’, Vo fi (z,y")} and

y; € span{y’, V, fi (2", y")},

for given ', x" € M¥ and y',y" € M. And we use local gradient calls to count the times
when ¥V, and N, are applied to any one of { f;}.

The final global output is calculated as & € M¥,j5 € MY.

Our Definition E] follows the algorithm class of Beznosikov et al. [8, Definition C.7], but additionally
take the communication from the server to the clients into considerations.

E Proofs for Lower Bounds in Convex-Concave Case

In this section, we provide the proofs of the lower bounds for solving the problem

Zfzmy

by DFO algorithms, where the diameters of closed convex sets A" and ) are 17, and R, respectively.
We define the subspaces {F} }¢_, as

minmax f(z,y) (40)

TzEX yey

7 span{ey,...,ex}, forl1<k<d,
7 {04l for k =0,
which is used in the following proofs of lower bounds.
E.1 Proof of Theorem 3]
We first define the function set with one server (¢ = 1) and n — 1 clients ( = 2,...,n — 1) as follows
5+ OR, T .
—z' Ay — —Le/ x, 1—1=1 (mod 3),
4 1Y 2\/a 1 ( )
filay) ZxTAgy, i—1=2(mod 3), “h
0, otherwise.
Then corresponding global objective is
0 T oR
z,y) = -z Ay — —2Le] x, (42)
where
10 1 -2 1 -1
1 -2 1 0 1 -1
Al— 7142— 7A:
1 0 -2 1 1
1 1 1
(43)

Proposition 2. For any d > 3, the functions f;(x,y) and f(x,y) defined by equations and

satisfy
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1. The function f; is L-smooth with L > § and convex-concave for all i € [n], and the function
set { fi}_, holds §-second-order similarity. Thus, the function f is also convex-concave.

2. For1 <k <d-—1, we have

O0RR
min _ Gap(z,y) = min_ max f(z,y) — max min f(z,y) > ———2—.
(z,y)€EZNF? TEXNF) yeY yEYNFy z€X 6/d(k+1)

(44)

Proof. The smoothness and the convexity (concavity) are easy to verify. The similarity holds because
vizfl(xay) - virf(xvy) = VizfQ(xvy) - virf(xay) - vixffﬁ’(xvy) - virf(xvy) =0;

0

5 1
IV, alo0) = V2, e ) < IV, fae ) + 192, el <0 (34 3) <6

5 1
V2, ate0) ~ Vol < 193, )] + 195, el <6 (5 4+ 5) <6

The function f(x,y) defined by our equation is identical to the function foc(z,y) defined by
Han et al. [14] Proposition 3.31]°|by replacing their notation L with our ¢ and taking n = 3. Then
Proposition 3.31 of Han et al. [[14] directly prove the result of equation (4). [

The structure of A; and As results the following lemma.
Lemma 11. For the function set (@) all (x,y) € Fp X Frandk =0,...,d — 1, we have
JT'.k_;,_l X fk+1, (i, k) cT UIQ,
Vii(z,y) € .
fi(z,9) {fk X Fr, otherwise,

k) :i—1 =1 (mod 3),k = 0 (mod 2)} and
)}

where the index sets are defined as I := {(i,
Zo :={(i,k) : i — 1 =2 (mod 3),k = 1 (mod 2

Now we provide the proof of Theorem 3]

Proof. Consider the minimax problem ([@0) with functions @#I)) and @#2), R, = R, = D, n > 3 and

d = |6D?/(3v/2¢)| — 1. Then the assumption ¢ < §D?/(12+/2) implies d > 3. Lemmameans
that we need at least one communication round to increase the number of non-zero coordinate, i.e.
(z,y) € ZNF%. Running any DFO algorithm with communication rounds of K = [(d—1)/2] > 1,
we have d/2 < (K 4 1) < (d + 1)/2 and Proposition 2] implies

E[Gap(e.y)] > min  Gap(ey) > 20 > D% o 0D?
ap(x, = min ap(r, = = =
pLey (z.y)EENFE Py 6d(K +1) ~ 6vV2(K+1) ~ 3v2(d+1

Hence, we achieve the lower bound on the communication rounds of

[ ]2

> ¢
)

O
E.2 Proof of Theorem [
We first define the function set with one server (¢ = 1) and n — 1 clients (z = 2,...,n — 1) as follows
0R
/iR, elz, i=1,
8vd
(45)

filz,y) =
Jibs
T l >

eja;] Y, 1> 2.
j=(i—1)mod(n—1)

*We follow the notation of Han et al. [14]’s arXiv version: https://arxiv.org/pdf/2103.08280v1

28039 https://doi.org/10.52202/079017-0878


https://arxiv.org/pdf/2103.08280v1

Then corresponding global objective is

0 T oR
— Ay — —Le] z, (46)
8v/n Y 8vnd
where e; is the j-th basis column vector, a is the j-throw of A4, A; = ij(i_l) mod (n—1) 6jajT,
Aj = 0 and A is defined in equation
We provide the following proposition and lemmas for the proof of Theorem 4]

Proposition 3. Forany d > 3, fi(z,y) and f(x,y) defined as equations and @) satisfy

f(x,y) =

1. f; is L-smooth with L > \/nd /4 and convex-concave, function set { f;}?_, has 6 second-order
similarity. Thus, f is convex-concave.

2. Forl1 <k <d-—1, wehave

0R.R
min  Gap(z,y) = min_ max f(x,y) — max min f(2,y) > ———=t—.
(z,y)€EZNF? TEXNF) yeY YyEYNF, z€X 8 nd(k + 1)

47

Proof. The smoothness and convexity (concavity) are easy to check. And the similarity can be
verified following the methods of Beznosikov et al. [8, Lemma C.8]. The function f(z,y) defined by
our equation is identical to the function foc(x,y) defined by Han et al. [14] Proposition 3.31] by
replacing their notation L with our y/nd/4. Then Proposition 3.31 of Han et al. [14]] directly prove
the result of equation (47). O

Lemma 12. Consider the minimax problem ({#0) with functions {#5) and {#6), R, = R, = D
d = [6D?/(4V2ne)] — 1 and e < §D?/(16v/2n). We let M = [(d — 1)/2] > Q(6D?/(\/ne)),
then any point (z,y) € Z N Fi satisfies Gap(z,y) > «.

Proof. The assumptions on € and M imply d > 3. and d/2 < (M + 1) < (d 4+ 1)/2. Then

Proposition 3] means
Gap(z,y) > min _ Gap(z D? o? > oD? >
P = (z.y)€EZNFS, p(o) 8\/nd M+1) 8\/2n M+1) ~ 4v2n(d+1) —

O

Lemma 13. Consider the minimax problem ({#0) with functions (#3) and {#06) and run any DFO
algorithm with V. communication complexity and C' local gradient calls. In expectation, only the first
M < min{2V/n,2C/n} coordinates of the final output can be non-zero while the rest of the d — M
coordinates are strictly equal to zero.

Proof. At initialization, M? = MY = Fy. Let’s analyze how M?¥ and M} change through local
computations. For the i-th client, we add the following points to M? and MY as

v €span{z’,A;y'}, and yespan{e -I{i=1},y, 4/ 2"},

where 2’ € M7 and y' € M.

It is easy to see that the server can make the first coordinate of y non-zero using e;, and broadcast
this progress to other clients. Only updates of the type A;y’ or A 2’ will help in this regard. Since
A; only contains rows from the matrix A such as the (¢ — 1)-th row, (n + i — 1)-th row, etc., to make
the first coordinate of x in the global output non-zero, we need and can only use the Ay matrix. It can
be noted that by using As, we can also make the second coordinate of y non-zero after making the
first coordinate of & non-zero. Furthermore, to make more progress, we need to use Az and so on.
We conclude that we must constantly transfer progress from the node currently needed (to make the
next coordinate of = non-zero; then of ) to the server, and then to other nodes.

By definition, one communication round involves communication with all clients or only with
batches of some uniform and independent clients. When we sample without replacement, the success
probability of a communication round on clients with batch size b (i.e., making one coordinate
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non-zero) is % (or 1 when b = n), which is also the expected number of non-zero coordinates that

can be obtained with b communication complexity and at least b local gradient calls (as each use of
the matrix A necessarily comes from a gradient call). When we sample with replacement by a batch
size b, it is equivalent to that we sample without replacement by batch size 1 for b times. Assuming
that we have communication rounds with batch sizes (sampling without replacement) of 1,2, ..., n
for sq1, s9, ..., s, times, then the communication complexity we spent is V' = Z?:l Jjs; and the

minimum gradient calls we spent is C = 2721 Jjs;. This implies the expected number of non-zero

coordinates is M = Z;’;ll %183- + s,,. Therefore, the expected total number of non-zero coordinates

in the global output is at most M for y and M — 1 for = (or we can say M). By comparing expressions
of V, C and M, we can have M < 2V/n and M < 2C'/n, completing the proof. O

Then we can prove Theorem ] by combining Lemma[12]and

E.3 Proof of Lemmal2l

We choose the function set as

L
flz,y) = fi(z,y) = §SBTAy - 2d

where A is defined as equation (@3). The structure of A results the following lemma.
Lemma 14. For the function set ({8), all (z,y) € Fj, x Fyandk =0,...,d — 1, we have

sz(a:,y) S ]:k-‘rl X ]:k-‘rl'

LRy r0 Viem), (48)

One can follow the similar method as the proof of Theorem 4] to prove the following proposition and
lemma for the proof of Lemma 2]

Proposition 4. For any d > 3, f;(x,y) and f(x,y) defined as equation satisfy

1. f; is L-smooth and convex-concave, function set { f;}1_, has 0 second-order similarity for any
6 > 0. Thus, f is convex-concave.

2. For1 <k <d-—1, we have

in _Gap(z,y) = mi f(z.y) in f(z,y) > — el
min ap(z,y) = min_ max f(z,y) — max min f(z,y) > ——=—.
(z,y)EZNF? P Y rEXNF) yeY Y yeEYNFL v€X y 2 /d(k + 1)

Lemma 15. Consider the minimax problem @) with the function set ([Z_g]) R, =R, =D,
d=0D?/(v/2¢)] —1 and ¢ < §D?/(4V2). Welet M = [(d — 1)/2] > Q(LD?/¢), then
any point (z,y) € Z N Fi, satisfies Gap(z,y) > €.

Then we can prove Lemma 2] by combining Lemma [[4]and

E.4 Proof of Theorem 3

Proof. In the case of \/nd > Q(L), the problem with with functions and in Theorem
implies the lower bound on the local gradient complexity of

o (n V) (o (D7),

3

In the case of L > Q(/nd), the problem with function (48) in Lemma [2|implies the lower bound
on the local gradient complexity of Q(LD?/¢) = Q(n + (v/nd + L)D?/e). Combining these two
cases, we achieve the lower bound on the local gradient complexity of Q(n + (v/nd + L)D?/g). O

F Proofs for Lower Bounds in Strongly-Convex-Strongly-Concave Case

We follow similar steps as in Appendix [E] to prove Theorem [7} Firstly we divide it into several
detailed theorems and lemmas as below and prove them one by one.
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Theorem 8. For any p,0, L > 0 with L > max{u,d} and n > 2, there exist L-smooth and convex-
concave functions fi,..., fn : R% x R% with 6-second-order similarity such that the function
flz,y) = % Soiy fiz,y) is p-strongly-convex-p-strongly-concave. In order to find a solution of
problem (1)) such that E|||z — z*||?] < €, any DFO algorithm needs at least Q((n++/nd/u)log(1/¢))
communication complexity and Q((n + /nd/p)log(1/¢)) local gradient calls.

Lemma 16. For any i, 6, L > 0 with L > max{u, §} and n > 2, there exist L-smooth and convex-
concave functions f1,..., fn : R% x R% with 6-second-order similarity such that the function
flzyy) =230 fi(w,y) is p-strongly-convex-p-strongly-concave. In order to find a solution of
problem such that B[||z — 2*||?] < &, any DFO algorithm needs at least Q(L/plog(1/¢)) local
gradient calls.

Theorem 9. For any p,0,L > 0 with L > max{u,6} and n > 2, there exist L-smooth
and convex-concave functions fi,..., fn : R% x R% with §-second-order similarity such that
the function f(x,y) = %Z?:l filx,y) is u-strongly-convex-p-strongly-concave. In order to
find a solution of problem (1)) such that E[||z — z*||?] < ¢, any DFO algorithm needs at least
Q((n+ (v/nd + L)/u)log(1/e)) local gradient calls.

F.1 Proof of Theorem|[§|

We introduce the function set as in [8]], which is similar to equation @) that

fyove Hyoe 00 1 :
— —_ — = 1
2||‘TH 2Hy|| + 16,“461 Y, 1 9
dv/n % p .
{le > ejo; (y+5llal* = Slvl® i>2.
j=(i—1) mod (n—1)
Then corresponding global objective is
o T ooz B2 ? r

_ A Ll _ B 50

Flosy) = gome A+ Gllal = Syl + g el (50)

where all the notation keeps the same as the former section. We point out that the global objective
function (50) with local functions [@#9) satisfies Assumptions|[T] B| 4] 5] and[6] with constant 4, &, and
L > 4. See Lemma C.8 of Beznosikov et al. [8] for details.

We provide the following lemmas for the proof of Theorem 8]

Lemma 17. Consider the minimax problem (#0) with functions #9) and (50) and run any DFO
algorithm with V' communication complexity and C' local gradient calls. In expectation, only the first
M < min{2V/n,2C/n} coordinates of the final output can be non-zero while the rest of the d — M
coordinates are strictly equal to zero.

Proof. Follow the proof of Lemma T3] O

Lemma 18 (Beznosikov et al. [8] Theorem C.10]). Let p,§ > 0, n € N, M € N. There exists
a centralized distributed saddle-point problem with functions (#9) and (30), in which z* # 0 and
d > max{2log,(ov/(4v/2)),2M} where oo = 16n4? /6% and q = (2 + o — Va2 + 4a) /2 € (0, 1).
Then for any output (&, y) of any DFO algorithm leaving d — M coordinates zero, one can obtain
the following estimate:

L. o, 16 .
& =P+ g -y [P =Q | exp | ————=——="M | |yo — ¥'|”

L+ 16(/312211 +1

Then we can prove Theorem 8] by combining Lemma[I7]and[I8]and noting that to reach a solution of

g-accuracy requires
2V 2 1
min{v,o} >M=0 ((1+5> log) .
n’'n N €
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F.2 Proof of Lemmal[l6]

We introduce the function set as

L +- I I L? .
f@9) = fies) = ga" Ay+ GlalP = Sl + el viell 6D

where

A =
1 -1
Note that since all the nodes have the same function, this function set (51)) satisfies Assumptions

and@for L, pwand any § > 0. The structure of A results the following lemma.

Lemma 19. For the function set , all (x,y) € Fp x Frandk =0,...,d — 1, we have
Vfi(z,y) € Frr1 X Fry-

Lemma 20. Let p1,0,L > 0, n € N, C € N. There exists a centralized distributed saddle-point

problem with functions , in which z* # 0 and d > max{2 logq(a/ﬁ), 4C'} where o = p?/L?

and ¢ = 1+ 2a — 2v/a2? + a € (0,1). Then for any DFO algorithm, the output (¢, y©) after C
local gradient calls will satisfies

c Iy’ =yl

6 (52)

ly® —y*|I> > ¢

Proof. Follow the proof of Theorem 3.5 by Zhang et al. [I55]], in which we take L, = Ly, = L,y = L
and fiz = [ty = [ O

Then we can prove Lemma|[I6 by combining Lemma[T9]and [20] and noting that to reach a solution
with e-accuracy needs at least Q(L/plog(1/¢)) local gradient calls from equation (52)).

F.3 Proof of Theorem[9]

Proof. In the case of ny + y/nd > Q(L), the problem with with functions and in Theorem
implies the lower bound on the local gradient complexity of

(Y Vi) <o (1 YL g 1)

In the case of L > Q(nu + /nd), the problem with function in Lemma |16|implies the lower
bound on the local gradient complexity of Q(L/ulog(1/¢)) = Q((n + (v/nd + L)/p)log(1/e)).
Combining these two cases, we can achieve the lower bound on the local gradient complexity of

Q(n + (vnd + L) /) log(1/e)).

G Making the Gradient Small

In constrained case, we can also use gradient mapping to measure the sub-optimality of a solution z,
that is

z—Pz(z— TF(z))

T

Fr(z) =

For the L-smooth convex-concave function f, we consider the constrained problem

2

)

I

. A A
min max f(z,y) := f(z,y) + 3 Hx— 2°|” - 5 Hy—yo‘

reEX yey
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Figure 5: Results for convex-concave minimax problem (I2)) on covtype.
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Figure 6: Results for strongly-convex-strongly-concave minimax problem (I3) on covtype.

where f is A-strongly-convex-\-strongly-concave and Z is bounded by diameter D. From the the
result of Theorem , we have E[ || — 2* |2] < (1= xA6)F |20 - 2*”2 for some constant
X € (0,1), then we have

K P (K = r(F(K) = MK - 2)))

T

E [Il7:(z")[] = E

P2 () = Pz (2K = r(P(zK) = A=K — %))

=k T
<E[||F(F) - A" =20
<E[|[FO]] + 22 (1 - 1)

=E [|[£G:5) = F)|]] + 2 [J]=* - =]
< LE [ — (] + AE |5 — 22|,

where we use the property of the projection that ||Pz(z1) — Pz(22)| < |21 — #2]| and the gradient
mapping holds that %, (2*) = 0. Then we have

E[||# ()] < 2L°B [||- - &

|+ 2E [|]25 - 0]
< 2L2(1 = xA/0)F || = £*|* + 22%E ||| 25 — 2]
< (2L%(1 — x\/6)K + 223 D2

Let A = \/e/(4D?) and K = O(6/Mlog(L/¢)), then we haveIE[ Hﬁ(zK)Hﬂ <e.

Hence, the complexity of communication rounds is X' = O (6D/+/elog(L/e)). We verify that the
corresponding communication complexity is O((n + v/ndD/+/€) log(1/e)) and the local gradient
complexity is O((n + (v/nd + L)D/+/¢) log(1/¢)) by following the discussion in Appendix

H More Experimental Results

We present the experimental results on dataset “covtype” in Figure [5]and [6]
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]
Justification: [Yes] See Section I}
Guidelines:

e The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: [Yes] See Section [§]
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]
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Justification: [Yes] See Section [2]and Appendix [AHG]

Guidelines:

The answer NA means that the paper does not include theoretical results.

All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

All assumptions should be clearly stated or referenced in the statement of any theorems.
The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]
Justification: [Yes] See Section[7}

Guidelines:

The answer NA means that the paper does not include experiments.
If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [Yes]
Justification: [Yes] We include the code in the supplemental materials.
Guidelines:

» The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

¢ The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: [Yes] See Section[/|and Appendix
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer:

Justification: Error bars were not reported due to their potential to obscure the clarity
of convergence dynamics in the graph representation.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).
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« It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
8. Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: [Yes] See Section [7]and Appendix [H]
Guidelines:

* The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: [Yes]
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]

Justification: [NA] The paper focuses on optimizing algorithmic enhancements unrelated to
potential social impacts.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: [NA]
Guidelines:

» The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: [Yes] The original paper for used LIBSVM dataset is cited.
Guidelines:

* The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

 For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

28049 https://doi.org/10.52202/079017-0878


paperswithcode.com/datasets

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: [NA]
Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: [NA|
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: [NA|
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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