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Abstract

Traditional 3D shape reconstruction techniques from multi-view images, such as
structure from motion and multi-view stereo, face challenges in reconstructing
transparent objects. Recent advances in neural radiance fields and its variants
primarily address opaque or transparent objects, encountering difficulties to recon-
struct both transparent and opaque objects simultaneously. This paper introduces
a-NeuS—an extension of NeuS—that proves NeusS is unbiased for materials from
fully transparent to fully opaque. We find that transparent and opaque surfaces
align with the non-negative local minima and the zero iso-surface, respectively,
in the learned distance field of NeuS. Traditional iso-surfacing extraction algo-
rithms, such as marching cubes, which rely on fixed iso-values, are ill-suited
for such data. We develop a method to extract the transparent and opaque sur-
face simultaneously based on DCUDF. To validate our approach, we construct
a benchmark that includes both real-world and synthetic scenes, demonstrating
its practical utility and effectiveness. Our data and code are publicly available at
https://github.com/728388808/alpha-NeuS,

1 Introduction

Surface reconstruction from multi-view images has been an important area of research for decades.
Traditional methods such as structure from motion (SfM) [1]] and multi-view stereo (MVS) [2]
calibrate images and reconstruct 3D geometry based on color consistency. Recently, the emergence of
Neural Radiance Fields (NeRF) [3]] has revolutionized the field, producing impressive results in novel
view synthesis results via volume rendering. Its implicit surface-based variants, such as NeuS [4],
VoISDF [5], HF-NeusS [6], and NeuS2 [[7], further advance this field by reconstructing high-quality
geometry and appearance through the learning of signed distance fields (SDFs). However, these
NeRF family methods are limited to reconstructing opaque surfaces. Reconstructing transparent
surfaces presents a greater challenge, with relatively few investigations to date.

Recently, some works dealt with the refraction and reflection effects in the transparent scenes. For
example, ReNeuS [8] effectively reconstructs opaque objects within transparent materials, such
as glass, by assuming known parameters for these materials. Similarly, NeuS-HSR [9] separates
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reflections from the glass to reconstruct objects within thin transparent objects. While these methods
successfully reconstruct the opaque objects behind or within transparent materials, they do not extend
to reconstructing the transparent objects themselves.

To address the challenges described above, we propose a new method, called a-NeusS, for the
simultaneous reconstruction of thin transparent objects and opaque objects. Given that transparent
objects are thin, we can disregard refraction effects. A key observation in our work is that transparent
surfaces induce local extreme values in the learned distance field of NeuS [4] during neural volumetric
rendering. NeusS is unbiased, i.e., the maximum volume rendering weight coincides with the object
surface, for opaque surface [4]. We advance the theory of NeuS and prove that NeusS is unbiased for
all transparent and opaque surfaces. Under various opacities, the unbiased surfaces are either the
non-negative local minimum or the zero level set of the distance field learned by NeuS. Thus, we are
able to extract the unbiased surface for transparent and opaque surface reconstruction simultaneously.
However, precise values of these non-negative local minima are unknown beforehand and can vary
spatially, they are unsuitable for extraction by conventional iso-surfacing algorithms, such as marching
cubes [10]], which require a specified fixed iso-value. To effectively extract the target geometry for
transparent objects, we take the absolute value of the distance fields, making the unbiased surfaces
become the local minima of the absolute distance field. Based on DCUDF [11]], we introduce an
optimization method to simultaneously extract the unbiased surfaces of the transparent and opaque
surfaces.

To validate our approach, we construct a benchmark containing 5 real-world scenes and 5 synthesized
scenes. Experimental results show that a-NeuS effectively reconstructs both transparent and opaque
objects in all tested scenarios. To summarize, our main contributions are as follows:

1. We prove that the density functions proposed in NeuS [4] are unbiased across a continuum of
material opacities, from fully transparent to fully opaque, thereby completing the theoretical
framework of NeuS.

2. We show that transparent and opaque surfaces correspond to the non-negative local minima
and the zeros of the learned distance field of NeuS, respectively.

3. We present a method for simultaneously extracting the unbiased surfaces corresponding to
the target geometry of transparent objects and opaque objects based on DCUDF [11], from
mixed SDF and unsigned distance field (UDF).

4. We construct a benchmark comprised of 5 real-world scenes and 5 synthetic scenes for
validating our method.

2 Related Works

2.1 3D reconstruction from multi-view images

Reconstructing 3D objects from multi-view 2D images has been a research interest for decades, with
a wide range of approaches having been proposed. Traditional model structure recovery methods try
to understand the images and infer the structure of the model. Notable examples in this category are
voxel based approaches [[12H16] and point cloud based approaches including SfM [1] and MVS [2].

Recently, with the advancement of machine learning, volume rendering based approaches have
achieved high-fidelity reconstruction quality. Based on 3D Gaussian splatting [17]], many model
reconstruction methods are proposed, e.g., SuGaR [[18]] and 2D Gaussian splatting [19]]. Another
category of method for surface reconstruction is NeuS [4] and VoISDF [3]], based on NeRF [3]. In
particular, NeuS has gathered special attention and has spawned multiple descendants like Geo-
Neus [20] and HF-NeuS [6]. There are also several studies that focus on non-watertight model
reconstruction also by extending NeuS, including NeUDF [21]], NeuralUDF [22], NeAT [23]] and
2S-UDF [24]. However, these works all assume that the object is opaque.

2.2 3D reconstruction of transparent objects
Reconstruction of transparent objects presents a significant challenge due to the complex light

paths [30] caused by refraction and reflection, which hinder multiview stereo from effectively
solving this problem [31]. Traditional methods [32H34] use additional devices or assumptions to
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Table 1: Comparison with related works for respective use cases.

Method Opaque Transparent Refraction Reflection Note
NeusS [4]] Yes No No No
ReNeusS [8]] Yes No Yes Yes 1,3
NeuS-HSR [9] Yes No No Yes 1
TransPIR [25]] N/A Yes Yes Yes 2,5
Li. 2020 [26] N/A Yes Yes Yes 24,5
NeTO [27] N/A Yes Yes No 2
RefNeusS [28]] Yes No No Yes
aSurf [29] Yes Yes No No
a-NeuS (Ours) Yes Yes No No
Notes:

!Opagque object inside transparent container.

2Focuses on pure glass objects.

3 Assumes known container geometry and homogeneous background lighting.
4 Assumes maximum two light bounces.

>Not involving volume rendering.

reconstruct transparent objects. Li et al. [26] used deep learning to further improve the quality
of reconstruction without additional inputs, but tend to produce over-smoothing results. With the
development of NeRF [3]], some works have explored how to use neural rendering to reconstruct
transparent objects [25] 27, 35H37] for capturing more details. However, they all just focus on
transparent objects neglecting opaque objects.

There are also some works attempting to capture the correct geometry of opaque objects under the in-
fluence of reflection and refraction, which are primarily caused by transparent objects. NeRFReN [38]]
and Ref-NeusS [28] reconstruct models by considering reflections in NeRF pipeline. NeuS-HSR [9]]
uses a similar idea to model opaque objects inside transparent objects by separating the reflection
effect. ReNeusS [8] considers both reflection and refraction to model the opaque object inside glass,
but needs strong assumption. These methods focus on the reconstruction of opaque models while
overcoming the interference of reflection and refraction.

But none of them can reconstruct both transparent and opaque objects. They all have their own
assumptions or conditions for reducing the effect of reflection or refraction. It is non-trivial to
combine the two tasks. Please refer to Table I|for a comprehensive comparison on the use cases. A
concurrent work [39] proposed a NeRF-based efficient rendering method for non-opaque scenes with
baked quadrature fields. Another concurrent work, aSurf [29], extends Plenoxels [40] for modeling
both transparent objects and opaque objects, while ignoring the effect of reflection and refraction.
Concurrently, the work NU-NeRF [41] tries to model both transparent and opaque objects while
recovering refractions. In this paper, we propose a new algorithm to reconstruct thin transparent
objects and opaque objects uniformly based on NeuS [4].

3 Method

3.1 Unbiased density mapping in NeuS across opacities

NeusS [4] utilizes signed distance fields for surface representation and introduces a density distribution
induced by these SDFs, thereby enabling neural volume rendering coupled with SDF learning.
NeusS [4] proved that for opaque objects, the mapping from SDF to density in NeuS is unbiased,
ensuring that the reconstructed surface is a first-order approximation of the learned SDF. In this
section, we further establish that the density mapping proposed in NeusS is indeed unbiased across a
continuum of material opacities, from fully transparent to fully opaque. This verification completes
the theoretical framework of NeusS.

A surface is considered unbiased if the rendering weights attain the local maxima on the surface.
This is essential to minimize the discrepancy between the surface and the desired result. NeuS [4]]
assumes the surface is opaque and proved the zero iso-surface is unbiased. For transparent surface,
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Figure 1: Conceptual illustration of the signed distances along a ray (black horizontal line) through
a scene containing a single object (represented by a vertical line segment). (a) When the rendered
opacity « is less than or equal to 0.5, both the front and back faces of the object coincide with each
other, aligning the maximal weight with the local minimum of the distance field. (b) When « exceeds
0.5 but less than 1, the back face, which is not rendered, is separated from the front face. The further
away the back face is, the more opaque the rendered front face is. The maximum weight in this case
is aligned with the position of zero distance values. (c) For a fully opaque surface, the back face is
infinitely away. The scene can therefore be considered the single ray-plane intersection discussed by
NeuS [4].

we observed that NeuS can also produce a local minimum distance on the transparent surface, which
inspired us to explore the properties of these local minima. We have the following theorem.

Theorem 1. Assuming a single ray-plane intersectiorﬂ if the rendered opacity o < 0.5, the learned
distance field reaches a local minimum which is non-negative, and the corresponding color weight
maximum aligns with the distance local minimum. Otherwise, the distance local minimum is smaller
than zero, and the corresponding color weight maximum aligns with the zero iso-surface.

Please refer to Appendix [A]for the details of the proof. We simply sketch the proof here. Assume «
is the opacity and the ray starting from point o in direction d is r(¢) = o + td with parameter ¢. The
density function of NeuS [4]] and HF-NeusS [6] is

o(r(t)) = max (—s (1 — ®s(f(r(t)))) cos(6),0), M

where s is a learnable parameter, ®(-) is the sigmoid function and @ is the angle between the ray
direction and the gradient of the distance field f. The max operation avoids negative o after crossing
the local minimum m of the distance field. Assume the distance between origin of the ray and the
plane is dy. Then, the opacity is

—sd,
e m=>0
a= Lt sdo 2
1-— e, Mm< 0

If m = 0, the opacity o = Le % 0.5, since s and dy are relatively large. For the sake of brevity,

we simply state 0.5 as the watershed value in the theorem.

The derivative of the rendering weight w(t) is w’(t) = T'(t) [o’(r(t)) — o*(r(t))]. If the local
maximum of weight occurs at t = t*, o/ (r(t*)) = o?(r(t*)). Taking the density function of NeuS
into the above equation, we have f(r(t*)) = 0, if m < 0. Thus, if m < 0, the zero iso-surface attains
the largest rendering weight. We can also deduce that w’(t) > 0 if m > 0, and thus the rendering
weight continuously increases until touching the minimum of the distance field. Therefore, the local
minimum of the distance field attains the largest rendering weight. In case of m = 0, the point where
the distance reaches minimum also achieves zero distance value, so the rendering weight is maximum
at the distance local minimum.

The theorem can be explained as follows. As illustrated in Figure if a < 0.5, the distance field
local minimum is non-negative and the unbiased surface coincides with the local minimum. If
0.5 < a < 1, the local minimum is negative and the unbiased surface coincides with the front zero
iso-surface. If & — 1, the local minimum approaching negative infinity and the back zero iso-surface
approaching infinity. Along with the opacity « increasing, the front and back faces separate gradually
from overlap to infinity, so that the integral of densities increases to infinity gradually.

3With this assumption, we focus on first-order unbiasedness.
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Figure 2: Illustration of our mesh extraction procedure. (a) The orange line denotes the input model,
where the dashed line is transparent and the solid line is opaque. The color map illustrates the distance
field f. (b) The r iso-curve (red) is extracted. (c) The iso-curve is mapped to the local minima of the
absolute distance field f®.
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Figure 3: Comparisons of projection on the mixed SDF and UDF f and the absolute field f*. The
cutting plane draws the distance field. The white line indicates the O iso-surface and the orange line
indicates the 0.005 iso-surface. (a) The extracted O iso-surface which attains the opaque surface
exactly, but the transparent surface disappears. (b) The extracted 0.005 iso-surfaces. (c) Direct
mapping on the original f would result in the opaque surfaces shrinking. (d) In contrast, after taking
the absolute, all unbiased surfaces are properly extracted.

(a)r=20.0

Remark. In NeuS, s is a learnable parameter that gradually converges to a large value over the course
of training. A larger s value sharpens the edges and faces in the reconstructed model, enhancing
overall quality. However, in practice, s cannot increase indefinitely due to numerical computation
constraints, such as the number of sample points. This caps s at relatively high but finite values, which
allows non-zero distance values to influence color calculation along the ray. Colors are derived from
the the weighted sum of sampled radiance at points along the rays, and different distance minimum
values contributes to achieving different levels of opacity.

We believe that the tendency of a larger s, combined with the color loss and the actual situations with
MLP and numerical calculation will achieve a balance that leads to the best results.

3.2 Unbiased surface extraction

As mentioned in Section[3.1} we aim to extract the unbiased surface from the learned distance field.
The unbiased surface is either the local minimum or the zero iso-surface depending on whether the
local minimum is non-negative. Thus, the distance field learned by NeusS is not a UDF or an SDF. As
illustrated in Figurem when o < 0.5, the distance field is similar to a UDF whose values are positive
on both side and the unbiased surface is the local minimum. Since the local minimum is greater than
or equal to zero, the distance field is not a strict UDF. However, for simplicity, we still call such
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distance field a UDF. When « > 0.5, the distance field is an SDF whose values are positive in front
of the surface and negative behind the surface. The unbiased surface is the zero iso-surface and the
zero is not an extreme value. Hence, the unbiased surface is a mixed SDF and UDF, which cannot
be extracted using the conventional iso-surface extraction methods, e.g., marching cubes [10]. In
Figure [3(a), the zero iso-surface cannot extract the transparent hemisphere.

To extract the unbiased surface from the mixed SDF and UDF, we follow the idea of DCUDF [11] to
extract the unbiased surface. As illustrated in Figure[2{(a), given the mixed distance field f learned
by NeuS, we extract the mesh M of a non zero level set with a user-specific iso-value r (r > m) by
marching cubes [[10] (Figure @b) and Ekb)). M encloses the intended unbiased surface as an envelop.
As DCUDF [[11], we compute a covering map to project M back to the local minima. However, if
a > 0.5, the unbiased surfaces are not the local minima, but the zero iso-surface. In Figure Ekb), the
values of f inside the opaque box are smaller than the values outside. If we project M to the local
minima of f, the curve would shrink into the box. Figure[3|c) shows an example that the opaque
surface shrinks if we project M to the local minima of f. Nevertheless, as shown in Figure[2|c) and
d), if we convert f into its absolute values denoted by f¢, the non-negative local minima and the
zero iso-surface of f are both the local minima of f. Thus, f* is a UDF whose local minima are
the unbiased surfaces. We are able to map M to the local minima to extract the unbiased surfaces.
Following DCUDF [[11], which employs a two-stage optimization process, we first solve a mapping
w1 to project M to the local minima of f¢ [[11]:

min Z fe(mi(pi) + M Z w(pi)HAﬂl(pi>‘2>Where
piEMUC piEM
1
Amy(pi) = mi(pi) — N > mlpy)

P;EN(p:)

is the Laplacian of the projected point 71 (p;) and C is the set of triangle centroids of M. f(m1(p;))
drives the point p; projecting to the local minima of f. N (p;) denotes the 1-ring neighboring
vertices of p; € M and w(p;) is a weight adaptive to the area of the adjacent triangle faces of p;. The
second term is a Laplacian constraint that prevents the mesh from folding and self-intersecting during
optimization.

DCUDF [[L1]] further calculates a mapping 7o to refine 71 (M) in the stage two, which further
reduces the fitting error. 7 ; denotes the normal of the i-th triangle face of 7, (M), whose centroid is
encouraged to move along the normal direction i by penalizing the tangential displacements so as
to prevent mesh folding and self-intersecting. The loss function of the refinement stage is [[11]:

min Z Je (w2 o m(pi)) + X Z | (2 0 71 (ps) — w1 (p:)) x 7|,
™ piemuc piec

where X is the vector cross product. After projection, the initial M shrinks to the unbiased surfaces as
illustrated in Figure[3(d). Since the surface may contain non-manifold structures, e.g., the intersection
of the transparent and opaque surfaces in Figure 2} we do not apply the min-cut postprocessing
as [L1]. Hence, the unbiased surface is a two-layer mesh that coincides together in regions of m > 0
(i.e., a < 0.5), and a single-layer mesh in regions of m < 0 (i.e., « > 0.5).

4 Experiments

4.1 Experimental settings
Datasets. Due to the absence of relevant datasets, we have prepared a dataset comprised of 5

synthetic scenes and 5 real-world scenes. The synthetic data are rendered using Blender. The real data
are captured by ourselves and the camera are calibrated with the help of ArUco calibration boards.

Baselines. We compare our method with the original NeuS [4], and NeUDF [21]] which learns UDF
from multi-view images.

Implementation details. Our training structure is the same as NeuS. We also followed the recom-
mended configuration for the synthetic dataset by the authors of NeuS, without changing the loss
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Table 2: Quantitative evaluation (x10~3) on the synthetic dataset. “g2d” is the Chamfer distance
from the ground truth mesh to the reconstructed mesh, and “d2g” measures the reverse. “CD” denotes
the average of “g2d” and “d2g”. The best results are marked in bold.

NeusS [4] (iso = 0) NeusS [4] (iso = 0.005) Ours

g2d d2g CD g2d d2g CD g2d d2g CD
Snowglobe 65.22 5.16 35.19 7.07 6.46 6.77 473 437 4.55
Case 39.60 8.18 23.89 6.23 8.80 7.51 552 17.66 6.59
Bottle 7.91 4.77 6.34 6.19 8.14 7.16 314 422 3.68
Jug 11.59 1041 11.00 533 936 7.34 289 644 4.67
Jar 76.79 445  40.62 11.61 7.92 9.77 11.89 5.87 8.88
mean 40.22 6.60 2341 729 8.14 7.71 5.63 571 5.67

functions or their respective weights. That is, we chose A\; = 1.0 for color loss and Ao = 0.1 for
Eikonal loss. All our trainings are without mask.

To extract the unbiased surface through DCUDF [11], we choose to use 0.005 as the threshold
for synthetic scenes, and 0.002 or 0.005 for real-world scenes. We conducted our experiments
using almost the same setting as DCUDF. DCUDF employs a two-stage optimization process. We
performed 300 epochs for step 1 and 100 epochs for step 2 respectively, which is the default setting of
DCUDF. We used the VectorAdam optimizer as suggested by DCUDF. We set the weights A; = 500
and Ao = 0.5, which are different from DCUDF default setting.

The training process of NeusS typically takes about 9.75 hours and DCUDF convergence only requires
a few minutes on a single NVIDIA A100 GPU.

4.2 Synthetic data

In this section we focus on the Synthetic Blender dataset, where each synthetic dataset comprises
100 training images from different viewpoints. We compared the reconstruction results with NeuS
and compared the Chamfer Distance (CD) with NeuS on the threshold 0 and 0.005. We report the
Chamfer distance results in Table[2] The results indicate that our approach can effectively reconstruct
unbiased surfaces, both transparent and opaque. Please refer to Figure ] for a qualitative comparison.

In comparison to the vanilla NeuS [4] from which we extract zero iso-surface, large portions of
transparent surfaces are absent from the reconstructed mesh due to the positive minimum distances.
Consequently, the one-way Chamfer distance from the ground truth to the reconstructed mesh is
considerably high. Figure [5illustrates the percentage of sample points on the ground truth models,
whose distances are smaller than the threshold. The final rates reflect the completeness of the
reconstructed models. It is evident that our method all achieves 100% completeness, indicating
the absence of unnecessary holes in our models. In contrast, if extracting the zero iso-surface,
there are approximately 20% to 40% holes remaining. In comparison to the vanilla NeuS from
which we extract 0.005 iso-surface, the extracted surface does not correspond to the maximum color
weight, leading to sub-optimal reconstructed-to-ground-truth one-way Chamfer distance. Our method
preserves transparent surfaces while being unbiased, leading to the best Chamfer distances across all
data.

4.3 Real-world data

We also capture 5 real-world scenes for validation. Due to the absence of ground-truth mesh data,
qualitative comparisons are conducted with NeuS on real-world scenes. The results are presented in
Figure[6] The visual results demonstrate that our method exhibits good reconstruction quality for
both transparent and opaque surfaces, even in complex lighting conditions in real-world scenes. In
contrast, NeuS with zero iso-surfaces is unable to extract a completed surface, resulting in artifacts.

4.4 Discussion

Choice of NeuS. We use NeuS [4]] as backbone for reconstruction, which learns a mixed SDF
and UDF. However, during the projection stage of surface extraction, we use the absolute value
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Figure 4: Qualitative comparison on synthetic data. Our method uses NeuS for distance field learning,
and as shown in the normal maps, vanilla NeuS is in fact capable of reconstructing surfaces with
transparency. The difference between our method and NeusS is drastic because NeuS cannot extract
transparent surfaces where the distance field local minima are larger than zero with marching cubes,

but our theory confirms and extends NeuS’s learning ability, extracting both the non-negative local
minima and the zero iso-surface.
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Figure 5: Percentage of sample points on the ground truth mesh that the distance to the reconstructed
mesh is lower than given values. Blue: Ours, Orange: Zero iso-surface.

of the distance field. The absolute distance field f* resembles UDF. While directly using UDF
learning methods could avoid the distance field conversion process, we select NeuS rather than UDF
learning methods because the the SDF learning method NeusS is simple, stable and robust, and is also
capable of reconstructing details. We further compare with a UDF learning method NeUDF [21]].
We notice that other UDF learning methods including NeuralUDF [22] and 2S-UDF [24] both take
advantage of the opaque surface assumption, introducing an indicator function or ray truncation
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Figure 6: Qualitative comparisons on real-world data.

NeUDF Ours NeUDF Ours

Figure 7: Comparisons with UDF-based reconstruction method NeUDF [21]] on synthetic and real-
world data. While NeUDF can successfully reconstruct transparent surfaces and interior structures, it
fails to preserve details and has difficulties reconstructing intricate structure. The Chamfer distances
(x1073) are shown below the synthetic Snowglobe. The Snowglobe is shown in section view.

strategy respectively. This leaves NeUDF [21]] the only method that is theoretically capable of
rendering multiple layers of surfaces in a single ray.

Figure [7]shows the comparisons with NeUDF [21]]. Since the zero distance value of NeUDF would
result in opaque surface, the minimum distances of transparent objects learned by NeUDF are also
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Reference Normal Mesh

Figure 8: The reflections and refractions in the input multi-view images (left) can lead to ambiguities
in distance field learning (middle), preventing our method from extracting the desired surface (right).
This phenomenon is particularly pronounced in the reconstruction of cylinders or spheres under
complex lighting conditions.

positive. We use DCUDF to extract surface instead of the default MeshUDF used by NeUDF,
because MeshUDF could only extract the zero iso-surface. The models reconstructed by NeUDF are
over-smoothed and lack many intricate structures. Qualitative measurement of the synthetic model
also shows that NeUDF results in a larger Chamfer distance. This is due to the volatile nature of
UDF learning, requiring additional regularizers for successful convergence, often sacrificing the
reconstruction fidelity.

Limitations. Although our method has been effectively validated on both synthetic and real-world
data, it cannot handle all use cases. Our method, together with aSurf [29], allows for simultaneous
reconstruction of opaque and transparent objects. Other works either focus on the reconstruction
of opaque objects, or pure-glass objects with refraction and reflection under certain assumptions.
However, our method is not designed to handle the cases with complex lighting conditions like heavy
refraction or reflection. As shown in Figure[8] when using NeuS [4] as the backbone, scenes with
reflection and refraction may yield ambiguous distance fields, preventing the acquisition of the ideal
surface. For these situations, on the one hand, improving the lighting conditions to minimize the
occurrence of refraction and reflection can be considered. In our experiments, we used polarizer to
reduce reflection and model only thin transparent objects that have as little refraction as possible.
Meanwhile, it is also possible to use existing reflection removal algorithms [43]]. On the other hand,
replacing the backbone with models like Ref-NeuS [28] or ReNeuS [8] (which focus on opaque
object reconstruction but not the transparent object itself) could be considered. This will be one of
our future research directions.

5 Conclusion

Overall, a-NeuS presents a new perspective on NeuS. We proved the unbiasedness of NeuS for
transparent objects and extended the capability of NeuS to transparent surface and opaque surface
reconstruction by proposing a unified theoretical and practical framework. Based on DCUDF, we
extract the unbiased transparent surface and opaque surface simultaneously for model reconstruction.
We established a benchmark consisting of 5 synthetic and 5 real world scenes for validation. Our
experiments have demonstrated the effectiveness of our proposed method, and its practical potentials.
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A Proof of Theorem 1

Theorem 1. Assuming a single ray-plane intersection, if the rendered opacity o < 0.5, the learned
distance field reaches a local minimum which is non-negative, and the corresponding color weight
maximum aligns with the distance local minimum. Otherwise, the distance local minimum is smaller
than zero, and the corresponding color weight maximum aligns with the zero iso-surface.

Proof. Before we start our proof, we first provide a discussion of the rendered opacity o. We define
the rendered opacity « as the integral of the color weights w(t) along the entire ray r(¢) = o + td.
This definition coincides with the code that calculates the opacity, found in NeuS’s source code.
Technically speaking, « can be defined by Eqn. (3).

+oo
o= / w(t)dt (3)
0

A discovery made by HF-NeusS [6] connects the color weight w(¢) with the accumulated transmittance
T(t), as shown in Eqn. (@).

d

L) = -T(t)o(r(t)) = ~w(®) ©)
Hence, we can simplify the integral of the color weights w(t) to the integral of the derivative of the
accumulated transmittance T'(¢), connecting the rendered opacity « with T'(¢) itself directly, shown

in Eqn. (3).

+oo “+o0 d
az/o w(t)dt:/o ST ar

=T(0) -, lim T(t) &)
=1- f—lg-‘rmoo T(t)

Our proof is divided into two parts. In the first part, we prove that the distance field we described in
the theorem could lead to different rendered opacity «.. After that, in the second part, we prove the
unbiasedness claimed in the theorem.

Part I We first provide a recapitulate of the density function defined in NeuS [4]]. NeuS [4]] and
HF-NeusS [[6] both derive the same density formula, shown in Eqn. (6).

~ — 5 ®s(f(x(t)))
Glr(t)) = —&22 2 P — g (1 — ®(f(r(t cos(0 6
(6(0)) =~ Fee) (1= @y (f(x(1)))) cos(6) ©
where ®(+) is sigmoid function parametered by s, and 6 is the angle between the ray direction and
the gradient of the distance field f, and cos(#) < 0. NeuS [4] and HE-NeuS [6] further clip & against
0 wherever cos(6) becomes positive, to ensure non-negative density values, shown in Eqn. (7). This
process is effectively equivalent to back-face culling technique used in mesh rasterization pipelines.

o(r(t)) = max(5(r(t)), 0) M

We consider the scenario where the ray intersects with only one front-facing plane at t = ¢y. Let
the local minimum of the distance field be m, the signed distance function f(r(¢)) can be explicitly
written as Eqn. (). We provide readers with Figure 9] to help understand the different terms in

Eqn. (§).

| (t — to) - [cos(8) || + m, m>0

f(x(t)) = ®)

’(t—to—(m%))-|cos(9)|’+m, m <0
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Figure 9: Tllustration for Eqn. (8). (a) The two red curves represent the two cases of the distance
functions when m > 0 and m < 0 respectively. (b) is an illustration showing the relationship of the
distance dy, to and cos(f).

When m > 0, direct calculation of « is shown in Eqn. (9), by substituting the variable ¢ with s f (r(t)).

a=1-— lim T(¢)

t—+o00

+oo
=1—exp (—/ o(r(t)) dt>
0
+oo _sefsf(r(t))
=1—exp [—/0 max <1+e‘°‘f(’(t)) - cos(), O> dt}
to _gpmsf(r(®)
=1- exp <_A m . COS(Q) dt) (9)

) /sm _e—sf(r(t)) d( f( ( )))
R ————d(sf(r(t
s(to|cos(0)|+m) 1+ e—sf(x(t)

esm +e*5t0|cos(9)|
=1-

1 _l’_ eS'HL
1— e—st0|cos(0)|
= yem
and m > 0 leads to the resulting range of « € (O, %M} . Note that ¢y |cos(6)] is the distance

between the camera origin and the surface. If we denote that distance as dy, we can rewrite Eqn. (9)
as q = 1= %0 ¢ (O, 1—¢ %0 ] )

1+esm 2

It’s worth noting that when m = 0, the distance field is the corresponding UDF of the scene. 2S-
UDF [24] discovers that naively applying NeuS’s density function on UDFs will lead to transparency
in rendered surfaces. Our theoretical result explains this observation.
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When m < 0, direct calculation of « is shown in Eqn. (IEI), calculated in a similar manner.

a=1- lim T(¢)

t—+o0

—+oo
=1—exp (—/ o(r(t)) dt>
0
oo gemsfE®)
=1- exp |:_‘/O max <14,65f(1'(t)) . COS(G),O) dt:|

ok (=m)/lcos(0)| _ g s F(x(1)) (10)
=1- exp —/O m . COS(G) dt

: J RO
- - eXp — - s ot
stolcos(0)] 1+ e—sf(x(t))

14+ efsto\cos(e)\
T dqem

)

. _e—stolcos(8)] . .
and m < 0 leads to the resulting range of o € (%, 1). Using the same notation above,

. _ 14e~ 5% 1—e~%d0
we can rewrite Eqn. (I0) as o =1 — 32—+ € ( s—1).

In this case, each front-facing plane’s associated back-facing plane, which is not rendered due to
the clipping of the density, begin to separate from the front-facing plane. A larger m means a
further-away back face. When the back face is infinitely away, m will approach —oo. The rendered
opacity « will then approach 1, which means fully opaque. This scene can be considered a single
ray-plane intersection, and is the scene on which NeuS [4] and HF-NeuS [6] base their density
function derivation.

Combining the two cases together, different choices of m will cover every rendered opacity « from 0

. —sdy . .
to 1. The watershed « of the two cases is % Since after training, the parameter s converges
to a large number, and the origin of the ray is usually away from the surface (meaning that d is
relatively large), the watershed « is approximately 0.5.

Part II Only the places where cos() < 0 contributes to the rendered color, and the color weight

function w(t) is continuous and smooth in this region. Therefore, Eqn. (TT) shows the derivative of
w(t) with respect to ¢.

+T(t)o' (x(t)) (11)

Should the local maximum occur at ¢ = t*, we get w'(t*) = 0. Since T'(¢) > 0 is always true,
Eqn. (T2) should hold true:

o' (r(t*)) = o?(x(t")) (12)
Since

o (2(t*)) = {—s (1 - W) cos(e)y

52 cos?(f)e= s/ x(t7)

(14 e—sf @)

(13)
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and
S2 0082 (9)672sf(r(t*))

(1+ e—Sf(r(t*)))2

o?(x(t")) = (14)

solving Eqn. (12), we get
1=e 00 — f(r(t*) =0 (15)

When m < 0, the zero distance field value position exists at t* = ¢y, and the maximum weight
position aligns with the zero distance field value position.

When m = 0, the position of the distance field minimum value is also the position of the zero distance
value. Therefore, the maximum weight occurs at the zero distance position, which is also the distance
field minimum position.

When m > 0, the distance field is nowhere zero. In this scenario, we have Vt < ¢g,
m >0
= 0(r(t) = o’ (x(t) - e D < o (x(t)) - €70 = o' (x(t)) (16)
= w'(t) > 0.

This means that the color weight is continuously increasing until the distance field reaches its
minimum, implying that the maximum position of the color weight is aligned with the position of the
distance field minimum.

And that completes the proof. O

B Additional Experimental Results

B.1 More comparisons with NeUDF [21]]

= e
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Figure 10: More results of NeUDF [21]]. The Chamfer distances (x 10~3) are shown below synthetic
models. The Jar is shown in section view.

We show more results on NeUDF whose surfaces are extracted by DCUDF in Figure[10]
Generally speaking, compared with the results of our a-NeuS in the paper, the NeuS backbone
outperforms the NeUDF backbone in quantitative and qualitative measures.

B.2 Empty transparent object

The majority of our data focuses on the objects where transparent and opaque share roughly the
same proportion. We include a synthetic case where the vast majority of the object is transparent and
without refraction or reflection. The results are shown in Figure[T1]

B.3 Experimental results on DTU dataset [44]

We also conduct experiments on DTU dataset [44]], which is an opaque object dataset. Theoretically,
our method when applied to pure opaque dataset, is essentially equivalent to the original NeuS [4].
We present the results on selected data in Figure [T2] Although the SDF learned by NeusS is not
completely clean and may oscillate inside the object, it does not interfere with the mesh extraction
process with DCUDF [11]], as shown in the top row of Figure [I2] Moreover, DCUDF can resolve

28094 https://doi.org/10.52202/079017-0880



Ref. image

Empty Jar

Figure 11: An empty transparent jar (section view).

DTU 55 DTU 114 DTU 122

0.422 0.347 0.472

Figure 12: Quantitative comparison on selected DTU dataset [44]. The Chamfer distances (x1073)
are shown below each model. The slices of the absolute values of the SDF are shown and truncated
to 0.2 for better visualization. The orange line is the » = 0.002 level set used in DCUDF.

mesh vertices more accurately than marching cubes [10]], which relies on interpolation to approximate
the zero-value location between grid vertices, therefore there are cases where the mesh extracted by
DCUDF can achieve a lower Chamfer distance than those by marching cubes. Similar results are also
reported by the authors of DCUDF (Table 3).
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* The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short

proof sketch to provide intuition.

Inversely, any informal proof provided in the core of the paper should be complemented

by formal proofs provided in appendix or supplemental material.

e Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]
Justification: All of our experimental results 4] are reproducible.
Guidelines:

* The answer NA means that the paper does not include experiments.
* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [Yes]

Justification: Our data and code are publicly available at https://github.com/
728388808/alpha-Neus|

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

¢ Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

 The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: Implementation details are introduced in Section 4.1
Guidelines:

» The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer:

Justification: Like almost all methods, our neural networks are randomly initialized. Our
method does not depend on any special random numbers. We believe the different test cases
in our experiments can explain the stability of our method.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)
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8.

10.

* The assumptions made should be given (e.g., Normally distributed errors).

« It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

* It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: Experiments Compute Resources are introduced in Section 1]

Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: The research conducted in the paper fully conforms to the NeurIPS Code of
Ethics.

Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]

Justification: To the best of our imagination we cannot think of potential misuse of our
proposed approach that leaves a negative impact to the society.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: This paper does not pose such risks.
Guidelines:

» The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

* Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: We use Blender models created by other people, which are released under
a royalty-free license that only prohibits reselling the assets in their original form. In our

case, we render them into images which are in a different form. Furthermore, we do not
plan to sell them. The creators of these assets are credited in dataset acknowledgments at

Appendix [C]
Guidelines:

* The answer NA means that the paper does not use existing assets.

 The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.
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* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
13. New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]
Justification: All our data and codes are well documented.
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: This paper does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.
* Including this information in the supplemental material is fine, but if the main contribu-

tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: This paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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