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Abstract

Recently, various strategies for distributed training of large language models
(LLMs) have been proposed. By categorizing them into basic strategies and
composite strategies, we have discovered that existing basic strategies provide
limited options in specific scenarios, leaving considerable room for optimization in
training speed. In this paper, we rethink the impact of memory and communication
costs on the training speed of LLMs when employ data parallelism based tech-
niques. We take the impact of intra- and inter-group communication performance
disparities into account , and then propose a new set of basic strategies named
the Partial Redundancy Optimizer (PaRO). PaRO Data Parallelism (PaRO-DP)
accelerates LLM training through refined model state partitioning and tailored
training procedures. Additionally, PaRO Collective Communications (PaRO-CC)
speeds up collective communication operations by rearranging the topology. We
also propose a guideline for choosing different DP strategies based on simple quan-
titative calculations, which yields minimal ranking errors. Our experiments show
that PaRO improves the training speed of LLMs by up to 266% that of ZeRO-3
as basic DP strategies. Moreover, employing PaRO-CC independently for model
parallel strategies, such as Megatron, can also boost the training speed by 17%.

1 Introduction

Large language models (LLMs) have demonstrated extraordinary capabilities across various domains,
expanding their parameter sizes into the tens or even hundreds of billions [3, 4, 29]. To tackle the
intricate challenge of training such large models, different distributed training strategies have been
proposed.

Data Parallelism (DP) [1, 18, 34] divides the input data into multiple mini-batches, with each GPU
independently processing a mini-batch through the forward and backward passes, followed by
synchronization of the gradients. ZeRO [25] as a DP strategy, suggests partitioning model states
across multiple GPUs. This strategy facilitates a trade-off between memory and communication costs,
offering three distinct partitioning methods, known as ZeRO-1, ZeRO-2 and ZeRO-3.

Model Parallelism (MP) [23, 19], which encompasses Tensor Parallelism (TP) [27, 35, 31, 2] and
Pipeline Parallelism (PP) [13, 10], distributes the model components across multiple GPUs. For
instance, Megatron-LM [27] achieves 1D tensor parallelism by distributing the row or column
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dimensions of the Transformer layers across multiple GPUs. However, the output of each layer
requires all-reduce operations to aggregate the input, which increases the cost of communication.

We classify these strategies as basic strategies for distributed training. We argue that choosing a
basic strategy essentially involves making a trade-off between memory and communication costs,
based on different model sizes and hardware configurations to achieve a faster training speed.

Beyond the traditional approach of training on the full set of model parameters, Low-Rank Adaptation
(LoRA) [12] is frequently employed in the fine-tuning of large models as a form of Parameter-Efficient
Fine-Tuning (PEFT) [21] methods. Present approaches to speed up PEFT, such as QLORA [7] and
LoRA-FA [38], leverage quantization and flash-attention [6] techniques. However, there is a lack of
discussion on the distributed training strategy for finetuning scenarios including PEFT.

Additionally, mainstream GPU clusters adopt a heterogeneous network architecture that utilizes
NVLink within machines and Remote Direct Memory Access (RDMA) between machines. Similarly,
a set of GPU machines are interconnected via a high-performance switch, whereas a training cluster
comprises multiple sets of GPU machines that need to communicate across switches [9]. In this paper,
we refer to a multi-GPU machine or a switch as a group, applicable to other heterogeneous network
scenarios as well. The constraint of inter-group communication performance being poorer than
intra-group communication performance can slow down the collective communication operations that
are commonly used in DP and MP methods. Moreover, for methods like ZeRO, the entire training
process needs to be redesigned because there is a considerable amount of communication operations
during the forward pass, backward pass, and gradient update stages.

In the analysis of various mainstream basic distributed training strategies, we consider two key
questions:

• Are there more optimal basic strategies that offer additional trade-off options for the DP
training, including suitable strategies for scenarios involving full-parameters training and
partial-parameters training, thereby accelerating the training speed?

• Is there a more optimal collective communication method that can provide more efficient
communication for DP and MP methods, thereby accelerating the training speed?

This paper addresses these questions by exploring potential basic strategies for LLM distributed
training. The main contributions of this paper are as follows:

• We systematically take into account the disparity in intra- and inter-group communication
performance when rethinking the trade-off between memory and communication costs. Our
in-depth analysis covers various scenarios involving both full-parameter training, partial-
parameter training and PEFT.

• We propose the PaRO-DP set of strategies by refined model state partitioning and tailored
training procedures. These strategies provide more options for the trade-off between memory
and communication costs, allowing for training speed improvements of up to 266% over
ZeRO in scenarios where inter-group communication performance is poor. Notably, our
proposal of a tailored training strategy for PEFT constitutes a new attempt within the field
to our knowledge.

• We propose a guideline that can be used to quantitatively select specific PaRO-DP strategies
in various scenarios where the model size and communication performance vary. The
effectiveness of this guideline has been validated via our extensive experiments.

• We propose PaRO Collective Communication (PaRO-CC) tailored for collective communi-
cation operations on clusters with performance disparities between intra- and inter-group
communications. PaRO-CC can be incorporated into most basic training strategies, as
demonstrated by a 17% improvement in a Megatron end-to-end training task. Compared
to the traditional Ring topology, PaRO-CC exhibits a 36.5% improvement in collective
communication efficiency.

Furthermore, we provide the open-source release of our code at https://github.com/
HanxiaoZhang/PaRO/tree/paro.
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2 Related Work

Enhancement of Basic Strategies To enhance communication efficiency when training LLMs
on large-scale GPU clusters, especially with heterogeneous networks, several methods have been
proposed to employ group partitioning techniques to improve the basic strategy. ZeRO++[32] extends
ZeRO-3 by performing a secondary partitioning of parameters while keeping other model states
partitioned across all GPUs. This modification shifts the global all-gather operation in the backward
pass to an intra-group all-gather, reducing the volume of inter-group communication. Additionally,
ZeRO++ compresses model parameters and gradients using quantization to decrease communication
volume. MiCS[39] introduces a group partitioning strategy, whereby the GPU cluster is divided
into smaller and location-based subgroups. The model state is then partitioned within and replicated
across these subgroups. By configuring appropriate subgroup sizes, MiCS can leverage high-quality
intra-group networks and a hierarchical communication strategy to reduce communication volume
between groups. PyTorch’s official Fully Sharded Data Parallel (FSDP) provides a HYBRID_SHARD
(FSDP-hs)[40] strategy that leverages data center locality like MiCS to accelerate training and reduce
inter-group communication. These optimization approaches, which incorporate grouping strategies,
have inspired the direction of our subsequent research efforts.

Composite Strategy Combining multiple basic parallel strategies to integrate their benefits is
a common practice. These combinations include multi-dimensional hybrid parallelism and auto-
parallelism. Multi-dimensional hybrid parallelism refers to the combination of multiple parallel
strategies for computation simultaneously in distributed training. By combining these parallel
strategies judiciously, we can fully exploit the advantages of various resources to improve training
efficiency. This method is widely used in the industry for training large language models, such as
LLama[29], GLM[8], and Megatron-Turing NLG[28].

Auto-parallelism automatically selects a better or optimal parallel strategy for efficient execution
based on the given model and machine resources used. Unlike hybrid parallel methods, automatic
parallelism typically selects different basic strategies at a finer granularity, such as choosing different
basic strategies for different layers or operators of the model. There are two types of auto-parallelism:
semi-automatic and fully automatic. In semi-automatic mode, certain tensor and operator slices need
to be specified, such as Mesh-TensorFlow[26], GShard[17], and GSPMD[36]. In fully automatic
mode, the framework adaptively selects all tensors and operators to determine the best slicing strategy,
including Alpa and Unity [15, 41, 30, 22].

We argue that through dedicated design efforts, new basic strategies can be leveraged across a
spectrum of composite strategies. This paper concentrates on the enhancement of basic strategies and
refrains from comparing them directly with composite strategies.

3 PaRO Design

In the following discussion, we first delve into an analysis of the trade-off between memory and
communication costs in LLM training. Based on this, we propose the PaRO-DP solution offering
refined model state partitioning and a guideline for selecting an appropriate strategy in various
scenarios. Additionally, we introduce PaRO-CC to further optimize the collective communication
operation. Lastly, we discuss the applications of PaRO.

3.1 PaRO-DP

3.1.1 Analysis and Insights

As aforementioned, a substantial performance gap of communication exists between intra- and
inter-group networks, creating a bottleneck that impedes training efficiency. However, in data-parallel
training tasks, by allowing for an acceptable level of memory redundancy, we can reduce the need
for inter-group communication during the training process while fully leveraging high-performance
communication within groups, thus reducing the overall communication cost.

Contrasting with ZeRO, our approach augments the model states with an additional intra-group
partitioning state. For further illustration, we define three partitioning states: No partitioning (N ),
Intra-group partitioning (I) and Global partitioning (G) from coarse-grained to fine-grained, which
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act on three components of model states: parameter (p), gradient (g), optimizer state (os). More
specifically, I means that model states are partitioned within the group, while each group holds a
complete replica. N means that each GPU holds a replica of model states. G means that each GPU
holds a part of model states, with only one complete model state on the global scale. We introduce
the following notations to aid in the explanation. Note that, for simplification, we substitute network
performance with bandwidth here.

m: The number of GPUs in the group. n: The number of GPUs in total.
ng: The number of groups, ng = n/m. Ψ: The number of parameters.
B: Inter-group bandwidth between GPUs. Ψ′: The number of trainable parameters.
B′: Intra-group bandwidth between GPUs. s: The number of gradient accumulation.
T : The Time cost of training a mini-batch.
Pp+g+os: Partitioning strategy of p, g and os. The value combines N /I/G for each component of

model states. For example, PNIG means the strategy with no partitioning of Parameter,
intra-group partitioning of Gradient and global partitioning of Optimizer State.

In the context of gradient accumulation where one mini-batch step contains s micro-batch steps, we
analyze the communication cost of model states with different partitioning states.

• Parameter partitioning: Parameters are utilized in both forward and backward compu-
tations during each step of the micro-batch. In both global partitioning and intra-group
partitioning states, an all-gather operation is necessary to obtain all parameters of the current
layer before use. While only an intra-group all-gather is required when partitioning model
parameters within a group.

• Gradient partitioning: Gradients are computed during the backward computation and
used in the model update stage. Likewise, in both global partitioning and intra-group
partitioning states, the aggregated gradient of the corresponding local partition is obtained
through the reduce-scatter operation. Only intra-group reduce-scatter is required when
partitioning gradients within a group, which is quicker than the global reduce-scatter used in
global partitioning. Subsequently, each GPU performs local accumulation of the aggregated
gradients in every micro-batch step.

• Optimizer state partitioning: The optimizer state is utilized during the model updating
stage. If the partitioning scope of optimizer states differs from that of gradients or parameters,
communication operations will be needed before and after the optimizer step. For instance,
it requires performing an inter-group reduce-scatter of gradients before the optimizer step
and an inter-group all-gather of updated parameters after the optimizer step, when the
partitioning strategy is PIIG.

The above three levels of partitioning granularity on p, g and os bring up 27 combinations of model-
partitioning strategies, while not all strategies are effective. Employing fine-grained partitioning can
enhance memory efficiency for larger batch sizes, potentially increasing throughput, yet it also incurs
more communication costs, thereby reducing throughput. Therefore, a trade-off between memory
and communication costs should be made when selecting the appropriate model partitioning strategy.

In a mainstream training process using mixed precision and Adam optimizer[16], the memory
consumption for the parameters, gradients and optimizer states are respectively 2Ψ, 2Ψ′, and 12Ψ′

[25]. Note that in PEFT tasks, where Ψ′ ≪ Ψ, the sizes of g and os are relatively small compared to
p. This suggests that PEFT tasks should be treated differently when making the trade-off between
memory and communication costs.

In our findings, we identify a key insight: in all scenarios involving various numbers of trainable
parameters, the partitioning granularity of os should be the same as or finer than that of p and g .
Otherwise, if os is partitioned by a coarser granularity than p or g, more memory will be used without
any reduction in communication cost, compared to when os is partitioned by the same granularity of p
and g. According to this insight, we can eliminate 13 out of the 27 possible combinations mentioned
earlier and Appendix A.1.1 provides more details.

3.1.2 Implementations of PaRO-DP

Following the analysis and resulting insights, we have formulated a strategy set of 14 combinations
that constitute our proposed PaRO-DP. Specifically, DDP, ZeRO-1, ZeRO-2, ZeRO-3/FSDP, and
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Figure 1: The schematic of PaRO-DP is illustrated within a cluster comprising four GPUs. Each
group in the cluster consists of two GPU devices. In particular, we illustrate the computation and
communication phases of a global step that incorporates gradient accumulation. We detail the
intra- and inter-group communication by using specific prefixes for each collective communication
primitive.

MiCS are equivalent or approximately equivalent to PNNN , PNNG, PNGG, PGGG, PIII in the
PaRO-DP strategy set.

As previously mentioned, when the model states are re-partitioned in different ways, the procedures
for Forward, Backward, and Gradient Accumulation and Apply Gradient during the training process
require redesigning. Below, we provide a detailed explanation of their training processes using PIIG

and PNIG as examples. To simplify the examples, we use four GPUs and divide them into two groups
to demonstrate the training process. These approaches can be easily scaled to larger GPU clusters
and Appendix A.1 provides other solutions in detail. It includes explanations of various collective
communication operations used in the diagrams.

Figure 1(a) illustrates the schematic of PIIG, where the model parameters and gradients are intra-
group partitioned, while the optimizer states are globally partitioned. Therefore, a complete replica
of model parameters and gradients are preserved within each group. The memory cost of PIIG is
less than that of PNNG (ZeRO-1), greater than PGGG (ZeRO-3), and in most scenarios less than
PNGG (ZeRO-2), depending on the grouping situation. In the Forward and Backward stages, each
GPU gathers a complete replica of model parameters through intra-group all-gather operations. After
the backward computation, each GPU aggregates gradients from other GPUs through intra-group
reduce-scatter operations for local gradient synchronization. These gradients are temporarily stored
in each GPU group through gradient accumulation. Once the gradients of the last micro-batch are
accumulated, each GPU performs inter-group reduce-scatter operations to achieve global gradient
synchronization. Each GPU utilizes the gradient partition to update the optimizer state maintained by
itself and update model parameters. Finally, the updated model parameters of each GPU are obtained
from other groups through inter-group all-gather operations. Note that compared to ZeRO-3, PIIG

employs intra-group collective communication in place of global collective communication in the
Forward and Backward stages of each micro-batch step. This makes PIIG faster than ZeRO-3 in our
context, at the cost of additional but limited memory of parameters and gradients.

Figure 1(b) illustrates the schematic of PNIG, where the parameters of the model are not partitioned,
while the gradients are intra-group partitioned, and the optimizer states are globally partitioned. The
memory cost of PNIG is less than that of PNNG (ZeRO-1), greater than PNGG (ZeRO-2). Different
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from PIIG, each GPU retains complete model parameters in PNIG. Therefore, in the Forward and
Backward stages, each GPU can directly perform the computation without collecting and releasing
model parameters. The subsequent four-step computation process of PNIG is consistent with that
of PIIG. Finally, each GPU collects updated parameters via PaRO-CC all-gather operations. Note
that compared to ZeRO-2, PNIG employs intra-group collective communication in place of global
collective communication during the gradient accumulation of each micro-batch step. This makes
PNIG faster than ZeRO-2 in our context, at the cost of additional but limited memory redundancy of
gradients.

Moreover, PaRO-DP strategies show efficiency advantages over both ZeRO++ and
FSDP_HYBRID_SHARD_ZERO2 (FSDP-hsz) approaches. Notably, under equal peak memory
conditions, the global all-gather operations in the Forward stage of ZeRO++ are less efficient than
PIGG’s intra-group all-gather. Similarly, FSDP-hsz incurs additional communication costs due to the
all-gather operations of parameters in the Forward stage compared to PNII .

3.1.3 The Guideline for PaRO-DP Strategy Selection

While we propose a set of effective strategies in PaRO-DP, there remains a gap in applying a suitable
strategy from our PaRO-DP across diverse training scenarios with different Ψ and Ψ′. Therefore,
we present a guideline based on quantitative calculations. We are dedicated to identifying the
optimal partitioning states (Px) that minimize the total time cost (T ) of mini-batch training in a given
scenario, as the throughput is inversely proportional to T . The total time cost T contains the time of
communication tcomm. and the time of compute tcomp., and toverlap denoting the overlapping time
of communication and computation. It could be formalized as a optimization problem as illustrated
in Formula 1.

min
Pp+g+os

tcomm. + tcomp. − toverlap ⇒ min max
Pp+g+os

{tcomm., tcomp.} (1)

Assuming that communication and computation can be fully overlapped, T can be approximately
regarded as the maximum of tcomm. and tcomp.. Given a specific batch size, tcomp. can be straight-
forwardly determined through a single forward computation. But the time of communication is more
complex as shown in Formula 2.

tcomm. = (tparam + tgradient) ∗ s+ tupdate (2)

For each micro-batch step, there is a time cost tparam of all-gather for parameters in both the forward
and backward passes and a time cost tgradient of reduce-scatter for gradients in the backward pass.
For the last micro-batch of a mini-batch, there is a time cost, tupdate, for reduce-scatter/all-reduce of
gradients and all-gather for the updated parameters.

Therefore, the guideline implies that finding the partitioning states (Pp+g+os) in which minimizing
T , as defined by Formula 1, is the recommended strategy for the given scenario. The process of
calculation and selection is as follows, with further details in Appendix A.3:

1. Input: n, m, B, B′, Ψ, Ψ′, s and tcomp.

2. Calculate the T values for various strategies.

3. Select the strategy with the smallest T value.

3.2 PaRO-CC

Distributed training on multiple groups of GPUs using existing methods often requires global
collective communication operations. For example, ZeRO-3 uses a global all-gather to obtain
parameters of the current layer and a global reduce-scatter to synchronize gradients. Megatron-TP
uses a global all-reduce to synchronize the computation results of a split layer. Although PaRO-DP
decreases the frequency of global communication operations by redesigning the training process,
some operations remain necessary. For example, PIGG needs a global reduce-scatter to synchronize
the gradients obtained from the backward pass of each layer.

In the Ring topology, a collective communication divides a collective communication into n− 1 steps.
In each step, each GPU is responsible for sending the currently relevant data block to the next GPU in
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Figure 2: The communication stages of PaRO-CC. C* denotes a data chunk. Only the procedure of
all-gather operation on Node 0 is shown for brevity. In step 1, inter- and intra-node all-gather are
executed in parallel. In step 2, only inter-node all-gather is executed.

the ring. Clearly, in this process, each step includes both intra-group and inter-group communication,
leading to the speed bottleneck of each step being on the inter-group communication.

Therefore, we introduce PaRO-CC to accelerate global collective communication operations by
organizing GPUs into groups based on the network topology and rearranging the communication
topology accordingly. Groups are configured to form an outer ring, with each group further organizing
an inner ring. The operation of PaRO-CC is segmented into intra-group and inter-group parts, both of
which can utilize the Ring topology. Consequently, within a single step, communication is confined
to either intra-group or inter-group interactions, avoiding the need to address both simultaneously.
It is straightforward to ascertain that for the all-gather operation, execution of the inter-group part
should precede that of the intra-group part. Conversely, in the case of the reduce-scatter operation,
the intra-group part should be executed before the inter-group part. Additionally, during the all-gather
operation, the two parts of communication can be executed concurrently, assuming that suitable
blocking points are established to manage the flow of data. Figure 2 illustrates an example of
performing a global all-gather operation using PaRO-CC. More details about PaRO-CC can be found
in Appendix A.2.

3.3 Applications of PaRO

PaRO can be employed independently as a basic strategy, or be used together with others in a com-
posite strategy. For example, PaRO-DP can be an alternative method to data parallelism in hybrid
parallelism, e.g. 4D parallelism, when training large LLMs in heterogeneous networks [29]. It can be
orthogonally integrated with Sequence Parallelism [11, 14, 20]. At the same time, PaRO-CC can be
applied in various distributed training strategies that require global collective communication opera-
tions, to accelerate the training. Furthermore, we argue that the comprehensive PaRO-DP strategy
set provides more flexibility to complicated machine learning systems, such as distributed RLHF
systems [24, 33, 37], where each sub-model has different memory or communication requirements.

4 Experiments and Analysis

4.1 Experiment Environments

Our experimental cluster consists of up to 16 DGX nodes as 16 groups, each containing 8 Ampere
A100 SXM4 80GB GPUs. The GPUs in each node are interconnected via NVLink/NVSwitch with
a bidirectional bandwidth of up to 2400Gbps. These nodes are connected through RDMA over
Converged Ethernet (RoCE), which can provide 100Gbps of inter-node bandwidth. The software
environment includes CUDA-11.7, DeepSpeed-v0.10.0, PyTorch-v1.9.2, Megatron-LM-v2.6 and
NCCL-v2.14.3.

4.2 Experiment Settings

To evaluate the performance of PaRO-DP, we compared them with current SOTA methods, including
ZeRO, MiCS, ZeRO++, and FSDP-hsz, across different model sizes (denoted as Ψ, such as 7B and
65B) and the number of trainable parameters (Ψ′, categorized as full-parameters, partial-parameters,
and PEFT). For each scenario, we select the recommended PaRO-DP strategies based on the through-
put indicator or TPS indicator log(1/T ), as outlined by the guideline in Section 3.1.3. The strategies
of PNN∗ (ZeRO-1 as PNNG, PNNI and DDP as PNNN ) were not considered due to its inability
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Figure 3: The throughput and memory usage during LLaMA training with varying trainable parame-
ters (Ψ′). The blue dashed line represents the trend of the throughput indicator, represented by the
TPS Indicator using log(1/T ), calculated based on the guideline. The cross indicates OOM.
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Figure 4: Throughput and Memory Usage
of training LLaMA-65B in the PEFT(Ψ′ =
3Ψ/1000) scenario.
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to run the large-scale model in our experiments. We use LLaMA-7B and LLaMA-65B [29] to
evaluate the throughput and acceleration performance across 32 GPUs within 4 DGX nodes. For
the LLaMA-65B model, we activate checkpointing to ensure successful training. The C4 corpus in
RedPajama[5] was used as the training data. During training, we set the sequence length to 512, and
the effective total batch size to 1280 (with 10 as gradient accumulation steps) in a mixed precision
training manner.

4.3 Efficiency of PaRO-DP

Incorporating group and refined partitioning, the PaRO-DP strategies adeptly distribute the volume of
inter- and intra-group communication to minimize overall communication costs. This results in a
significant boost by up to 266% in training speed, accomplished with acceptable memory increment.
The following section will describe the experimental results from various scenarios.

Full-parameters training: In this scenario (Ψ′ = Ψ), Figure 3(a) shows that the guideline recom-
mends strategies such as PNII , PIIG and PIII (MiCS), which perform better throughput than others
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in LLaMA-7B. The throughput of PIIG is improved by 128% than ZeRO-3, and the throughput of
PNII is improved by 67% than ZeRO-2. While in LLaMA-65B, Figure 3(b) shows the throughput of
PIIG is improved by 86% than ZeRO-3. Since LLaMA-65B requires more fine-grained partitioning,
only ZeRO-3, ZeRO++, PIGG and PIIG can perform training, while other solutions suffer from
out-of-memory (OOM) issues.

Partial-parameters training: In experiments of partial-parameters training (Ψ′ = Ψ/16), we also
reached a consistent conclusion. As shown in Figure 3(c), in LLaMA-7B, the throughput of PNIG

and PNII is increased by 15% and 21% compared to ZeRO-2. Figure 3(d) shows the throughput of
PIII (MiCS) and PIIG is improved by 264% and 266% compared with ZeRO-3 in LLaMA-65B,
and PIIG uses less memory than MiCS.

PEFT: In PEFT scenarios (Ψ′ = 3Ψ/1000) with LLaMA-65B shown as Figure 4, the throughput of
PING is improved by 44% compared to ZeRO-3.

Accuracy of the Guideline: The selection of high-throughput strategies across different scenarios
is determined by calculations based on the guideline. It chooses the strategy that owns a higher
throughput indicator, log(1/T ), compared to the baseline. The correlation between the guideline and
actual performance in these scenarios is apparent, confirming that the throughput indicator reliably
reflects the real world.

4.4 Efficiency of PaRO-CC

In the section, we performed experiments using up to 16 DGX nodes with a communication volume
of 1GB. We measured the communication time of the all-gather operation with the traditional
Ring (baseline) and PaRO-CC, shown in Figure 5. Compared with the traditional Ring, there is
a pronounced performance enhancement by 25.2%-39.7% with different cluster scales (from 16
to 128 GPUs). An additional experiment with 4 DGX nodes reveals that incorporating PaRO-CC
optimization into end-to-end training tasks using Megatron-TP results in a 17% increase in throughput,
from 129 to 152 samples/second. Therefore, PaRO-CC can significantly improve communication
efficiency by rearranging the communication topology.

4.5 Near-linear Scalability

To investigate the scalability of PaRO, we analyze the throughput of PaRO and ZeRO under varying
counts of GPUs, as depicted in Figure 6. The experiments utilized the LLaMA-7B model. Using
identical GPU resource configurations, PaRO consistently exceeded the speedup ratio of both ZeRO-2
and ZeRO-3 baselines. Notably, the speedup ratio for PIIG and PNIG from 16 to 128 GPUs are 0.92
and 0.84 respectively. These values are closer to 1, indicating near-linear scalability, compared to the
speedup ratio of 0.63 for both ZeRO-2 and ZeRO-3.

4.6 Model Convergence

In this section, we demonstrate the consistent convergence of PaRO compared to ZeRO, which
validates the correctness of our system. We used LLaMA-7B and C4 corpus in RedPajama to evaluate
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the convergence of PaRO with 16 GPUs. During training, we set the sequence length to 128, the
effective batch size to 1024, and the number of gradient accumulation steps to 8. The loss validation
process aims not to produce the same loss as ZeRO but to ensure identical convergence behaviours.
As shown in Figure 7, PaRO provides the same convergence as ZeRO. The vertical axis represents
the training step, but the duration per step varies with different strategies, affecting the training
throughput.

5 Conclusion

In this paper, we dive into the trade-off between memory consumption and communication costs across
various training scenarios in data parallelism training. Considering the performance gap between
intra- and inter-group networks, we introduce PaRO, a refined and flexible partition strategy set. It
contains the basic strategy, PaRO-DP, along with an effective collective communication topology,
PaRO-CC. In heterogeneous networks, PaRO’s advantages are more prominently highlighted due
to its effective adaption to the limited inter-group network, which outperforms the ZeRO-3 by up
to 266%. Furthermore, we conducted a comprehensive quantitative analysis of this trade-off and
established a guideline to assist in selecting the suitable distributed training strategy in different
scenarios.

6 Limitations and Societal Impacts

Limitations. Our method primarily focuses on data parallelism in training large language models.
To train extremely large models, it is recommended to integrate our PaRO strategy with other
parallelism techniques, such as tensor and pipeline parallelism, though this may reduce the ease of
use. Furthermore, performance improvements of our method are largely due to the efficient utilization
of heterogeneous networks, limiting its applicability in homogeneous networks.

Societal Impacts. By detailing our methodology and releasing our code, we aim to advance both
research and industrial practices in the field of large language model training. By improving training
efficiency, PaRO has the potential to reduce the environmental impact of training LLMs, which often
require dozens to thousands of GPU devices. Additionally, our PaRO strategy is the first optimized
distributed strategy for fine-tuning scenarios, especially PEFT scenarios. This enhances our social
impact by benefiting large companies and democratizing the training of LLMs using a limited number
of GPUs.
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A Appendix

A.1 Implementation of PaRO-DP

This section provides an overview of the implementation strategies within the PaRO-DP. It details the
partitioning of model states and elucidates the collective communications used during data-parallel
training. The following subsections evaluate partitioning effectiveness and proceed with in-depth
descriptions and pseudo-codes for each PaRO-DP strategy.

A.1.1 Effective Strategies of Partitioning

Table 1 presents all the combinations of model states partitioning Pp+g+os, with ticks indicating
those combinations that constitute effective solutions. The cross mark indicates the 13 strategies that
have been eliminated by the insight in Section 3.1.1.

Table 1: The 27 combinations of model states partitioning.

Strategy of Partition (Pp+g+os) Effective

NNN(DDP) ✓
NNI ✓
NNG(ZeRO-1) ✓
NIN ✗
NII ✓
NIG ✓
NGN ✗
NGI ✗
NGG(ZeRO-2) ✓
INN ✗
INI ✓
ING ✓
IIN ✗
III(MiCS) ✓

Strategy of Partition (Pp+g+os) Effective

IIG ✓
IGN ✗
IGI ✗
IGG ✓
GNN ✗
GNI ✗
GNG ✓
GIN ✗
GII ✗
GIG ✓
GGN ✗
GGI ✗
GGG(ZeRO-3) ✓

A.1.2 Collective Communication Used in PaRO-DP

We divide the data evenly into n (the number of all GPUs) blocks, and the blocks held by GPU with
different partitioning are shown as Table 2. There are some additional notations:

i: The index of the current group in all groups, 0 ≤ i < ng

j: The index of the current GPU in the group, 0 ≤ j < m

GPUi,j : The j-th GPU in the i-th group

blocks: The array with the length is n of all blocks

Table 2: The partitioned blocks of data held by GPU
Partitioning Strategy Data blocks held by GPUi,j

No partitioning (N ) blocks[0 : n]
Intra-group partitioning (I) blocks[j × ng : (j + 1)× ng]

Global partitioning (G) blocks[j × ng + i]

The following Table 3 introduces the collective communication operations used for synchronization
between blocks of different partitioning.
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Table 3: The Collective Communication used in PaRO-DP from the perspective of a single
GPU(GPUi0,j0 ). The values (N/I/G) of Inputs/Outputs blocks refer to Tabel 2.

Collective Communication Input
blocks

Output
blocks

Participation ranks
(GPUi,j) Description

global_all_gather G N
{0 ≤ i < g,
0 ≤ j < m} optimized by PaRO-CC

global_reduce_scatter N G
{0 ≤ i < g,
0 ≤ j < m} optimized by PaRO-CC

global_all_reduce N N
{0 ≤ i < g,
0 ≤ j < m} -

intra_group_all_gather I N {i = i0, 0 ≤ j < m} -
intra_group_reduce_scatter N I {i = i0, 0 ≤ j < m} -

inter_group_all_gather G I {0 ≤ i < g, j = j0}
all-gather with j0-th GPUs
from different groups.

inter_group_reduce_scatter I G {0 ≤ i < g, j = j0}
reduce-scatter with j0-th
GPUs from different
groups.

inter_group_all_reduce I I {0 ≤ i < g, j = j0}
all-reduce with j0-th GPUs
from different groups.

A.1.3 Pseudo-code of PaRO-DP

We illustrate the PaRO-DP algorithms in this section. Each algorithm corresponds to a specific
PaRO-DP strategy.

Algorithm 1: PIIG Algorithm
Input: model, data
Output: model

1 for mini-batch in epoch do
2 for micro-batch in mini-batch do
3 for layer in model.layers() do
4 intra_group_all_gather(layer.parameters);
5 layer.forward();
6 for layer in model.reverse_layers() do
7 intra_group_all_gather(layer.parameters);
8 layer.backward();
9 intra_group_reduce_scatter(layer.gradients);

10 layer.gradients.accumulate();

11 inter_group_reduce_scatter(model.gradients);
12 optimizer.step(); // Apply gradient
13 inter_group_all_gather(model.parameters);
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Algorithm 2: PIGG Algorithm
Input: model, data
Output: model

1 for mini-batch in epoch do
2 for micro-batch in mini-batch do
3 for layer in model.layers() do
4 intra_group_all_gather(layer.parameters);
5 layer.forward();
6 for layer in model.reverse_layers() do
7 intra_group_all_gather(layer.parameters);
8 layer.backward();
9 global_reduce_scatter(layer.gradients);

10 layer.gradients.accumulate();

11 optimizer.step(); // Apply gradient
12 inter_group_all_gather(model.parameters);

Algorithm 3: PNIG Algorithm
Input: model, data
Output: model

1 for mini-batch in epoch do
2 for micro-batch in mini-batch do
3 for layer in model.layers() do
4 layer.forward();
5 for layer in model.reverse_layers() do
6 layer.backward();
7 intra_group_reduce_scatter(layer.gradients);
8 layer.gradients.accumulate();

9 inter_group_reduce_scatter(model.gradients);
10 optimizer.step(); // Apply gradient
11 global_all_gather(model.parameters);

Algorithm 4: PNII Algorithm
Input: model, data
Output: model

1 for mini-batch in epoch do
2 for micro-batch in mini-batch do
3 for layer in model.layers() do
4 layer.forward();
5 for layer in model.reverse_layers() do
6 layer.backward();
7 intra_group_reduce_scatter(layer.gradients);
8 layer.gradients.accumulate();

9 inter_group_all_reduce(model.gradients);
10 optimizer.step(); // Apply gradient
11 intra_group_all_gather(model.parameters);
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Algorithm 5: PING Algorithm
Input: model, data
Output: model

1 for mini-batch in epoch do
2 for micro-batch in mini-batch do
3 for layer in model.layers() do
4 intra_group_all_gather(layer.parameters);
5 layer.forward();
6 for layer in model.reverse_layers() do
7 intra_group_all_gather(layer.parameters);
8 layer.backward();
9 layer.gradients.accumulate();

10 global_reduce_scatter(model.gradients);
11 optimizer.step(); // Apply gradient
12 inter_group_all_gather(model.parameters);

The implementations of other strategies of PaRO-DP can refer to the pseudo-code provided for the
above-mentioned strategies, with the differences being in the details of how partitions are handled,
which will not be reiterated here.

A.2 Detail of PaRO-CC

Algorithm 6 and Algorithm 7 are pseudocodes for PaRO-CC All-Gather and Reduce-Scatter. Similar
to traditional methods, in networks without NVIDIA SHARP configured, an all-reduce operation
consists of one Reduce-Scatter operation followed by one All-Gather operation.

Algorithm 6: PaRO-CC All-Gather Algorithm
Input: Number of groups ng; Number of gpus in each group m; Current

GPU index: i, j ranges from 0, 0 to ng − 1,m− 1
1 Function inter_group_part:
2 for s=0 to ng − 2 do
3 do in parallel
4 send block[(ng − s+ i) ∗m%ng + j] to GPU[(i+ 1)%ng, j];
5 receive block[(ng − s+ i− 1) ∗m%ng + j] from

GPU[(i− 1 + ng)%ng, j];
6 mark block[(ng − s+ i− 1) ∗m%ng + j] as ready;

7 Function intra_group_part:
8 do
9 select a ready data block or wait;

10 send the block to the next GPU in the inner ring;
11 receive the block from the previous CPU in the inner ring;
12 mark the received block as ready;
13 while not finished

14
15 split data into blocks as block[0..ng ∗m− 1];
16 mark block[i ∗m+ j] as ready;
17 do in parallel
18 inter_group_part;
19 intra_group_part;
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Algorithm 7: PaRO-CC Reduce-Scatter Algorithm
Input: Number of groups ng; Number of gpus in each group m; Current

GPU index: i, j ranges from 0, 0 to ng − 1,m− 1
1 perform reduce-scatter using inner ring;
2 perform reduce-scatter using outer ring;

A.3 Detail of the Guideline

In this section, we present a detailed explanation of the time of communication cost tcomm. calculation
formula, employing symbols that align with the definitions provided in the main text. And give an
example of the guideline based on the calculation formula.

A.3.1 Detail of the Calculation Formula

tcomm. = (tparam + tgradient) ∗ s+ tupdate

Table 4 and Table 5 show the calculation formula of tparam and tgradient for various partitioning
states.

Table 4: The calculation formula of tparam
Pp time Description

N 0
I 2 ∗Ψ/m ∗ (m− 1)/B′ intra-group all-gather parameters when forward and backward
G 2 ∗Ψ/n ∗ (n− 1)/B global all-gather parameters when forward and backward

Table 5: The calculation formula of tgradient
Pg time Description

N 0
I Ψ′/m ∗ (m− 1)/B′ intra-group reduce-scatter gradients when backward
G Ψ′/n ∗ (n− 1)/B global reduce-scatter gradients when backward

tupdate = tsyncg + tsyncp

The tupdate includes two parts: the time of synchronizing gradients (tsyncg , shown as Table 6)
required for the optimizer states step and the time of synchronizing model parameters (tsyncp , shown
as Table 7) after updated.

Table 6: The calculation formula of tsyncg
Pg Pos time Description

N N 2 ∗Ψ′/n ∗ (n− 1)/B global all-reduce gradients
N I Ψ′/n ∗ (n− 1)/B +Ψ′/m/g ∗ (g − 1)/B inter-group reduce-scatter and all-

reduce gradients
N G Ψ′/n ∗ (n− 1)/B global reduce-scatter gradients
I I 2 ∗Ψ′/m/g ∗ (g − 1)/B inter-group all-reduce gradients
I G Ψ′/m/g ∗ (g − 1)/B inter-group reduce-scatter gradients
- - 0 ohters

In light of our experimental configuration and environment, the salient parameters informing our
derived guidelines include: m = 32, n = 8, g = n/m = 4, s = 10, Ψ = 7 ∗ 1e9 or 65 ∗ 1e9,
B = 80 ∗ 1e9 (80Gbps), B′ = 2000 ∗ 1e9 (2000 Gbps), as determined through testing within our
experimental GPU cluster.
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Table 7: The calculation formula of tsyncp
Pp Pos time Description

N I Ψ′/m ∗ (m− 1)/B′ intra-group all-gather updated parameters
N G Ψ′/n ∗ (n− 1)/B global all-gather updated parameters
I G Ψ′/m/g ∗ (g − 1)/B inter-group all-gather updated parameters
- - 0 ohters

Table 8: The Metric (1/T ) of training throughput and GPU memory of LLaMA-7B. Ψ′ = Ψ and
Ψ′ = Ψ/16 mean the different ratios of trainable parameters to model parameters.

Ψ′ = Ψ Ψ′ = Ψ/16Strategy (p/g/os)
1/T Mem(GB) 1/T Mem(GB)

NII(PaRO) 1.151 24.447 17.827 13.752
NIG(PaRO) 0.489 17.113 7.716 13.293
NGG(ZeRO-2) 0.067 15.891 1.066 13.217
INI 0.386 24.447 0.841 3.056
ING(PaRO) 0.386 17.113 0.841 2.598
III(MiCS) 0.524 13.039 0.871 2.343
IIG(PaRO) 0.524 5.704 0.871 1.884
IGG(PaRO) 0.067 4.482 0.511 1.808
GNG 0.035 15.891 0.037 1.375
GIG 0.036 4.482 0.037 0.662
GGG(ZeRO-3) 0.024 3.26 0.036 0.586

Table 9: The Metric (1/T ) of training throughput and GPU memory of LLaMA-65B. Ψ′ = Ψ,
Ψ′ = Ψ/16, and PEFT(Ψ′ = 3Ψ/1000) mean the different ratios of trainable parameters to model
parameters. − means out of GPU memory.

Ψ′ = Ψ Ψ′ = Ψ/16 Ψ′ = 3Ψ/1000Strategy (p/g/os)
1/T Mem(GB) 1/T Mem(GB) 1/T Mem(GB)

NII - - - - - -
NIG(PaRO) - - - - - -
NGG(ZeRO-2) - - - - - -
INI - - 0.091 28.376 0.098 15.77
ING - - 0.091 24.12 0.098 15.565
III(MiCS) - - 0.094 21.755 0.098 15.452
IIG(PaRO) 0.057 52.969 0.094 17.499 0.098 15.247
IGG(PaRO) 0.007 41.618 0.055 16.789 0.095 15.213
GNG - - 0.004 12.769 0.004 4.215
GIG 0.004 41.618 0.004 6.148 0.004 3.897
GGG(ZeRO-3) 0.003 30.268 0.004 5.439 0.004 3.863

The outcomes of the guidelines are presented in Table 8 and Table 9. Strategies highlighted in red
indicate recommendations, distinguished by a higher throughput indicator 1/T .

A.4 Detail of Experiments

A.4.1 Communication Performance of the Experimental Cluster

Table 10 presents the measured inter- and intra-group GPU-to-GPU communication throughput in
the experimental environment.
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Table 10: The Throughput of GPU to GPU communication.
GPU to GPU Size (Bytes) Duration Throughput (Gbps)

intra-node 31.74 GB 131.128 ms 2079.138
inter-node 31.74 GB 3033.485 ms 89.875

A.4.2 Results of the Experiments

Tables 11, 12, and 13 summarize the experimental results from Section 4.3, showcasing model
configurations, throughput metrics, and GPU memory utilization for full-parameter, partial-parameter,
and PEFT training scenarios. These tables offer a clear and comprehensive evaluation of the
effectiveness of PaRO-DP.

Table 11: Configuration and Result of Experiments when full-parameters training (Ψ′ = Ψ).
Model
Size Strategy (p/g/os) Config Throughput Peak

Memory

7B

GGG(ZeRO-3) {"stage": 3} 1.93 37.13
IGG(PaRO) {"paro_strategy": "IGG"} 2.84 44.76
IIG(PaRO) {"paro_strategy": "IIG"} 4.40 46.04
III(MiCS) {"stage": 3, 4.41 49.20

"mics_partition_size": 8}
NGG(ZeRO-2) {"stage": 2} 2.79 52.58
NIG(PaRO) {"paro_strategy": "NIG"} 4.44 44.06
NII(PaRO) {"paro_strategy": "NII"} 4.65 51.98
ZeRO++ {"stage": 3, 2.43 39.76

"zero_hpz_partition_size": 8}
FSDP-hz HYBRID_SHARD_ZERO2 2.86 59.15

65B

GGG(ZeRO-3) {"stage": 3} 0.21 65.56
IGG(PaRO) {"paro_strategy": "IGG"} 0.29 76.12
IIG(PaRO) {"paro_strategy": "IIG"} 0.39 76.27
ZeRO++ {"stage": 3, 0.25 77.54

"zero_hpz_partition_size": 8}

Table 12: Configuration and Result of Experiments when partial-parameters training (Ψ′ = Ψ/16).
Model
Size Strategy (p/g/os) Config Throughput Peak

Memory

7B

GGG(ZeRO-3) {"stage": 3} 4.65 10.63
IGG(PaRO) {"paro_strategy": "IGG"} 9.41 11.97
IIG(PaRO) {"paro_strategy": "IIG"} 11.11 12.14
III(MiCS) {"stage": 3, 11.59 12.62

"mics_partition_size": 8}
NGG(ZeRO-2) {"stage": 2} 11.94 18.86
NIG(PaRO) {"paro_strategy": "NIG"} 13.79 20.10
NII(PaRO) {"paro_strategy": "NII"} 14.46 19.66
ZeRO++ {"stage": 3, 4.79 12.34

"zero_hpz_partition_size": 8}
FSDP-hz HYBRID_SHARD_ZERO2 12.50 21.23

65B

GGG(ZeRO-3) {"stage": 3} 0.59 20.48
III(MiCS) {"stage": 3, 2.15 44.23

"mics_partition_size": 8}
IIG(PaRO) {"paro_strategy": "IIG"} 2.16 39.48
ZeRO++ {"stage": 3, 0.60 34.72

"zero_hpz_partition_size": 8}
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Table 13: Configuration and Result of Experiments when PEFT (Ψ′ = 3Ψ/1000).
Model
Size Strategy (p/g/os) Config Throughput Peak

Memory

65B
GGG(ZeRO-3) {"stage": 3} 1.20 29.54
ING(PaRO) {"paro_strategy": "ING"} 1.73 47.71
ZeRO++ {"stage": 3, 1.28 44.68

"zero_hpz_partition_size": 8}

A.4.3 Maximum Throughput via Dynamic Effective Batch Size

In Section 4.3, we standardized experimental conditions with a micro_batch_size of 4 and 10
accumulation_steps, setting an effective_batch_size of 40 per GPU for a fair comparison. This section
presents the impact of dynamic effective batch size on training efficiency, specifically in the context of
full-parameter training scenario within the A100 cluster. As displayed in the Table 14, the throughput
of PaRO-NNI is 48.7% higher than that of ZeRO-1 using the same effective batch size. Additionally,
the PaRO-IIG strategy achieves a throughput of 0.62, surpassing the GGG strategy’s 0.47 by 32%, as
shown in Table 15. This demonstrates the significant effectiveness of the IIG strategy in this scenario,
which balances communication costs and memory usage, reducing inter-group communication and
consequently improving overall training throughput.

Table 14: Throughput Comparison of LLaMA-7B on 32 GPUs when full-parameters training (Ψ′ =
Ψ). The global batch size in one global step is fixed to 17280 or effective batch size per GPU is fixed
to 540. Note: MBS = micro_batch_size, AS = accumulation_steps, EBS = effective_batch_size

Strategy (p/g/os) Configuration (MBS, AS, EBS) of Single GPU
(180, 3, 540) (270, 2, 540) (540, 1, 540)

NNG (ZeRO-1) 5.908 OOM OOM
IIG 5.493 OOM OOM
NII 5.416 8.785 OOM

Table 15: Throughput Comparison of LLaMA-65B on 64 GPUs when full-parameters training
(Ψ′ = Ψ). Note: MBS = micro_batch_size, AS = accumulation_steps, EBS = effective_batch_size

Strategy (p/g/os) Configuration (MBS, AS, EBS) of Single GPU
(16, 10, 160) (20, 8, 160) (32, 5, 160) (40, 4, 160) (48, -, -)

IIG (PaRO) 0.62 0.57 OOM OOM OOM
GGG (ZeRO-3) 0.23 0.28 0.41 0.47 OOM

21

28211 https://doi.org/10.52202/079017-0884



NeurIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The abstract and introduction sections of the paper clearly state the research
objectives, methodologies, key findings, and conclusions, providing a coherent overview
of the core contributions of the work. Moreover, the paper complements these claims with
detailed experimental setups, results, and analyses that are consistent with the statements
made in the abstract and introduction, ensuring that the readers have a comprehensive
understanding of the work’s scope and contributions.

Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations

Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes]

Justification: Our method primarily focuses on data parallelism in training large language
models. The PaRO strategy can be combined with tensor or pipeline parallelism techniques
in the latest hybrid parallelism manner to train extremely large language models, albeit with
the sacrifice in ease of use. Furthermore, performance improvements of our method are
largely due to the efficient utilization of heterogeneous networks, limiting its applicability in
homogeneous networks.

Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.
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• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [NA]
Justification: Our paper focuses on the practical implementation and evaluation of a refined
sharding strategy for large language model training, taking into account the impact of
communication and machine resources on actual throughput. We provide a detailed guideline
for selecting optimal strategies in various scenarios based on empirical data and performance
metrics. Since the throughput results are inherently dependent on the specific environmental
factors and hardware configurations, the paper does not engage in theoretical analysis or
proofs for each throughput outcome.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: The paper fully discloses all the information necessary to reproduce the main
experimental results. Section 4 includes details on experimental setup, datasets, model
configurations, and hyperparameter selections, all of which are essential for understanding
the outcomes. Furthermore, Appendix A.4 provides specific configurations and results of
the experiments, which support the claims and conclusions made in the paper, ensuring that
other researchers can verify and replicate the findings.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.
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• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
Answer: [Yes]
Justification: The paper provides open access to the data and code, ensuring the reproducibil-
ity of the main experimental results. We specifically provide a GitHub link that contains
detailed information about the codebase used for the experiments, which is essential for other
researchers aiming to replicate the study. This level of transparency facilitates independent
verification and promotes good scientific practice within the research community.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: The paper meticulously details all aspects of the training and testing procedures.
Section 4 and Appendix A.4 offer comprehensive information that includes data partitioning
strategies, hyperparameter configurations, the types of optimizers used, and the rationale
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behind their selection. These details are indispensable for a thorough understanding of the
experimental results and allow for the replication and verification of the findings by other
researchers.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [No]
Justification: The paper does not report error bars or statistical significance measures because
the experiments primarily focus on throughput measurements, which are inherently stable
and consistent when averaged over a significant number of steps (e.g., every 100 steps).
Given the nature of the experiments conducted on a dedicated cluster, the results demonstrate
high reliability, reducing the necessity for further statistical analysis to confirm the stability
of the outcomes.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [Yes]
Justification: The paper provides a detailed account of the computational resources utilized
for each experiment. Section 4.1 meticulously describes the experimental environment
setup, including the hardware used (such as DGX nodes and Ampere A100 SXM4 80GB
GPUs), the interconnections between these components (via NVLink/NVSwitch and RoCE),
and the software environment (with versions of CUDA, DeepSpeed, PyTorch, and NCCL
specified). This level of detail equips readers with a clear understanding of the computational
requirements necessary to replicate the experimental results in a similar setup.
Guidelines:
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• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: The research presented in the paper strictly adheres to the NeurIPS Code of
Ethics, ensuring that all aspects of the work are conducted with integrity and responsibility.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [Yes]
Justification: Our paper aims to enhance research and industry practices in LLM training.
By improving training efficiency, PaRO can reduce the environmental footprint of LLMs,
which typically demand numerous GPUs. Furthermore, PaRO represents the first optimized
approach for fine-tuning, particularly in PEFT scenarios, thereby increasing our social
impact by aiding large companies and democratizing LLM training with fewer GPUs.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
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Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: The research does not involve the release of models or data that could be
potentially misused, as it is focused on theoretical contributions and experimental findings
within a controlled environment. There are no risks of misuse associated with the presented
work, and thus, no specific safeguards are required.
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [Yes]
Justification: The paper meticulously acknowledges and adheres to the licensing terms of all
existing assets utilized in the research, including datasets, code repositories, and models.
The authors have ensured that all assets are properly credited, and the terms of use are
explicitly stated and respected, which is in line with the best practices for academic integrity
and intellectual property rights.
Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [NA]
Justification: The paper does not introduce any new assets such as datasets, or models that
would require additional documentation or licensing information. The research is conducted
using established assets and does not generate new ones that need to be disseminated with
the paper.
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Guidelines:
• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: The research conducted for this paper did not involve any form of crowd-
sourcing or experimentation with human subjects. Therefore, there is no need to provide
instructions to participants, screenshots, or details regarding compensation, as the work is
based on computational experiments and analysis.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: Since the research presented in the paper does not involve any human subjects,
there was no requirement to obtain Institutional Review Board (IRB) approvals or conduct
an equivalent ethical review. The study is purely technical and does not engage with human
participants, thus falling outside the scope of IRB considerations.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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