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Abstract

In expand-and-sparsify (EaS) representation, a data point in S~ is first randomly
mapped to higher dimension R™, where m > d, followed by a sparsification
operation where the informative £ < m of the m coordinates are set to one and the
rest are set to zero. We propose two algorithms for non-parametric classification
using such EaS representation. For our first algorithm, we use winners-take-all
operation for the sparsification step and show that the proposed classifier admits
the form of a locally weighted average classifier and establish its consistency
via Stone’s Theorem. Further, assuming that the conditional probability function
P(y = 1]x) = n(z) is Holder continuous and for optimal choice of m, we show
that the convergence rate of this classifier is minimax-optimal. For our second
algorithm, we use empirical k-thresholding operation for the sparsification step,
and under the assumption that data lie on a low dimensional manifold of dimension
dy < d, we show that the convergence rate of this classifier depends only on dj
and is again minimax-optimal. Empirical evaluations performed on real-world
datasets corroborate our theoretical results.

1 Introduction

Given a training set x1,...,2x, of size n and a test point x sampled i.i.d. from a distribution
u over some sample space X C RY, the basic idea of non-parametric estimation (e.g., density
estimation, regression or classification) is to construct a function z — f,,(z) = f(z,21,...,2,)
that approximates the true function f (which could be a density/regression/classification function as
appropriate) as n — oo [Tsybakov| [2008]. For any = € X, f,,(z) typically depends on a small subset
of the training set lying within a small neighborhood of (thus close to) z. For example, in case of
k-nearest neighbor, f,,(z) depends on the & points from the training set that are closest to x; in case
of random forest, for each tree constituting the forest, f,,(z) depends on the points from the training
set that are routed to the same leaf node to which z is also routed to; in case of kernel methods, f,(x)
depends on the points from training set defined by an appropriate kernel. In this paper, we propose a
new non-parametric classification method where, for any 2 € S, the appropriate neighborhoods
are obtained using expand-and sparsify (EaS) representation of x.

On a high level, expand-and-sparsify representation is essentially a transformation from a low-
dimensional dense representation of sensory inputs to a much higher-dimensional, sparse represen-
tation. Such representation has been found, for instance, in the olfactory system of the fly (Wilson
[2013]]) and mouse (Stettler and Axel [2009]), the visual system of the cat (Olshausen and Field
[2004]), and the electrosensory system of the electric fish (Chacron et al.|[2011]]). For example, in
the olfactory system of Drosophila (Turner et al.|[2008]], Masse et al.|[2009], Wilson|[[2013]], Caron
et al.|[2013])), the primary sense receptors of the fly are the roughly 2,500 odor receptor neurons
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(also known as, ORNS), which can be clustered into 50 types, based on their odor responses, leading
to a dense, 50-dimensional sensory input vector. In fact, all ORNs of a given type converge on
a corresponding glomerulus in the antennal lobe; there are 50 of these in a topographically fixed
configuration. This information is then relayed via projection neurons to a collection of roughly
2000 Kenyon cells (KCs) in the mushroom body, with each KC receiving signal from roughly 5-10
glomeruli (Dasgupta and Tosh|[2020]. The pattern of connectivity between the glomeruli and Kenyon
cells appears random (Chacron et al|[2011]]). The output of the KCs is integrated by a single anterior
paired lateral (APL) neuron which then provides negative feedback causing all but the 5% highest-
firing KCs to be suppressed (Lin et al.| [2014]). The result is a random sparse high-dimensional
representation of the sensory input, that is the basis for subsequent learning. The primary motivation
of this paper is to study the benefit of this type of naturally occurring representation in the context of
supervised classification.

In our setting, the EaS representation is a mapping from the d-dimensional unit sphere S9!
to {0,1}™,m > d, where a data point x+ € S?! is first randomly mapped to higher di-
mension R"™ using a random projection matrix ©, and is followed by a sparsification opera-
tion, where the informative £k < m of the m coordinates of the resulting vector Ox € R™
are set to one and the rest of the coordinates are set to zero. Rows of © are typically
drawn independently from some distribution v over S¢~1 or R%. Let C;,j = 1,...,m, be
the set of all examples from the input space X C S% ! whose j** coordinate in respective
EaS representations are set to 1. We call C; the response region of 0; (the jth row of ©).
Note that for any = € X, there are k activated
response regions corresponding to the k£ non-
zero bits in the EaS representation of . These &
activated response regions serves as k neighbor-
hoods of x for our proposed non-parametric clas-
sifier, where, for any x € X and each activated
response region C;, we estimate Pr(y = 1|C;)
— expected value of y when z is restricted to C}
— and take their average to be the estimate of
Pr(y = 1|x). In a toy example, we visually
show the EaS representation and the activated
response regions C'; of a data point in Fig.
Comparing whether this conditional probability
estimate exceeds 1/2, we predict the class label
of y. In particular, we present two algorithms us-
ing different sparsification schemes and analyze
their theoretical properties.

Expansion via random
projection matrix

Sparsification

Figure 1: Top: A point x € R? (coordinate-wise
One may find similarity between our proposed values are different shades of gray) and its projec-
algorithm and a random forest classifier — for tjon y = ©x € R' (coordinate-wise values are
any r € X, k activated response regions different shades of red). The sparsification step
Cj,z € C}, may be interpreted as the leaf nodes ~ sets the largest 5 values of 4 to 1 (black squares)
(containing x) of k decision trees in a random  and the rest to zero. Bottom: Activated response
forest. However, unlike random forest, we can  regions Cj,x € Cj, (z is a red dot), are shown
not simply increase k (number of trees) with- using different colors. The points from the train-
out changing other hyper-parameters (such as ing set that intersects with these activated response

m) hoping to achieving better prediction perfor- regions are shown using black dots.
mance. Therefore, even-though the consistency property of random forest is studied under different

settings |Biau et al.|[2008]], Scornet et al.[[2015]],|Scornet|[2016]], Tang et al.| [2018]], those ideas can
not be applied for our theoretical analysis.

We summarize our contributions below:

* We present an interesting connection between non-parametric estimation and EaS represen-
tation, and propose two algorithms for non-parametric classification via EaS representation,
and present empirical evaluations on benchmark machine learning datasets.

* For our first algorithm (using k-WTA sparsification), we establish its universal consistency
and prove that it achieves minimax-optimal convergence rate that depends on dimension d.
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* When data lie on a low dimensional manifold having dimension dy < d, we present a second
algorithm (using empirical k-thresholding sparsification) and prove that its convergence rate
is minimax-optimal and depends only on dj.

The rest of the paper is organized as follows. We discuss related work in[2] We present our first
algorithm and its theoretical analysis including consistency and convergence rate in section[3} We
present our second algorithm and derive its convergence rate in section[d] We present our empirical
results in section[5]and conclude discussing limitations and future work in section [6]

2 Related work

Non-parametric estimation is an important branch of statistics with a rich history and classical
results. Interested readers may refer to [I'sybakov| [2008]], Gyorfi et al.| [2002], which provide
excellent treatment of this subject. Here we briefly review consistency and convergence rates of
well-known non-parametric methods such as, partitioning estimates (histograms), k-nearest neighbors,
kernel methods, and random forests. In the non-parametric literature, it is typical to estimate the
regression function n(x) = E(y|z) from data, and use the resulting estimate 7,, (using a sample
of size n) to construct plug-in decision function (classification rule). Under mild conditions, such
regression estimates and the resulting plug-in classification rules are consistent for histograms, k-
nearest neighbors, and kernel methods |Gyorfi et al.| [2002]], Devroye et al.| [1996]]. Under mild
conditions, different variations of random forest methods are also known to be consistent [Biau
et al.[[2008], [Scornet et al.| [2015]], Scornet| [2016], [Tang et al. [2018]]. Under the assumption that
the regression function 7(z) is Lipschitz continuous, the Lo error of the regression estimate of
histogram convergences at a rate O (n’l/ (d“)) (Theorem 4.3 |Gyorfi et al.|[2002]], the Lo error of

the regression estimate of the kernel method convergence at a rate O (n_l/ (d+2)) (Theorem 5.2
Gyorfi et al|[2002]), and the Lo error of the regression estimate of k-nearest neighbors method
convergences at a rate O (n’Z/ (d“)) (Theorem 6.2|Gyorfi et al.|[2002]). For random forest, Gao and
Zhou [2020)] established finite-sample rate O(n~'/(8¢+2)) on the convergence of pure random forests
for classification, which was be improved to be of O(n~1/(3:874+2)) by considering the midpoint
splitting mechanism. They introduced another variant of random forests, which follow Breiman’s
original random forests but with different mechanisms for splitting dimensions and positions, to get a

convergence rate O(n~/(@+2)(Inn)1/(@+2))  which reaches the minimax rate, except for a factor
(Inn)t/(d+2),

For EaS representation, when v is the uniform distribution over S~ and the sparsification scheme
is a k-winners-take-all (k-WTA) operation that sets the k largest entries of a vector in R™ to one the
rest to zero, [Dasgupta and Tosh| [2020]] proposed a function approximation scheme using such EaS
representation that can approximate any Lipschitz continuous function f : S~! — R in the L
norm, where the error decays exponentially slowly with d. Further, they showed when the data lie on
a low dimensional submanifold of S%~! having dimension dy < d, using a different sparsification
step, termed as k-thresholding, any Lipschiz continuous function defined on this manifold can be
approximated in the L., norm, where the error decays exponentially slowly with dy. A different
EaS representation, where the projection matrix is a sparse binary matrix and the sparsification
step is k-WTA, was proposed in Dasgupta et al.| [2017]] that effectively hash input data points and
such hashing has been shown to provide improved performance in accurately solving the similarity
search problems compared to the state-of-the-art locality sensitive hashing (LSH) based techniques
(Gionis et al.|[[1999],|Andoni and Indyk! [2008]], Datar et al. [2004]]). Such EaS representation has
also been used to summarize data in the form of a bloom filter, termed as fly bloom filter (FBF), and
has been successfully used in solving the novelty detection problems in Dasgupta et al.| [2018]] and
classification problem in|Sinha and Ram| [2021]],|Ram and Sinhal [2021], 2022].

While our work is inspired by the results of [Dasgupta and Tosh! [2020], there are key differences.
First, we explicitly expand upon and apply the idea of |Dasgupta and Tosh|[[2020] to the supervised
binary classification setting, and derive the rate at which the error probability of our proposed
classifier converges to that of the Bayes optimal classifier. In comparison, the main motivation of
Dasgupta and Tosh|[2020] was to prove the existence of a weight vector that results in arbitrarily
well function approximation in the unsupervised learning setting using EaS representation. Because
of this existential nature of their result, the effect of sample size was neither needed nor considered
in their result. Second, the k-thresholding sparsification scheme proposed in [Dasgupta and Tosh
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[2020] for function approximation result assumed that the coordinate-wise thresholds were known.
We make no such assumption and explicitly describe how to compute such thresholds from data—
resulting in realizable algorithm and derive convergence rate of our proposed classifier that takes care
of the uncertainly associated with random natures of these thresholds. Third, while Dasgupta and
Tosh| [[2020] only considers LipSchitz continuous functions, we consider that conditional probability
function n(z) = Pr(y = 1|z) to be Holder continuous (a broader function class), and prove that our
proposed classifier achieves minimax-optimal convergence rate — whether such optimal convergence
rate was achievable in the proposed setting was, unknown prior to our result.

Finally, we note that random Fourier features [Rahimi and Recht [2007] are generated using a
construction similar to EaS, however the choice of random directions there are chosen using a kernel
function that measures a notion of similarity in the input space. EasS representation can also be though
of an opposite process of compressed sensing Candes et al.| [2006], Donoho| [2006]], where the goal is
to recover a sparse vector given random projections to it, while random projection is used to generate
a sparse representation in case of EaS.

3 Algorithm 1

In this section we present our first algorithm and
analyze its statistical properties. For the rest of
our presentation, we use the following notations.
For any positive integer k& € N, we use [k] to
denote the set {1, ..., k}. For any vector v, we
use the notation v[i] to denote its 7* coordinate
value. We use S~ to denote the d-dimensional
unit sphere and B(x, ) to denote a closed ball
of radius r centered at z. We use I to denote indi-
cator variable such that for any boolean variable
A, I[A] is 1 if A is True, and O otherwise. We
consider the binary classification setting, where
the instance space is X C S?~! and the output

Algorithm 1 Training set D,, = {(z;,y:)}{~, C
S4=1 x {0,1}, Projection dimensionality m €
N, k£ <« m non-zeros in the EaS representation,
ra;ld?m seed R, and inference with test point z €
S
TrainEaSClassifier(D,,m,k, R)
Sample © with seed R
Initialize wli], ct[i] < 0, Vi € [m]
for (z,y) € S do
eas + hi(x)
wli] « wli] +y, Vi € [m] : easli] =1
ctli] < cti] +1, Vi € [m] : eas[i] =1

end .
: ; P class label is )V = {0,1}. Let u denotes the
;U[tl] ;g[l]/(:t[l]’ Vi € [m] measure on X and letn) : X — [0, 1], defined as
etu W n(xz) = Pr(y = 1|z), represents the conditional
end

probability distribution. Then, the joint probabil-
ity distribution on X x ) is completely defined
by p and 7. Let {(z;,y;)}71, be a training set
of size n sampled i.i.d.from p x 1. Due to space
limitation, proofs of all our results (organized
section wise) are deferred to the Appendix.

gl

nferEaSClassifier(z, ©,k, w)
eas <+ hi(x)
return I[(eas - w)/k > 3]

end

For € S9!, the Ea$S representation of z, that uses k-WTA sparsification step, is given by the
function hy: S471 — {0,1}™ defined as,

hi(z) =Ty (0z), (1)
where © is a m x d random projection matrix whose rows 61, ..., 6, are sampled i.i.d from the
uniform distribution over S~! and T';,: R™ — {0, 1}™ is the k-WTA function converting a vector in
R™ to one in {0, 1}™ by setting the largest k < m elements of Oz to 1 and the rest to zero. For any
jem]letC; ={x € X: hi(x)[j] = 1}. We note that the subsets (response regions) C1, ..., Cy,
does not form a partition since they can be overlapping. We summarize our first algorithm for
binary classification using h; in Alg. [I} During its learning/training phase, a vector w € [0, 1]™
summarizes the average y value over m response regions Cj,j € [m] using the training set. In
particular, w[j], j € [m] learned during the training phase is precisely given by

— Z?:l yillx; € Cj]
S T € G @

Using @)),for any « € X, we further define
. 1 R
@) =2 D> i 3)

jxely
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During the inference phase, for any test point z, Alg. [1] first computes (w - hy(x))/k, which is an
average of average y values over k response regions {C'; : h1(x)[j] = 1}, which can be interpreted
as an estimate of the conditional probability 7(z) and is precisely the quantity 7j(z) given in (3)). Alg.
then makes its prediction based on whether 7(x) is greater than or equal to 1/2. We can rewrite this
conditional probability estimate as follows.

. w - hi(x 1 . 1 zlle
i(z) = 714:1():% Z w[J]ZE Z Z i ly EC]]

jixeCy j:xeC; _] xzeCjy ’
“ (1 I[z; € Cj]
= ‘ Z
= =Y = Wi (2)y; @
i=1 kgzec Yin IZEC
Wi (T)

Using viewpoint @), Alg. [T|can be interpreted as a “plug-in" classifier Devroye et al|[1996] where
prediction is based on whether the estimated conditional probability 7 exceeds 1/2 or not. In
particular, classifier in Alg. can be represented as g : X — {0, 1} described as

1, ifj(r) > 1/2,
= 5
9(x) {07 otherwise. )
In comparison, the Bayes optimal classifier g, : X — {0, 1} is defined as
1, ifn(z)>1/2,
g () {0, otherwise. ©)
In equation the weights wy, ;(z) = wy i(z,z1,...,2,) € Rdepends on z4,...,z,. Next we

show that for sufficiently large n sum of these weights is 1. Therefore, 7 is simply a weighted average
estimator of 17 and is a non-parametric classifier[Devroye et al.|[[1996].

Lemma 3.1. For any x € X, suppose n is sufficiently large such that {x;,...,xz,} N C; # 0 for
each j satisfying x € C;. Then, > wy i(z) = 1.

Indeed, we show in Lemma [D.7] (in the Appendix), that for any = € X, whenever n — oo and
m*/n — 0asn — oo, [{z1,...,2,} NC;| = oo for all j such that z € C;.

3.1 Consistency of Algorithm 1

In this section we prove that Alg. [I]is universally consistent. We start with the definition
of consistent and universally consistent classification rule Devroye et al.| [1996]. Let D, =
{(z1,91), .-, ((xn,yn)} be a training set sampled i.i.d. from a certain distribution of (z,y) and
let g, : X — {0,1} be a classification rule learned using D,,. Then g, is consistent (or asymp-
totically Bayes-risk efficient) for a certain distribution of (x,y) if the expected error probability
EL, = Pr{g,(x,D,) # y} — L* as n — oo, where L* is the Bayes error probability. A sequence
of decision rules is called universally consistent, if it is consistent for any distribution of the pair
(z,y). It is well known that a general theorem by Stone [Stone| [[1977]] (presented below) provides a
recipe for establishing universal consistency of any classification rule of the form

gn(z) = {17 it ma(2) > 1/2,

0, otherwise.

@)

based on an estimate 7, () of the conditional probability 7)(x), satisfying 1, (z) = i, wyi(2)y;
where weights w,, ;(2) = wy, ;(z, 21, ..., x,) are non-negative and y .-, w,, ;(x) = 1.

Theorem 3.2. [Stone’s Theorem (Theorem 6.3 [Devroye et al.||1996|])] Assume that for any distribu-
tion of x, the weights satisfy the following three conditions:

(i) There is a constant c¢ such that, for every non-negative measurable function f sat-
isfying Ef(z) < oo, E(X il wni(z)f(z:) < CEf(zx). (i) For all a > 0,
limy, oo B (307 Wi (2) 110 —af>a}) = 0- (iii) limy oo B (max <ij<p wp i(x)) = 0.

Then g, is universally consistent.
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Since we have already established in the previous section that the classification rule given in Alg. [1]
admits the form given in (3)), in conjunction with () and Lemma3.1] we are ready to use Theorem
[3.2)to establish universal consistency of Alg. [T} We state our consistency result below.

Theorem 3.3. Let (k) and (m,,) be increasing functions of n and let (6,,) be a decreasing function
of n satisfying lim,,_, . 6, = 0. Then the classification rule using EaS representation (1)) given in
Alg. [l that admits the form given in (3) is universally consistent whenever the following conditions
loggiﬂ — 0asn — oo and, (iii) "=~ — 0 as n — oo.

n

hold:(i) £ — 0 as n — oo, (ii)

Once m and k are fixed, for any x € X, there are (T) possible subsets of k£ indices, from the m
possible indices in the EaS representation, that hy(z) can setto 1. Fori € {1,..., (")}, let o(i)

represents the set of k indices in the i*" subset and we let C¥ = {z € X : hy(2)[j] = 1, Vj € o (i)}
to denote the set of instances whose Ea$S representation precisely sets the indices in o(¢) to 1 and the
rest to zero. The following two results are crucial in proving our consistency results above, as well as
in deriving convergence rate in the next section.

Lemma 3.4. For any positive integers m, k, where k < m, the following relations hold.
i) Foranyi € {1,...,(")}, CF = Njeo;)Cj. i) {C’Zk}l(:kl) forms a partition of X. iii) For any
j € ml, Cj = Uy jeq)CF. iv) For any j € [m], u(C;) = Dijeo(i w(CF).

Lemma 3.5. Let d > 3 and pick any 0 < § < 1. There is an absolute constant cy > 0 such that the
following holds. With probability at least 1 — 6,

(k + co(dlogm + log(l/é)) 71
- :

max diam(C;) < 8
j€lm]

1

In particular, if k > co(dlogm + log(1/6)) then, max;e|y, diam(C;) < 8 (2£) 7T,

3.2 Convergence rate of Algorithm 1

While the consistency result established in the previous section provides the behavior of Alg. |1|in the
large sample limit, it does not provide the rate at which the excess Bayes risk converges to zero. In
this section we establish such finite sample convergence rate. From the plug-in classifier view point
of Alg. [T]given in (5) and the definition of Bayes optimal classifier in (6], it is easy to see that how
well the prediction of Algorithm|T]relates to the prediction of the Bayes optimal classifier will depend
on how well 7j(z) approximates 7(x).

Recall that for any x € X, point-wise error probability or risk of the Bayes optimal classifier is
defined as L*(z) = Pr(g*(z) # ylx) = min{n(z),1 — n(x)} [Devroye et al., [1996]. Taking
expectation over z, risk of the Bayes optimal classifier is L* = E (min{n(z),1 — n(x)}). Now, for
any plug-in classification rule g, (z) defined in (7)) that uses a conditional probability estimate 7,,
using training data D,,, the excess Bayes risk is given by the following well known result (Corollary
6.1 of Devroye et al.| [[1996].

Lemma 3.6 ([Devroye et al.l[1996]). The error probability of a classifier g, () defined in (7)) satisfies
the inequality: Pr (g, (x) # y|Dy) — L* < 2E, <|77(x) - nn(x)|‘Dn) .
Taking expectation over D,,, the above lemma immediately translates to

Pr(gn(z) #y) — L* < 2B, p,, (In(x) — nn(2)]) ®)
Therefore, in order to establish convergence rate of Alg. [T} following Lemma[3.6]and (8), we need

to bound expected value of |)(x) — n(x)|. Towards this end, we first extend 7 defined over points
x € X to over measurable sets A C X with u(A) > 0 as follows:

1
— /A nantdr)= s /A Pr(y=Lle)u(de)=Pr(y=1|r € A)=E(ylz € A) ©)

Thus, 7(.A) is the probability that y = 1 for a point « chosen at random from the distribution p
restricted to the set .4, or in other words, it is the expected value of y when z is restricted to the set A.
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With this definition, we introduce an intermediate quantity

_ 1 _
(@) =3 > (10)
jixeCj
where, 7; is defined as,
_ 1 /
M= e Cjn( Ju(dz) = n(Cj)

Using triangle inequality, this allows us to write: E, p, |(z) —n(x)| = E, p, |1(z) —7(x) +7(x) —
n(X)| < E. p,|7(z) — 7(z)| + Ez.p, |7(x) — n(x)|, and we show how to individually bound each
term on the right-hand side of this inequality next.

Remark 3.7. Note that, once m and k are fixed, our hypothesis space is the set of all linear models
on the k-sparse m dimensional binary vectors. The two terms on the right-hand side of the above
inequality correspond to estimation error (the error of our proposed classifier with respect to the best
hypothesis from the hypothesis space) and approximation error (the error difference between the best
hypothesis from the hypothesis space and the target classifier, i.e., Bayes optimal), respectively.

3.3 Bounding E, p, |7(z) — 7(z)]

Note that there is an inherent randomness in our proposed algorithm associated with the choice of ©.
In particular, the response regions C; are random quantities that depend on the choice of ©. In this
section, we fix © and conditioned on this, we bound E,, p, |7j(z) — 7j(x)|. This ensures that for any
d > 0, the same bound holds with probability at least 1 — § over the choice of ©.

Lemma 3.8. Fix any ©. Then we have, E, p, |1(x) — 7(z)| < /1%

Sketch of proof: From the definition of 7j(x) and 7(z) given in (@) and (I0) and applying

Jensen’s inequality, crux of the proof is to focus on the expected value of the random quantity
n 2

%Zj:mecj (% - n(Cj)) . Note that, for j € [m], >_""_; I[z; € C;] = nu,(C;) is the

number of the points from D,, that fall in C;, where p,,(C;) is the empirical probability estimate.

We bound the quantity of interest in Lemma [3.8|as a sum of two quantities corresponding to the

following two cases:

Case 1: when p,,(C;) = 0. Using the notation 0/0 = 0, the quantity of interest becomes
5 2jmec, (M (C)Ipn(Cy) = 0]). Utilizing the properties of the response regions established in
Lemma 3.4] we show in Lemmathat the expected value of the quantity of interest at most .

Case 2: when np,(C;) > 0. Here the quantity of interest becomes
n o — . €T . 2 ..

%Zj:mecj (Zi:l(yln::(cézgﬂ[ lec,]) I[np,(C;) > 0]. Conditioned on z, 1, ..., %,, we first

show in Lemma that expected value (w.r.t. yi,...,¥y,) of this quantity becomes at most

=3 jwec, (W) Next, conditioned on 1, ..., ,, and utilizing the properties of the

response regions established in Lemma[3.4] we show in Lemma [E.2] that expected value (w.r.t. x)
M(Cj)ﬂ[nu(vL(C;j)>0]
npn (Cj

of this quantity is at most >t (
(Lemma|E.4) we show that expected value (w.r.t. 21, ..., x,) of this quantity is at most 57"~

). Finally, using standard Binomial bound

34 Bounding E, p, [7(X) — n(z)]|

In order to bound the expected value of |7j(x) —n(x)|, we need to impose certain smoothness condition
on 7). We consider a general form of smoothness, known as Holder continuty for 7.

Definition 3.9. We say thatn : X — [0,1] is (L, 8) smooth if for all z, 2" € X, we have |n(z) —
(@) < Ljjz —2'||”.

Using Holder continuity assumption above, we first show the following:
Lemma 3.10. Suppose nis (L, 8) smooth. Then, sup,cs |n(z)—7(z)| < L-max;e(, (diam(C;))”.

We have already shown in Lemma [3.5/how to bound the diameters of C;. Combining these two
results we have
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Lemma 3.11. Let d > 3 and pick any 0 < 6 < 1. Assume 1 to be (L, [3) smooth. There is an
absolute constant co > 0 such that the following holds. If k > co(dlogm + log(1/9)) then with

probability at least 1 — 0, B, p, |7i(x) — n(z)| < 8L (Qk/m)d% i

Combining Lemma [3.8] [3.1T] and [3.6| we are present the main result of this section.

Theorem 3.12. Let D,, = {(x;,y;)}"y C X x {0, 1} be the training data and consider the EaS
representation given in (1). Let d > 3 and pick any 0 < § < 1. Assume 1 to be (L, 3) smooth. There
is an absolute constant ¢y > 0 such that the following holds. If k > co(dlogm + log(1/9)) then
with probability at least 1 — & over the random choice of ©,

(d—1)
Corollary 3.13. In Theorem set m = kn?28+@-1), Then, with probability at least 1 — 6, over
the choice of ©,

Pr(g(z) #y) — L* =0 (n—m> .
Remark 3.14. Since X C S?!, the effective dimension in our setting is d’ = (d — 1) and the

—__B Ly - .. .
convergence rate of Corollary |3.13|can be rewritten as O (n 26+d’ ) which is minimax-optimal for

plug-in classifiers under the assumption that 7 is (L, 3)-smooth [Audibert and Tsybakov, 2007]].

3.5 Inability to adapt to manifold structure

In Theorem [3.12] we derived the convergence rate of the classifier presented in Alg. [I|by bounding
E. p,|n(z) — n(x)|, which upper bounds the excess Bayes risk, from above and the resulting
convergence rate decays exponentially slowly with the dimension d. We now show that even if the
data lie on a low dimensional manifold having dimesnion dy < d, there exists a smooth 7 such that
the quantity E, p, [n(z) — fj(x)| decreases at a rate no faster than n~ 7. To prove claim, we assume
data to lie on the following one-dimensional manifold:

X = {(21,22,0,0,...,0) e R : 2?2 + 22 =1} (12)

We further assume that & = 5 = 1 which implies that 7 is L-Lipschitz from the definition of
(L, 5)-smoothness. Our lower bound result is as follows.

Theorem 3.15. For any d > 3, let input space X, be the one-dimensional sub-manifold of R? given
in (I12). Take k = 1 and 8 = 1. Suppose the random matrix © has rows chosen from a distribution
that is uniform over S®1. Then there exists a %—Lipschitzfunction n: X1 — [0,1] such that the
following holds with probability at least 1/2 over the choice of ©.

Ee.p, In(z) — i(z)] = Q (n——)

4 Algorithm 2

In this section we present an alternate EaS representation and an associated classification algorithm
that adapts to intrinsic dimension dy when data lie on a low dimensional manifold with dimension
dp < d. Here, we assume that the rows 0;,i € [m] of matrix © are sampled i.i.d. from a multivariate
Gaussian distribution N (0, 1/+/d1,), denote by v, where I is d x d identity matrix. This Ea$S repre-
sentation is denoted by hy : X — {0, 1}™, where for any point 2 € X, the j** coordinate of hy(z)
is set to 1, as given in (T4}, using a data dependent threshold 7,. In particular, given a training set of
sizeﬂ 2n sampled i.i.d.from (u,n), using the first half of it, namely, D], = {(z},91), ..., (z},y.)},
define 7,, : R — R to be:

1 n . k
T”(H)ZSUP{T:TL DIz >7)> } (13)

: m
1=1

Instead of representing the training set to be D2y, = { (x4, y:) 222 1, for notational convenience, we represent
its first half as D;, = {(z},v; }7—1 and the second half as D,, = {(z;,y:)}i=1. Dy, is only used to compute
empirical thresholds in (I3)) and therefore, we could use unlabeled data sampled i.i.d.from p for this purpose.
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ha(2)[j] = 1[0; - x = 7 (6;)] (14)
We call the sparsification scheme given in (T4)empirical-k-thresholding. For j € [m)], the j'" response
region C); is defined as:
C]ZO(GJ):{IGXQJIZTH(QJ)} (15)
Using the second half of the training data, namely D,, = {(z1,%1), ..., (Zn, Yn)}, average y values
over different C are estimated and summarized in vector w in the same way as in Alg. [I|/implying
that w[j] = 7);,Vj € [m], where 7); is given in (2). This completes the training phase of our proposed
algorithm summarized in Alg.

Algorithm 2 Training set D, — The inference phgse of Alg. [2is sli ghtly different
(@ y)Y0 1, Dy = (20, 9) 10, C X % {0,1}, from Alg. |1} While EaS representation using ho
i Ji) ) i=l it is not k-sparse anymore, we show that for large
enough sample size, with high probability, it is at
least k/2-sparse and at most 2k-sparse in expec-
- — ) tation (see Lemma[F.I]in Appendix [F). Let ¢ be
TrainEaSClassifier(D,, D;m,k,t, ) an integer passed as an argument to Alg. 2] For
Sample © with seed R _ any z € X, let O(z) = {; : x € C;} and we
Initialize w(i], ct[i] < 0, Vi € [m] define A;() to be the set containing the indices
for j € [m] do ) , J € [m], such that 6, is one of the ¢ closest points
| Compute 7, (6;) using (T3) and D, to = from ©(x). To make an inference for any
end r € X, Alg. ﬁrst computes (eads - w)/t and
for (z,y) € Dy, do makes it prediction based on whether this quan-
eas ha (I) ) ) tity is greater than 1/2. Clearly, (eas - w)/t is
w[z]  wli] ‘+ Y, Vi € [m] : eas M,: L the average of w[j] for j € A;(x) and therefore,
ctli] « ctli]+1,, Vi € [m] : easli] =1 ¢ conditional probability estimate /() of Alg.

Projection dimensionality m € N, integer k < m,
integer ¢, random seed R, and inference with test
point x € S4~1,

end
b ted as,
wli] + wli]/ct[d], Vi € [m] Blcan repreene
return O, w i(z) == E :ﬁj]l[j € A(a)] (16)
end t 7

InferEaSClassifier(z, ©,t, w)
eas <+ hj(x)
O, + {0; : ha(x)[i] =1}

Remark 4.1. Note that h; and hy are different in
a specific way. When the support of data does not
o cover the whole unit sphere and is concentrated
eas <-eas . possibly in a small region and m is large, many
eas|i] « O,~V i€ [m] % Au(z) of the m coordinates in EaS representation will
return [[(eas-w)/t > 5] never be activated (set to 1) for any data point
as the corresponding projection direction 6; may
not be one of the k closest ones to any data point.
Thus, many of the 6; will be unused. This prob-
lem is avoided in ho, where every 6; is used but the respective response region C'; may not be local
to the manifold. For this purpose we need to identify “good” projection directions. Later in Lemma
[B.4]we show that, for any ¢ > 0, with probability at least 1 — 2§ over the choice of © and D7, the
number of “good” projection directions ¢ is linear in k.

end

Due to space limitation, manifold assumptions and other important details of analysis of Alg. 2]are
presented in Appendix [Bland we present the main theoretical results below.

Theorem 4.2. Let D,, = {(z;, )}, U D), = {(«,y})}; C X x {0, 1} be the training data
where the data lies on a low dimensional manifold satisfying manifold assumption presented in
section[B.1|and suppose the EaS representation is given as in (14). Pick any 0 < 6 < 1. Assume 1) to

be (L, 8) smooth. If k > ¢/, In(m/d), where ¢}, is a constant that depend on d, then with probability

at least 1 — 26, )
2 2 do
Pr(g(z) #y) - L* <2 ( T aL <k> )

agkn cm

where o is a constant that depends on d.

d
Corollary 4.3. In Theorem setting m = kn T4 ensure that with probability at least 1 — 6,
Pr(g(z) #y) — L* = O (n~7m ).

Remark 4.4. The convergence rate of Corollary |4.3|depends only on dy and is minimax-optimal for
plug-in classifiers under the assumption that 7 is (L, 8)-smooth [[Audibert and Tsybakovl, 2007].
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Figure 2: Empirical evaluation of Alg. [I| k-NN (for £ = 1 and 10) and RF on eight datasets Here
expansion factor is m/d. An error bar in the form of a shaded graph is provided for Alg. |1jover 10
independent runs.

S Empirical evaluations

We investigate the effectiveness of our proposed method by evaluating it on eight benchmark datasets,
details of which are provided in appendix [A] We address the following questions:

1. Does performance our proposed classifier improve with increasing m as suggested by the theory?
2. How does our proposed classifier perform compared to other non-parametric classifiers?

For each dataset, we generate train and test set using scikit-learn’s train_test_split method
(80 : 20 split). We compare our proposed method against two non-parametric classifiers —
scikit-learn’s implementation of k-nearest neighbor classifier (k-NN) and random forest (RF).
For k-NN, we used two values of k: k = 1 and 10. For RF we use a grid search over the number
of estimators (trees) from the set {250, 500, 750, 1000} and perform a 3 fold cross validation to
choose the final model. We preset our experimental results in Fig. [2] where we plot test accuracy
of Alg. k-NN (for £ = 1 and 10) and RF by varying expansion factor, where we define
expansion factor to be m/d. As per Theorem [3.12] we set k to be dlogm. As can be seen
from Fig. [2 with increasing m test accuracy of Alg. |I[increases in all eight datasets and becomes
comparable to that of £-NN and RF for large m, thus corroborating our theoretical findings.

6 Conclusions, limitations and future work

In this paper, we present an interesting connection between non-parametric estimation and expansion-
and-sparsify representation. We presented two non-parametric classification algorithms using EaS
representation and proved that both algorithms yield minimax-optimal convergence rates. The
convergence rate of the first algorithm depends on the ambient dimension d, while the convergence
rate of the second algorithm, under manifold assumption, depends only on the intrinsic dimension
dy < d. In both algorithms, the projection directions are chosen in a data-independent manner.
One limitation of our current work is that, even though the second algorithm adapts to the manifold
structure, there is a large constant, possibly depending exponentially on d, involved in bounding the
excess Bayes risk, that is hidden under the Big Oh notation. In the future, we plan to investigate
various data-dependent projection direction choices for a sparse representation, that would adapt to
a manifold structure, and the constant involved in bounding of the excess Bayes risk from above,
would be independent of ambient dimension d.
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Dataset Name # Samples | # Features
mnist35 13454 20
fmnist24 11200 20
segment (v.2) 2310 19
wine (v.7) 2554 11
wind (v.2) 6574 14
puma8NH (v.2) 8192 8
cpu_small (v.3) 8192 12
twomoons 5000 2

Table 1: Dataset statistics

A Dataset details and computing environment

Details of the eight datasets used in our experiments are listed in Table[I] Among the eight datasets, the
twomoons is a synthetic dataset generated using make_moons method from sklearn. dataset?|with
noise parameter 0.2. All the remaining datasets are taken from the OpenML repositoryﬂ Vanschoren
et al.| [2013]]. Bothmnist and fmnist (fashion-mnist for short) are 10 class classification problem
with 784 features. We convert them to binary classification problems by using the label 3 and 5 for
the mnist dataset and label 2 (Pullover) and 4 (Coat)for fmnist dataset. For efficiency purpose,
the feature dimensions for both these datasets are reduced to 20 using principal component analysis
(PCA). For the remaining six datasets, the task is that of binary classification. For all eight datasets,
the features are normalized using StandardScaler option in scikit-learn and are made to be
unit norm.

We run our experiments on a laptop with Intel Xeon W-10855M Processor, 64GB memory and
NVDIA Quadro RTX 5000 Mobile GPU (with 16GB memory).

B Missing details of convergence rate of Algorithm 2 from section 4

In this section we present missing details of convergence rate analysis of Algorithm [2]from section
Proofs of various technical results presented in this section as well as the proof of Theorem[4.2]are
deferred to section

B.1 Manifold assumption

To analyze convergence rate of Algorithm 2] we proceed in the same was as in section [3.2] However,
to take advantage of the fact that data lie on a low-dimensional manifold in our analysis, we make
similar manifold assumptions as in [Dasgupta and Tosh| [2020]. The input space X" is a compact
do-dimensional Riemannian sub manifold M of R? contained in the unit sphere, thatis M C S d—1
M has nice boundaries and that the distribution on it p, is almost uniform: formally, there exists
constants c1, co, c3 > 0 such that for all z € M and for all » < ry (where ¢ is an absolute constant)

crr® < (B (z,7) < cor® (17)

Vol(By(z,7)) > card (18)
Here Bys(x,r) = B(x,r) N M.

To effectively analyze the data distribution supported on a manifold, we impose conditions on the
curvature by adopting the common requirement that M has a positive reach p > 0: that is, every point
in an open tubular neighborhood of M of of radius p has a unique nearest neighbor in M [Niyogi
et al., 2008]]. For each z € M, let N (x) denotes the (d — dy) dimensional subspace of normal vectors
to the tangent plane at z. For each z € M, the sets [',(z) = {z +ru € R? : w € N(z), ||u|| =
1,0 < r < p} are disjoint and let 7, be their union. Let mys : 7, — M be the projection map that
sends any point in 7,(z) to , its nearest neighbor in M.

*https:/scikit-learn.org/stable/
3https://www.openml.org/
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B.2 Bounding E, p_|i(z) — 7j(z)]

The response regions C;, j € [m] are now random quantities that depend on the choice of © as well
as D!, used to compute individual thresholds. The quantity 7j(x) given in (I6) depends on ¢. In this
section, we fix © and ¢ and conditioned on this, we bound E, p,, pr [7(x) — 7(z)|. Later in Lemma
we show that, for any § > 0, with probability at least 1 — 26 over the choice of © and D), ¢ is

linear in k.
Lemma B.1. Fix any © and t. Then the following holds.

m
E, () — Ale)| < 4 2.
D0, |1(x) —7(z)| < o

Sketch of proof: The proof strategy is similar to Lemma but requires careful analysis to
accommodate the facts that Cj, j € [m] depend on the choice of D, and 7 in (I6) has an indicator
function. Details are provided in Appendix [B]

B.3 Bounding E, p_|7(z) — n(z)|

Using identical proof strategy of Lemma[3.10] we have,

Lemma B.2. Under empirical k-thresholding scheme, if 1 is (L, ) smooth, then for all x €
CiU-- ,UC,

n(z) —n(z)| < L;g[a%(diam(cj))ﬁ

Unfortunately, unlike before, all C'; such that z € C; may not be local to x and thus average y values
in some of these C'j, may be very different from n(z). To address this, we call a § € R4 good if it
liesin I', /5. Good 6;’s are close to the manifold M and are guaranteed to be activated by a single
neighborhood of M. Thus, for large enough m, if the diameters of the C;’s corresponding to good
0;’s are made reasonable small then the average y values in such C;’s will be a reasonably close of
n(zx) for x € C;. First, for any good #;, we bound the diameter of C'; emphasizing that the response
region of a good ; is local.

Lemma B.3. Pick any good 0 € R?. Define A = |0 — war(0)|| to be the distance from 0 to its
projection on M. Let C(0) be the response region associated with 0 as defined in (13). Pick any
0 < 0 < 1. Then with probability at least 1 — §, over the choice of D), the following holds:

— 1/do o
By <7TM(0)7 \/2_1_72 (265m> > cCc@ cB (ﬂM(Q), \/E <0217];> >

1/d
In particular this implies, diam(C(0)) < 4 (c?iiz) ° provided (2k /(c;m))Y/% < min(p, ro) and

n satisfies n > G (log n + log (%)), where cy > 0 is a universal constant.

Next we show that each € M has number of good 6, linear in &k with high probability.

Lemma B.4. Pick01,...,0,, ~ v. There is a constant ¢, depending on d, for which the following
holds. Pick any 0 < § < 1. Set k > ¢;In(m/0). then with probability at least 1 — 26 over the choice
of 0;’s and D), for every x € M, there are agk/2 good 8;’s with x € C(8;) where ¢, and o are
constants that depend on dimension d.

Combining’| Lemma|[B.3|and [B.4} we have

Lemma B.5. Suppose the data distribution is supported on a dy-dimensional submanifold M of
R< with reach p > 0, that additionally satisfied (I7) and (I8). Suppose that the rows of © are
chosen from N (0, 1;). There is a constant cfi, depending on the dimension d, and cq > 0, universal
constant, for which the following holds. Pick any 0 < § < 1. Let k, m and n be chosen so that

“We note that Lemmaa modified version of Lemma 6 of Dasgupta and Tosh| [2020] to incorporate the
uncertainty associated with the data dependent threshold selection in (I3). Also, Lemma[B.4]is a modified
version of Lemma 7 of |Dasgupta and Tosh| [2020]] which incorporates threshold selection uncertainty and
additionally guaranteeing the number of good 6; to be linear in k.

https://doi.org/10.52202/079017-0933 29670



k > ¢, In(m/delta), (2k/(cim))/% < min(p,r9) and n > (com/k)(logn + log(m/d)). Then
with probability at least 1 — 2§ over the choice of © and D),

sup (o) ~ (o] < 4 ( 2 )

zeX crm

Combining everything leads to the main result presented in Theorem 4.2}

C Various proofs from section

C.1 Proof of Lemma[3.1]

Proof. Simply interchange the summation. That is,

n B x7€C 1 xlecj] _
;w"”(z)‘z P 2 z—xec R Z ([:1:€C]> !

i=1 gweC l

D Various proofs from section 3.1]

In this section we present various technical results that are needed to prove our main theorem
(Theorem 3.3). Due to space limitation proofs of some of these technical results are deferred to the
supplementary material.

D.1 Proof of Lemma 3.4

Proof. For part (i), note that if z € CF, then by definition, Vj € o (i), he x(x)[j] = 1 which implies
x € Cj. Therefore, C¥ C Nje,(;)Cj. On the other hand, if £ € Njey;)Cj then he i (2)[j] =
1Vj € o(i), which implies z € C¥. Therefore, Nje,(;)C; € CF.

For part (ii), take any ,j € [(')],i # j. then o(i) # o(j). Therefore, if 2 € CJ then z ¢ C.
Since = was arbitrary, Cl-k N C’]’-C = (). Now, for any = € X, since he.r(x) has exactly k bits activated

(set to 1), there must exist [ € [(’}')] such that z € CF. Therefore, U7(:’€1) Cck=x

For part (iii), take any = € C;. From the definition of C}, he i (x)[j] = 1 and therefore, z € C¥ for
any ¢ such that j € o(4). From part(ii) since such CFs are disjoint and = was arbitrary, the result
follows.

Finally, part (iv) follows immediately from part (ii) and (iii) since Cs are disjoint. O

D.2 proof of Lemma[3.5|

Proof. While general idea of this result appeared in Dasgupta and Tosh| [2020], we pro-
vide a simplified proof. Let v(r) = inf,cx v(B(z,r)). We first claim that if v(r) >
% (k +co (dlogm + log (%))) then for every j € [m], C; C B(6;,r). By definition, every
ball of radius r, centered at some = € X, has v-mass at least v(r). Thus, by Lemma with
probability at least 1 — J, every € X will have its nearest k §;’s within a distance r. Therefore, the
4" bit of the EaS representation given in (T)) will be activated by points 2 within distance r of 0;.
Therefore, diam(C;) < 2r forall j =1,...,m, where r satisfies

2 (k + co (dlogm +1og (3)))

v(B(x,r)) >
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By Lemma|D.2] we can take  to be the value
_ 3vd 2 (k+co (dlogm +1log (3))) Yy
BT m
2 (6 (k+co (dlogm+1og (2))) )
=5 - )

Therefore, we have

diam(C;) < 2r

< i 6\/E(l€+00 (dlogm+log (%))) 1/(d=1)
=3 -

< 8 ((k+00 (dlogm+1og ((15)))>1/(d1)

m

where, for the last inequality, we have used the fact that d'/(2(¢=1) < \/2 and for d > 3 it holds that
61/(d-1) < /G, O

Lemma D.1 ([Chaudhuri and Dasguptal 2010]). There is an absolute constant cy > 0 for which the
following holds. Pick any 0 < 0 < 1. Pick 01, ...,0,, independently at random from a distribution
on R%. Then with probability at least 1 — 8, any ball B in R? with

> 2 (ke (e st (1))

contains at least k of the 0;.

Lemma D.2 (Lemma 12 [Dasgupta and Tosh, 2020]). Suppose d > 3, r € (0,1), and v is the
uniform distribution over S4~1. Then for any x € S

1—r2/2) 702 > 1 (gjay@vrz a1,

v(B(xz,r)) = 5vd

I oa
—r
3vd (
D.3 Proof of Theorem 3.3

Proof. Since the weights w,, ; given in equation are non-negative, in order to satisfy condition (i) of
Stone’s theorem, we need to show that there exists a positive constant c such that for any non-negative
measurable function f satisfying Ef(z) < oo and for any n, E (3", wy, ;(z) f(z;)) < E(f(z)).
Using Lemma[D.3] we show that this condition is satisfied for ¢ = 1.

Concerning condition (ii) of Stone’s theorem, first define a, = an(kn, my,0,) =
k +c0(dlogm +log(i)) 1/(d_1)
8 ( - —— o , where cg is an absolute constant. Then lim,,_ o 0, = 0

and using condition (i) and (ii) of this theorem we also have lim, ,-, a, = 0. Now pick any
a > 0. We can always find a positive integer IV such that for n > N, we have a > a,, satisfying
Yo Wi () s~z >a} < Doty Wiin ()L ||z;—s||>a,} forall z € X. Replacing k,m,d and a
with k,,, d,, and a,, respectively in Lemma|[D.6] we have

(szn ||371_37||>a> <E<szn xz_$||>an]> < on

Taking limit yields, lim,, oo E (37| win(2)I[||z; — 2| > a]) = 0.

Concerning condition (iii) of Stone’s Theorem, note that

1 1
< - - =

Ien 1 1
- Ef= <E(— 19
(k z_: Nji(a, @)> <mm1§z’§k{N‘i(x,®)}> (19
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where, fori = 1, ..., k, we have used the notation j;(z, ©) to denote the k random coordinates of

he k() that are set to 1 and N j:(,0) to denote the number of points from z, ..., x, that fall in
Cj, (z,0)- Now from equation is it easy to see that lim,,_, o E (maxi<;<, wys(x)) = 0 since
using lemma ming <;<x{Nj,(z,0)} — 00 in probability, as n — oo. O

D.4 Technical results for satisfying condition (i) of Stone’s theorem (Theorem [3.2)

Lemma D.3. For any non-negative measurable function f : X — Ry satisfying Ef (z) < oo and
forany n, E(3 1 wyi(x) f(x1)) < E(f(x)), where the weights w,, ; are as given in ().

Proof.
- “ (1 I[x; € Cy]f(x;)
E i,n = E 7 n
(;w (@) f(z )) ; k eert) Yoy I € Gy

a 1
< Em 7 f(xl)/””(dxl)
k | jivec, M(Cj) C;
(3) L
= Pr(z € CF) | = f(@1)p(dzr)
i=1 K jeali) ;) Je,
= 7 _ Z1)plaxy
im1 k jeali) 1(C5) C;
e
=
=1 J
1 m . m
2% dmlsz/fﬂm (dxq)
]=1z]€c7(7,

1=
w\H
"\.‘
=
=
&
8
=

el ZZ(/ fn)n dx1>

Jj= 1 j€o (i) i jEo(i)
L) x)
= 2k [ Seuiar) =3 [ swain)

[ i

1=

/ flaDu(da:) = E(f(1)) £ E(f(x))

where, inequality a follows from Lemma[D.4] Equality b follows from the following observation. In

the line above inequality b, we are summing k x (') terms. Since k x (') = m x (7;_11) and any

J € [m] can appear in exactly ( o 1) different subsets of of size k, equality b is simply rearranging
the terms from the line above by changing the indices appropriately. Equality c follows from part (iv)
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of Lemma [3.4] Equality d follows from part (iii) of Lemma 3.4 Equality e follows from the following

observation. In the line above equality e, we are summing m X (71?—_11) terms since any j € [m] can

appear in exactly (7,:’__11 ) different subsets of of size k. Again noticing that m x (7;__11) =kx(})
and each () has k terms in it, we are simply rearranging the terms from the line above by changing
the indices appropriately. Finally, equality f follows from part (ii) of Lemma [E.4] and equality g

O

follows from the fact that z and x; are i.i.d.

) )fc p(dy).

n I[x; Cj T4
Lemma D4. E (Zi:l é;»jmjlfe(c_)]

Proof.

1‘160 ) B n wx
(ZZZ ! IZGC]‘ ) - ;E<Zz ) [1160}‘ )
(€ Gilf ()
i:zlE (1 + 2 1 i € O] ‘x)

1
I+ Zlnzg ]I[.Tl S CJ}

= nEzl (I{CblGCj}f(xl)sz,.‘.7iv-,L |:

II=

= n]E (I{11€Cj}f(x1)

)
1
14+ Zl’;z ]I[a:l S Cj}

=)

b 1
< )
= nEfEl (H{xlecj}f(xl)n‘u(cj)>

N u(le) /c fElday)

where, equality a follows from that fact, that if z; € C}, then the term in the parenthesis does
not change and if x; ¢ C}, then the term within the parenthesis is zero, and inequality b follows
from lemma since conditioned on z and 1, the random variable " , Itz ec;y is Binomially
distributed with parameters (n — 1) and p(C). O

Lemma D.5. (Binomial bound|Gyorfi et al.|[2002)]) Let the random variable B(n, p) be Binomially
distributed with parameters n and p. Then,

. <1 +Bl(n,p)) : (njl)p

D.5 Technical results for satisfying condition (ii) of Stone’s theorem (Theorem 3.2)

. - 1 /(d—1)
Lemma D.6. Pickany (0 < § < 1 andleta =8 ko (dlog +10g(5))> , where cqg > 0 is an

m

absolute constant defined in Lemma(3.3] Then,
(Z Wi (2)1]||2; — ]| > a]> <.

Proof. From Lemma we have that with probability at least 1—4, diam(C;) < aforalll < j < m.
Let us define the random variable:

z; € O]
A = Z( Z W)MH% — || > d]

i=1 jixeCy

and the event:
Ay = {Uj;xecjcj' C B(x,a)}
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Let .A§ denotes complement of the event A,. Then,

(Zwm I:vz—w||>a]> lZ( > %) {Ima,—m|>a}1

i=1 jixeCy

= E(Ai|Az) Pr(A2) + E (A1]A3) Pr (A3)
0-Pr(Ay)+1-6=10

where the inequality follows from the fact that maximum value of A; is 1 and conditioned on the
event Ay, value of A; is 0. O

A=

D.6 Technical results for satisfying condition (iii) of Stone’s theorem (Theorem

Lemma D.7. For any x ~ p, let j1(z,0),...,jx(z,0) € [m] be the k random coordinates
of he k() that are set to 1. Let Nji (2,0)s- - -» Nj(z,0) be the number of data points falling in
Cj(2,0)s - - +» Cjy (x,0) respectively. Then min{Nj, z o), .- -, Nj, (z,0)} — 00 in probability, when-

evern — oo and m* /n — 0 asn — oo.

Proof. For any random x € X, let Cf(r,@) be the random cell of the partition {C¥} 2(21) which sets
k random coordinates ji(z,©), ..., jik(z, ©) of he r(x) to one. Then, Cik(z’@) = N1 Cj,w.0)
Let N, (z,0) = >0, ]I{ziecff(m,e)} be the number of data points falling in the same cell as z. We
first we show that N,,(z, ©) — oo in probability. Let N7, N, ... N, () be the number of points of
T,T1,. .., a, falling in the () respective cells Cf, .. ., C’&ﬂ) Let S = {z,71,...,7,} denote the

set of positions of these n + 1 points. Since these points are independent and identically distributed,
fixing the set S (but not the order of the points) and O, the conditional probability that x falls in the
ith cell C¥ is N;/(n + 1). Then for any fixed integer ¢ > 0,

Pr(N,(z,0) <t) = E[Pr(Ny(z,0)<t|S,0)]
= E t—1 <(t—-1)—
L_Nz<tn+1 < ) —|—1_( )n
which converges to zero on our assumption on n. Since Cik(w ) C Cj(z,0 forl =1,... k, wehave
Np(z,0) < min{N;, z.0);-- -, Nj,(z,0)} and the statement of the Lemma follows. O
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E Various proofs from section [3.2]

For ease of exposition, we use the notation x[; ,, to denote x1, . .., Ty and yj1 ) to denote y1, . .., yn
for various proofs appearing in the section.

E.1 Proof of lemma[3.§

Proof. Fix any ©. This ensures that C, ..., C,, are fixed. Now,
E(7)(x) — 7(x))?
= ]Exaw[l,n]vy[l,n] [(ﬁ(JC) - 77(1'))2]
(

i r 2
1 .
= ]Ez[l n] Ez,y[l,n] (k (77] 77])) T[1,n]
jxeCy
a 1 R 9
< ]Ew[l,n] E%yu,n] % (TIJ - 77J) T[1,n)
i L jxeCy
1 S Y[z € O] 2
:]EJ, n Ew7 n 7 ( 7‘21 J _77(0)> T.n
v B | 2 NS Tmecy) 1) [
1 S yillz € O 2
=E E = ( =1 = —n(C)) ) |z
T(1,n] Z5Y[1,n)] ] J [1,n]
i _k jixeCy nun(C])
1 v yillz; e C 2
=B [Brypm |7 iz ill ) i n(C5) ) Lnun(Cy) > 0] + 772(01‘)]1[#71(0) = 0] T[1,n)
k iy (C;)
i L jixeCy
1 S (yi = n(C)las € Gy
=E E - ( =1 J 2 Inpa(C;) > 0]|z
Z(1,n] Z,Y[1,n] i n\~j [1,n]
L _k jix€C; TL,U,n(C]) 1]
1
—HEUC[LTL] ]E!E,y[l‘n] % Z nz(cj)ﬂ[ﬂn(cj) = 0} Z[1,n]
jxely 1]
’ 1 S (yi = n(C)las € Gy
<Eep [Beyun |7 Z ( =1 ” (é) L) Inpn(Cj) > 0]|@1
L he,k(z)[j]=1 A
1 i (i = (G € )\
=E E, |-E Z ( =1 . ) Tnpn(Cy) > 0]|x, 2 )
T(1,n] z Y[1,n] ; n\“j s L[1,n]
i k jixeCy TL[JJn(C])
c 1 I[nu, (C;) > 0] ' m
<-E E, | - Z A~ ) 4+
= T(1,n] z i (1,n]
4 | k jimce, np, (C5) kne
d m . )
< ZE, 1 Z (C)lnp,(Cy) > 0] + m
4 e g paet npn (C5) kne
1 & I[nun(C;) > 0] m
4k ;M(OJ) ] ( npn (Cj) * e
e 1 & 2u(C;) m m m m m m
S e et S L R L
~ 4k Z (n+1)u(C;)  kne 2k(n+1) + kne — 2kn + kne — kn
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where, inequality a is due to Jensen’s inequality. Inequality b follows from lemmal[E.3] Inequality
c follows from lemma [E.T| and inequality d follows from lemma Finally inequality e follow
from the observation that n/,, (C;) is Binomially distributed with parameters n and 1(C) and by an
application of lemmal|E.4] The result follows noting that by Jensen’s inequality E|7(z) — 7j(z)| <

E()(x) —n(x))?. O

Lemma E.1. Pick m x d projection matrix ©. Suppose the EaS representation uses (i) a
mapping © and (ii) k-winner-take-all sparsification. Let x be sampled from p and let D,, =
((x1,91),- -+, (Tn,yn)) is a random training set where x; is sampled from 1 and y; is distributed as
n(x;) for i € [n]. Then the following holds.

]Eyu,n] Z <Zi_1(yi ;Ziféi))ﬂ[xl < CJ]) H[nﬂ7z(cj) > 0]

L5 1] Si > <W>

jiweC; jiweC, nin(Cy)

Proof. Conditioned on x, only k of the m coordinates in the EaS representation of x are non-zero.
WLOG, for ease of exposition, assume these k non-zero coordinate to be j1,. .., jx € [m]. Then the
number of z; that falls in any such C,, where [ € [k], is nu,, (C},). The y; values corresponding to
these x; points (there are nu, (C;,) of them in total) are identically and independently distributed
with expectation

1
Blplos € Cy) = Prlys = Lo € Cy) =~z | Palys = 1fas = o)ulde)
:u’( Jl) j

1 /
= — | n(@)pldz) =n(Cy)
.u(Cjz Cj, 7
Therefore, we can write

Yitnl Z (ZH(% ;Zi%i))ﬂ[xl = Cj]) I, (C;) > 0]

Cy,

=

Ty Z[1,n]

jixeCy

RS By [ (s = n(Co)lai € C3)* Tingan(Cy) > Oy
B =1 (npn(Cj,))?
@ o [ 0 By [ = n(C3)) i € C)Tngaa(Cy,) > 0]J]
| (i (C) 2
b [ i (o) (= n(Co)) s € i JTinpn(Cy) > 0}]
= L (npn(Cy))?
¢ 1 (Tngn(Cy,) > 0]
= 4 Z ( nUvL(Cjz) )

l

1

where, equality a is due to the following observation. For any i,j € [m],i # j and z;,2; € C)
for some | € [m], y; and y; are identically and independently distributed with expectation n(C).
Therefore, the expectation of the cross product is simply:

By, [ = 0(C))(y; = n(CD] = By, [yiys —0(C)(yi +y;) +n(C1)?]
= EyEy; —0(C1)(Byi +Ey;) +n(C1)* =0
Equality b follows from variance computation. In particular for any Y;,4 € [m] with z; € C] for
some [ € [m], E [(y; —1(C1))?] = Ey; — 2n(C1)Ey; +n(C1)* = n(Cr) — 2n(Cr)* +n(C1)* =
n(Cy)(1 — n(Cy)). Finally, inequality ¢ follows from the fact that for any z € [0, 1], the maximum

value of z(1 — z) is 3.

It is easy to observe that the final result is equivalent to i Zj'xe c, (W) O
: 7(C;
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Lemma E.2. Pick m X d projection matrix ©. Suppose the EaS representation uses (i) a
mapping © and (ii) k-winner-take-all sparsification. Let x be sampled from p and let D,, =
((x1,91), -+, (Xn,yn)) is a random training set where x; is sampled from 1 and y; is distributed as
n(x;) fori € [n]. Then conditioned on x1, . .., xy, the following holds.

1 Lnpn (c;)>0} 1 . ]I{W (C5)>0}
E, |~ ”7 - -

jixeCy n'un(

Proof.

—~
=3
~—

g (L oy Tm©) =0 o

1 I[np,(C;) > 0]
Pr( By [ Z _LtPmA ) 7
i (C) r(z € CY) 2 Z

( jeati) nﬂn(cy)

@
Il
_

jxeCy

—~
=3
N>

1 w(Co[np, (Cy) > 0]
E: npn (C5)

1

.
Il

jEo(i)

[l

T =

j=lij€c

Hnﬂn > 0] k
2 2 m(Oh)
Jj=1 i:j€o (i)

nun
pu(C nun Cj) > 0}>
nfin (C;)

>y ( D)2 1)

ET‘\H

Ile

>

1

T =

(e
> (+

<.

where equality a follows from part (ii) of lemma since {CF} Z(:kl) forms a partition of X" and the
definition of ¢ in section[3.2] Equality b follows from the following observation. In the line above

inequality b, we are summing k X (72) terms. Since k x (Z‘) =m X (1: 1) and any j € [m] can

appear in exactly (7:__11) different subsets of of size k, equality b is simply rearranging the terms from
the line above by changing the indices appropriately. Equality ¢ follows from part (iv) of lemma

24 O

Lemma E.3. Pick m x d projection matrix ©. Suppose the EaS representation uses (i) a
mapping © and (ii) k-winner-take-all sparsification. Let x be sampled from p and let D, =
((x1,11), .-, (Tn,yn)) is a random training set where x; is sampled from 1 and y; is distributed as
n(x;) for i € [n). Then the following holds.

1
Ew[lﬁn] ]Ew,y[l)n] E Z UQ(CJ)H[:U%(CJ):O] T[1,n] <
jixeCy
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Proof.

1
Z[1,n] Z,Y[1,n) Z 772(Cj)H[Mn(C') = 0] L1,n]
j:X€el;
a 1
LBy |Be [ Y. 0P (CHIun(Ch) = 0]|21,n
L jixeCy
. (%) L
=Eup, [ D PreeCF) [ = 0 P (C)lua(Cy) = 0]
=1 j€o(i)
L)
=Eo |7 w(CE ) (Ci)Lpn (Cy) = 0]
| i=lieo)
¢ 1
Eay |1 2o (C)ln(C) =0 [ 3 u(ch)
| J=1 i:j€o(i)
1 m
=% ZWQ(OJ)H(CJ) [Eay,....z, Lpn (C5) = 0]]
j=1
1 & I "
=2 2 PCHUCHA = n(C)" = — > n*(Ci)npu(Cy)(1 = p(Cy))
j=1 j=1
1 m
< — D n(Cynu(Cy)e D)
nk
d 1 — e m
< = —np(Cy) « % —nu(C) |~ 7
~ nk ;n,u(C Je =k {np(Cj)e } ~ nke

where equality a follows from the fact that the quantity with the inner square bracket is unaffected

by the Y;s. Equality b follows from part (ii) of lemma since {Cf}z(:kl) forms a partition of X
and the definition of o in section 3.2} Equality ¢ follows from the following observation. In the

line above inequality ¢, we are summing k x (') terms. Since k x () = m x (ZZ__ll) and any

j € [m] can appear in exactly (7;__11 ) different subsets of of size k, equality c is simply rearranging
the terms from the line above by changing the indices appropriately. Inequality d follows from the
fact max; 7(C;) < 1. Finally inequality e follows from the fact that sup, ze ™ = 1. O

€

Lemma E.4. (Binomial bound|Gyorfi et al.| [|2002|]) Let the random variable B(n, p) be Binomially
distributed with parameters n and p. Then,

_ 2
(n+1p

E (B(i’p)H[B(n,p) > o]) <
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E.2 Proof of Lemma|3.10|

Proof. Take any z € X. Then

) — ()| = | JZ;ny—QQMW)n@USkﬁgém@%W
={%;%nmw—ma%LnWMMﬂ
:a;%ué%me—mw>ww
<if;;ﬁda)1;mw>—anm¢w

1 1 / B
< — — L(E—(L’ dLE
7k4_§ W0 Jo, [ 17 n(dz’)

—L-(diam(Cj))B x’ - max (diam(C;))?
T n | mae') < L max(iam(c,)

J

E.3 Proof of Theorem|3.15
Proof. Define n : X1 — [0, 1] to be a triangular function defined below: for 0 < 6 < 2,

6 3 <
n(cosd,sin6,0,0,...,0) = {”’_ 0 iiz ;Z

Clearly, n is 1-Lipschitz and for k = 1, j(z) = Z;n:l n(C)lizec,}- Therefore, using Theorem
with probability at least 1/2 over the choice of O,

1
o . m > o=
sup In(z) —n(z)| > cy @D logm

where /] is am absolute constant depending on d. Taking expectation, with probability at least 1/2
over the choice of ©, we have, Ex p, |7(X) — n(X)| > ¢} - m. Next, using Lemma
with k = 1yields, Ex p, [7(X) — 7(X)| < /2.
Using triangle inequality combining these results,

Ex p,[n(X)—=79(X)| = Exnp,[n(X)—-n(X)+n(X)—n(X)
> Ex,p,|n(X ) (X|*EXD 17(X) —n(X)]

V

Y

€ ml/(d Dlogm \ n (20)

Ignoring the log term we see that for large enough n, the first term on the right hand side of (20) will
dominate. In particular, for n = Q (mH%), we get Ex p [n(X) —7(X)| > Q (m*ﬁ). To

. . . . 1 1 N 1" 1
see this (ignoring the log term), if \ /™ < % . ——f— then Ex p, [n(X) —7(X)| > % - —7l-
Now,
1/
m_c 1 o4 e
n ~ 2 mi/d-1) = (d))?

https://doi.org/10.52202/079017-0933 29680



. . 2
In particular, setting n = @%)QmH -1, we have

d—1
Ex,p, n(X) = 0(X)| > Fm~wT = (d) .

O

Theorem E.S. [Theorem 4 of\Dasgupta and Tosh| [|2020)]] For any d > 3, let input space X be the
one-dimensional sub-manifold of R® given in (12). Take k = 1. Suppose that random matrix © has
rows chosen from the distribution v that is uniform over S%=1. For any 0 < X\ < 1, there exists a
A-Lipschitz function [ : X1 — R such that with probability at least 1/2 over the choice of ©, no
matter how the weights w1, . .., wy, are set, the resulting function f(x) = Z;nzl w;lzec,y has
approximation error at least

sup [F(@) ~ f@)] 2 ¢y A~

rEX] ml/ d—1) logm

where c; is some absolute constant depending on d.

F Various proofs from section [ and Appendix

F.1 LemmalF.1]and its proof

We first show that while EaS representation using hs is not k-sparse,for large enough sample size,
with high probability, it is at least k/2-sparse and at most 2k-sparse in expectation. .

Lemma F.1. Pick any § > 0. For k, m and n, satisfying n > <™ (logn + log (%)) where cg > 0
is a universal constant, with probability at least 1 — 6, over the random choice of training set D!, the
Jollowing holds for all j € [m].

(kf2m) < Pro,(6; -z > 7,(6;)) < (2K/m).

Proof. We start with a version of relative generalization error bound, originally due to Vapnik and
Chervonenkis, that appeared in|Chaudhuri and Dasguptal[2010].

Theorem F.2. (Theorem 15 of\(Chaudhuri and Dasgupta [2010]) Let G be a class of functions from X
to {0, 1} with VC dimension d < oo, and P a probability distribution on X. Let | be the expectation
with respect to IP. Suppose n points are drawn independently from P; let E,, denotes expectation with
respect to this sample. Then for any 6 > 0, with probability at least 1 — ¢ the following holds for all
geg:

— min (ﬁn\/ﬁ,ﬂﬁ—kﬂn—k\/@) <Eg —E,g < min (ﬁ2+ﬂn\/ET,Bn\/1E>g)

where B, = \/4(dlog(2n)+10g(8/5))_

n

Let 0; be the i*" row of the projection matrix © and let z° be the distribution of ; - x where x is
distribution according to p. Then, for any a € R,

Prop(0;-x>a) = p(0; -z > a).

Suppose x1, .. ., x;, are sampled independently at random from 4. For any interval A, = [a, 00), let
i 1 - /
H(Aa) =~ Zl 19; - 2’ > al.
j:

Consider the class of indicator functions over the intervals [a,00) for ¢ € R. This class has
VC dimension 1 and define 3? = % (log2n + 1og(87m)). Suppose u!, (A, ) satisfies the condition

/L%(Aa) > 4/B2~
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The bound 1 (A,) — pé,(As) < 8% + B/t (As) from Theoremyields,

. . _ . 1 . 1 ; 7T
H(A) < i (A) + 57 BV (A) < 1 (Aa) + 7 - (A) + 5 - ih(Aa) = £ - 1 (Ad)

Similarly, the bound — 3/, (As) < pt(Aq) — 1t (A,) from Theorem [F.2|yields,
1 1
Hi (A ) 2 /Ln -B \% Mn < :un 2 Ma(Aa) - 5 ' :un(A(l)

Combining these two bounds, we can can conclude that for all intervals A, satisfying pi (A,) > 432,
with probability at least 1 — % it holds that

S (A < (A < T (Ad),

Now if we only consider the intervals A, (,), then from ([3) it is clear that u;(ATn(gj)) < % + 1
This is because for any interval p? (-) can take (n + 1) possible values in steps of 1 v namely,
0, %, ..., 1. Therefore, from the definition of 7,,(¢;) in if Mﬁ(AT,L ) 7& £ then to
ensure that u;(ATn(g y) > -, its maximum value can be at most + Therefore the COl‘ldlthH
11, (Ar (0,)) > 457 implics,

ko1 16 8 16
— 4+ — — | log2n + log om :—(log2+logn+log8+log (E))
n 6 n 6

m n
= % + e (logn—i—log (F))

or in other words, £ > 93 4 16 (oo 4+ Jog (Z)). Noting that,
7

Hn\Brn®)) = 40 Ty = am T 1 63m = m

Y

4
Therefore, 1 £ > % (logn +log (4)) for some universal constant o > 0, then with probability at
least 1 — E’
k 2k
% S Prm,\/# (0j T Z 7_”(0]') S E
Taking union bound over 61, . .., 6, yields the desired results. O

F.2 Proof of Lemma

Proof. Pick any good 6, and let x = 7, (8) be its projection on M. Since X consists of unit vectors,
using Lemma [F.1| with probability at least 1 — J, the points that lie in C(6) are at least k/(2m)
fraction or at most 2k /m fraction of x’s (under distribution ) that have highest dot product with 6 or
equivalent to closest to 8. Thus, C(0) is the set of the form B(6, ') where radius / is so chosen that
k/(2m) < uw(B(0,r")) < 2k/m. However, it is not of the form B(x, r”)which causes complication.
In particular, two questions need to be answered: (i) if a point 2’ € M lies within distance r < p of
2, how far can it possibly be from 6, and conversely, (ii) if ' € M lies within distance r < p of 6,
how far can it possibly be from x? These two questions are answered in Lemma 6 of Dasgupta and
Tosh! [2020] showing that,

A
Bul(z,r) C B( A2y Pt ) Q1)
p
0.0 < B ([ L5 (077 - o) @
. . —_A k 1/do .
For the left-hand containment pick r = / ’;JF—A (2<:2m) . Further taking,
A
P = A2 + LTQ

p
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- ()

and using (I7) yields that (B (z, ") < k/(2m). Now using (1) and (22) we have, By (z,r) C
B (0,1") C Bpy(x,r"). Since u(Bas(x, ")) < k/(2m), this ensures By (z,r) C Bp(0,r") C
C(0).

1/d
Pick r = (5’;) ’ Using (7)), this ensures that y(B(x, 7)) > 2k/m. Further taking
g A2 =+ L + ATQ

P

1/d0
w_ [P e A2y [PEA 2k
= LR - an = 2 (2

and using 1) and @22)), we have, By (z,7) C B (0,7') C Bas(z,7”"). Since u(Bp(z, 7)) >
2k /m, this ensures that C'(§) C Bas(x,r’) which in turn is contained in By (x, ). Since for any
good 0, A < p/2, the result follows.

F.3 Proof of Lemma[B.4|

Proof. Let E be the event that bounds the diameter of the response region of any good 6, as specified
in Lemma[B3] with probability at least 1 — 4, over the random choice of the training set. We condition
on this event. For any x € M and r > 0, let

A(w,r) ={0 €T pyp: |mar(0) — x| <7}

Since % < 1/:_—2 for A < p/2, using Lemma and choosing large enough m satisfying
(2k/(cym))Y/ % < min(p, 7o), if we set

1/ k \Y%
.} (202m)
then,

1/ kY% “A R\
0 € A(x,r) = x € By (ﬂ'M(H), 3 (202m> ) =z € By <7TM(9)7 \/Z_’_T (202m>

which implies = = € C(6). It has been established that A(z, ) has non-negligible probability mass
under v.

Lemma F.3 (Lemma 14 of Dasgupta and Tosh|[2020]]). Suppose v is multivariate Gaussian N (0, I).
There is a constant cq, that depends on the dimension d, such that any x € M and 0 < r < 1y, we
have v(A(z,r)) > cqr.

Using (T7), M has a r1/2 cover M of size at most (2cy/c1)8%m/k. To see this pick points
Z1,...,2Tn € M that are at a distance 1 /2 from each other. The balls B(z1,r1/4) are disjoint and
each has pu(B(x;,71/4)) > c1(r1/4)% = (c1/(2¢2))(1/8%)k/m. Since total probability mass of
these [V balls is at most 1, this gives the bound on N.

Pick any & € M. Fori € [m), let U; be a binary random variable that takes value 1 if §; € A(&, 7 /2)
and 0 otherwise. Therefore,

1 wp. v(A(Z,71/2))
Ui= {0 w.p.l — v(A(Z,71/2))

Note that v(#,71/2) > cq(r1/2)% = (cq/(2c2))(1/4%)k/m = aqk/m, where we have set oy =
(ca/(2¢2))(1/4%). Let U = Y., U; be that number of ¢,’s that fall in A(%,7,/2) and EU =
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™ EU; > agk. Let E5 be the event that U > gk /2 and let ES be the complement event. Usin
i=1 2 p g
Chernoff bound, we have

Pr(E§|E)) = Pr (U < agk/2|Ey) < Pr(U < (1/2)EU|E;) < e EU/8 < gmavak/8

Bounding the right most quantity above to be at most §/ M, for k as specified in the lemma statement,
for suitable choice of c&, we conclude that F» holds (conditioned on E;) with probability at least
1 — 4. Therefore, with probability at least 1 — 24, both E; and E» hold, impying that for every

& € M, there are at least cigk /2 good 0;s in A(Z, 1 /2).

Now pick any arbitrary = € M. There is some & € M with ||z — &|| < /2. Moreover, for any
0, € A(z,71/2) = 0; € A(z,r1/2) = x € C(6;). O

F.4 Proof of Lemmal[B.1l

For ease of exposition, we use the notation z[; ) to denote x1, . .., x, and y[; ) to denote y1, . . ., Yn,
() todenote 2y, ..., 27, and y[;  to denote yj, . .., y;, for various proofs appearing in the section.

Note number of non-zero entries in the EaS representation given in (T4)) is variable and we use the
notation k(z) to denote the number of non-zero entries in ho ().
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Proof. Fix any ©. Then, conditioning on x’[l ] CDSUres that Cq, .. .,

Es.p,,.0;, (i(z) — 7i(2))?

C,, are fixed. Now,

= ]EI,I[ML],y[l,n],l’[l,n]:yfl,n] [(ﬁ(x) - ﬁ(x))2]
= ]E;c,ar[l,n]»y[l,n],th] [(ﬁ(x) - ﬁ(x))z]
=B [Boonns |(00) ~ 10 o102 |
r r 2
1 - ’
= ]Ex[l,n]wfhn] ]Ex,y[l,n] n Z (1 — L(1,n]> L[1,n]
jixeCy
b 1 . 2
> z[lmlvmfl,n] Em,y[lﬁn] ; Z (nj _nj) L(1,n) fl’”]
jreC
—E E E “yz 2i€Cl o\ ea ’
- 1[1,n]7xflyn] T5Y[1,n] ; mz c C] _77( j) [.7 € t(x)] x[l,n]7x[1_’n]
1 i Yilllz; E Cj] :
= Cb[l,n]7IE1 nl Em»y[l,n] E Z ( ! : 77(0])> ]I[] S At(x)] 55[1,71]7541,71]
, pera Ny, (C
- 2
Yo wl[ X € C .
1 1 o 0(€)) Tuna(c) > ol € o)
z Z n,un )
= 1[117L],:1:E17n] ]E:L’,y[l’n] z€C +7]2(CJ)H[‘LL7L(C ) = 0} [ € At(:c)}
L L x[l,n]axfl’n]
_ - B ) o
1 i1 Wi = n(C))z,ecyy .
= B ey, Ew,y[lm] " Z ( L " (C?) - ]I[nMn(Cj) > O]H[J S At($)] l‘[l,nbl‘h’n]
L L jxeCy Hn (L 1
1 .
+Em[1 n El,n] Z,Y[1,n] ? Z ng(Cj)H[Mn(Cj) = O]H[j € At(‘r)] x[l,n]7xh,n]
jix€eCy 4
: 1 iy (i = (Gl € G .
= T T, Em,yu,n] n Z ( = n (é«) s H[nﬂn(cj) > 0JI[j € Ay(w)] x[l,n]wril,n]
L jixel; Hnitj ]
m
tne
7—1 i — CI xT; € C; 2 .
1 eC npn(Cj) m
= / E, |-E Jwel; —
T[1,n]>T[1 n) Tl Yl tne
1:717[1,71]717{177;])
d 1 1 Inpn(C;) > O]I[j € Af] , m
SfEx R~ s | — LT(1,n]r L1 9 + —
47Tl T t j:%:@ nin (C5) > Zinl tne
clf 2m N\ . om __m . om _m  om _m
4 \tn+1) tne  2t(n+1)  kne ~ 2tn  tne — tn’

where equality a follows from the

fact that the quantity with the inner square bracket is unaffected by

the y;’s. Inequality b is due to Jensen’s inequality. Inequality ¢ follows from Lemma[F4] in equality d
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follows from Lemma|F.6]and inequality e follows from Lemmal[F.7] The result finally follows noting
that by Jensen’s inequality E|7j(z) — 77(z)| < VE(7(z) — 77(x))3. O

Lemma F4. Pick m x d projection matrix ©. Suppose the EaS representation uses (i) a
mapping © and (ii) empirical k-threshold sparsification. Let x© be sampled from p and let
D, = ((x1,y1),- -, (Tn,Yn)) is a random training set where x; is sampled from p and y; is
distributed as n(x;) for i € [n]. Similarly, D, = ((z1,v}),- .., (x),,y.,)) be another random train-
ing set independent of D,,, where x; is sampled from . and vy, is distributed as n(x}) for i € [n].
Then the following holds.

1 . m
Em[lvnhwfl,n] Ew,y[lm] ; Z 772(03)]1[,“71(03) = O]H[J € At<x)] x[l,nbxl[l}n] S %
jix€eC;
Proof. We start by taking the 1/t factor outside.
1 .
EEz[lm]’IEl,n] ]Ez-ry[l,n] ZC n2(C])H[NH(CJ) - 0]]1[] € At(x)] x[lvn]’ ‘ril,n]
Jixel;
1 .
= ety (Be | 3 Ol (C) = Ol € Aot afm
Jxel;
1 . :
= B e | S Prk(@) = KOE | Y (O (C)) = O € Au(@)]|[k(x) = K] | o101, 21
| /=0 LJ:weC; - -
L ™ Pr(b(z) = k)E 2(C)[npn (C;) = OI[j € Ay()]|k(z) = k' ’
L Bey et r(k() = K)Es | S n2(C)lnpa(Cy) = 01l € Au(@)]|k(@) = K] | |ei1m. 2]y
= | jweC; i .
c 1 = :
< SBopat, Pr(k(z) = K)E, | D Inua(Cy) = 0J1[j € Ag(@)] k() = ]| |10, 21
| k=1 | J:z€C;
d 1 m m
S Ea e | 0 Pr(h(@) = K) S w(C)lnpn(C5) = 0)|ep . 2y
[ k=1 j=1
e 1 m m m
< P |PrD) = 0) 3 (Gl O] + 3 Prli(a) =) Y- uC3)lnn(C5) = Ot
L Jj= '= Jj=
1 [ m m
= Byt | DO (Cy) = 0] (Z Pr(k(x) = k >> 210201
=1 k'=0
1 & 1 <
= ;Ex[l,nhl’h,n] ;M(Cj)ﬂ[nﬂ'n(cj) = 0] x[lv”]’xfl,n] - ;Ewh,n] Z;EI[L”] {M(Cj)ﬂ[n’u”(cj) =0] xl[lan]:|
j= j=
1 m 1 m
< Eu Z;M(Cj)(l —wCy)" | = —Eqy, | Z;nu(cj)(l — u(Cy)"
j= j=
1
<

nt 7l

i f 1
~w, Z N o—nu(Cy) me { . —nu(C')} me 112
nt}Ex[l,n] - 171/1(0])@ S IEwl,n] |:mjiX nM(C])e ! S ntEI[l.n]

=

where equality a follows from the fact that the quantity with the inner square bracket is unaf-
fected by the y;’s. Equality b follows from the fact that for k(z) = 0, number of non-zero
entries in the EaS of x using (T4) is zero and = ¢ C;,Vj. Therefore, we denote the quantity
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> jwec, n(C)np, (C;)]L[j € A7] = 0. Inequality ¢ follows from the fact that n(C;) < 1, V.
Inequality d follows from Lemma Inequality e follows since we are adding a non-negative
quantity. Finally, inequality f follows from the fact that sup, ze™* = 1. O

(&

Lemma F.5.

E, | D Inua(Cy) = 01 € Ay(x)]

jixelCy

k() = K| <37 p(C))nua(C5) = 0]
j=1

Proof. Conditioned on k(z) = k’, Ea$ representation given in (I4) has exactly k&’ non-zero entries.
Therefore, using Lemma [3.4]

E, | Y Inua(Cy) = 01 € Ay(x)]

jixely

k(z) =K

L3 Pr(zecl) S Tnpm(Cy) = 01 € Ai(x)

i=1 jio(i)

j=1 i:j€0 (%)
< T (C) =01 [ D0 w(CF) | =3 (@) (C;) = 0]
Jj=1 i:j€a(i) j=1

()

where equality a follows from part (ii) of lemma since {Cf' }E{ forms a partition of X’ and the
definition of o in section[3.2| with k = k’. Equality b follows from the following observation. In the
line above inequality b, we are summing &’ x (}7) terms. Since &’ x (}}) = m x ([2_]) and any

k-1
j € [m] can appear in exactly (Z,Lj) different subsets of of size k', equality b is simply rearranging

the terms from the line above by changing the indices appropriately. Equality ¢ follows from part (iv)
of lemma[3.4 O

Lemma F.6. Pick m x d projection matrix ©. Suppose the EaS representation uses (i) a
mapping © and (ii) empirical k-threshold sparsification. Let x be sampled from (i and let
D, = ((x1,y1)-- -, (Xn,Yn)) is a random training set where x; is sampled from 1 and y; is
distributed as n(x;) for i € [n]. Similarly, D), = ((z},v}),- .., (x},,y.,)) be another random train-
ing set independent of D,,, where x is sampled from p and y, is distributed as n(z}) for i € [n).
Then the following holds.

n L ) z; ] 2
Eypn | D <Ziz1(yl nZ((Cé)v))H[ GCJ]) Inpin(C;) > O] € Au(a)] |2 21,0
Jixely nAd
1 I[np, (C;) > 0|15 € A(z)]
= j:gfj ( nﬂn(cj) )

Proof. Conditioned on x and mfl n]’ only k(z) = k' of the m coordinates in the EaS representation

of x are non-zero. If k¥’ = 0 then the right hand side of the Lemma statement still holds with tghe
value being zero since each C; will be an empty set in that case. WLOG, for ease of exposition,
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assume that &' > 0 and these &’ non-zero coordinate to be ji, ..., jr € [m]. Then the number of x;
that falls in any such C},, where [ € [k'], is nu,, (C},). The y; values corresponding to these x; points
(there are nu,, (C;,) of them in total) are identically and independently distributed with expectation

1
E(yilzi € Cj,) = Pr(yi=1lz; € Cy) = 1(Cy) /le Pr(y; = 1|z; = x)p(dx)
= o [ @t =n(c)

Therefore, we can write

xax[l,n]axf17n]

Z <Z?—1(yi —n(C)][z; € C

1\? ' ‘

j:xeCy

o By {(Z?zl(yi —n(Ci)lzs € C3,])* Tnpa(Cy,) > O] € Ay(w)]

xax[l,n]axh7n]:|

(npn (Cj,))?

N
Il
_

=

SR, [<yi (Gl € CTngan(C) > OJIL: € Aca)
(nm (O 2

/
Z’,(Ei,mi]

=

N
Il
-

[20im1 0(C5) (4 = n(Cj))T[z; € Cj\lnpn (Cy,) > OJ[ € At(w)]]
(nin(C5,))?

<H[”un(cjl) > 0] € At(l’)]>
n,un(cjz)

[
=

~

1L

Ao
B~
Mw

=1

where, equality a is due to the following observation. For any ¢,j € [m],i # j and x;,2; € C)
for some | € [m], y; and y; are identically and independently distributed with expectation n(C).
Therefore, the expectation of the cross product is simply:

Ey..y; [(yi = n(C))(y; —n(C)] = By, [wiy; — n(C)(yi + ;) +n(C1)?]
Ey;Ey; — n(C1)(Ey; + Ey;) +n(Cy)* = 0.

Equality b follows from variance computation. In particular for any y;,¢ € [m] with z; € C; for
some [ € [m],

E [(yi — n(C))?] = By} —2n(Cy)By; +1(C1)* = n(Cr) —2n(C)* +n(Cr)* = n(Ci) (1 —n(Cy)).

Finally, inequality ¢ follows from the fact that for any z € [0, 1], the maximum value of z(1 — z) is 1.

It is easy to observe that the final result is equivalent to i Zj:xecj (H[nun(Cj)>0]H[J’eAt(z)] ) ]

MNpn (Cj )

Lemma F.7. Pick m x d projection matrix ©. Suppose the EaS representation uses (i) a
mapping © and (ii) empirical k-threshold sparsification. Let x be sampled from 1 and let
D, = ((x1,y1),---,(Tn,Yn)) is a random training set where x; is sampled from p and y; is
distributed as n(x;) for i € [n]. Similarly, D), = ((z},9}), ..., (x},,y,)) be another random train-
ing set independent of D,,, where x; is sampled from p and y; is distributed as n(z}) for i € [n].
Then the following holds.

Ly T (C;) > OJI[j € Ay ()] 2m

T T | | <
n4in (C) i

£ “tn+1)

T[] ) Ty

jxeCy
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Proof. We start by taking the 1/t factor outside.

1
-E
t

II=

A=

Ao

A=

’
T1,n]>T (1 pn

]

L7

m

j=1

xr

I[pn (C5) > OJI[j € Ay(z)] /
2 4 (C5) Fnl Fnl
j:xeCj n J
“ Inp,(C;) > 0]I[j € Ai(x
S Pr(k(z) = K)E, | Y 242 f; (]0[») ()] ’k(m) = k]| |21, 10
k'=0 _j:xGCj Hn J i i
“ Inp,(C;) > O]I[j € Ai(x
Pr(k(m) = ]{I/)]Ez Z [ ( ]31 (]C'[) t( )] ’k(l’) = k,] x[lﬂl]’xil,n]
k=1 _j:(L‘ECj Hn J i i
& " (C)npin(Cy) > 0]
> Pr(k(z) =)D (1] {1 0]
k=1 j=1 nun(CJ)
" w(C)HI [, (Cy) > 0] e w(C)Inu, (C;) =0
Pr(k(z) =0 + Pr(k(z) = k)
(ko) =003 T oy P Z e
(1,n]> L[1,n)
~ 1(C)[npn (C
Z n,u“n(c (Z Pr > I[l’n]’xl[lvn]
Jj=1
iu T (C) > O
=t npin(C;) ol Hn
AL RLI
n,un(Cj) [1.m]
_ 1 2m _ 2m
n+1 (n+Du(Cy) | ¢ “wm [(n+1)]  tn+1)

where equality a follows from the fact that for k() = 0, number of non-zero entries in the EaS of « us-

ing (T4) is zero and = ¢

C};,Vj. Therefore, we denote the quantity >

jixeC

Inpn (C;)>0JI[jEA ()] _
Nn (CJ) -

0. Inequality b follows from Lemma[F.8] Inequality ¢ follows since we are adding a non-negative
quantity. Finally, inequality d follows from the fact that nu,, (C;) is Binomially distributed with
parameters n and £1(C;) and by an application of lemma

O

Lemma F.8.

g | 3 HownCo) >

0I5 € At(x)]

n
jixeCy Hn

(Cy)

I[np, (C;) > 0]

/| 2

29689
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Proof. Conditioned on k(z) = k', EaS representation given in (T4) has exactly &’ non-zero entries.
Therefore, using Lemma 3.4}

Tiniea(C) > 01l € Al
Sp> T (ORL

e (e o) 5 Hnn(C) > 01 € Az
frrrleect) X TG

H(CE Tlngen (C) > 01T € Al
Z nun(Cj)

IR CF )T (Cy) > OJI[j € Ay(w)]
B Z n,un(cj)

T

= (C)) > 0]1]) € Ay(2)] )
- Tha(C)) 2, e

i:j€0 (i)

mHnan 0 -/ cm Canan 0
I DYRICRI DS

i:j€0 (i) j=1

where equality a follows from part (ii) of lemma since {C K }f;’l) forms a partition of X’ and the

definition of ¢ in sectionwith k = k'. Equality b follows flrom the following observation. In the
line above inequality b, we are summing &’ x (}7) terms. Since &’ x (}}) = m x (}2~]) and any

j € [m] can appear in exactly (ij) different subsets of of size k', equality b is simply rearranging

the terms from the line above by changing the indices appropriately. Equality ¢ follows from part (iv)
of lemma[3.4 O
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paper’s contributions and scope?

Answer: [Yes]
Justification: See section 3,4,5.
Guidelines:

e The answer NA means that the abstract and introduction do not include the claims
made in the paper.
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Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: See section 6.
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]

29691 https://doi.org/10.52202/079017-0933



Justification: See section 3,4 and Appendix B-F.

Guidelines:

The answer NA means that the paper does not include theoretical results.

All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

All assumptions should be clearly stated or referenced in the statement of any theorems.
The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: section 5, Appendix A.

Guidelines:

The answer NA means that the paper does not include experiments.
If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [Yes]
Justification: Data is available from OpenML repository.
Guidelines:

* The answer NA means that paper does not include experiments requiring code.
* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

¢ The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

 The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: Section 5.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

¢ The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]
Justification: Error bar provided in the form of shaded graph.
Guidelines:

» The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

* It should be clear whether the error bar is the standard deviation or the standard error
of the mean.
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It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CIL, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
8. Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: See Appendix A.
Guidelines:

» The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

 The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification:
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]
Justification:
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
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generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

 The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification:
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: Data used from OpenML repository. KNN and Random Forest models are run
from Scikit-learn. See section 5.

Guidelines:

» The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

¢ For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
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Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification:
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification:
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification:
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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