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Abstract

Diffusion models have recently advanced Combinatorial Optimization (CO) as
a powerful backbone for neural solvers. However, their iterative sampling process
requiring denoising across multiple noise levels incurs substantial overhead. We
propose to learn direct mappings from different noise levels to the optimal solution
for a given instance, facilitating high-quality generation with minimal shots. This
is achieved through an optimization consistency training protocol, which, for a
given instance, minimizes the difference among samples originating from varying
generative trajectories and time steps relative to the optimal solution. The proposed
model enables fast single-step solution generation while retaining the option of
multi-step sampling to trade for sampling quality, which offers a more effective
and efficient alternative backbone for neural solvers. In addition, within the
training-to-testing (T2T) framework, to bridge the gap between training on histor-
ical instances and solving new instances, we introduce a novel consistency-based
gradient search scheme during the test stage, enabling more effective exploration
of the solution space learned during training. It is achieved by updating the latent
solution probabilities under objective gradient guidance during the alternation of
noise injection and denoising steps. We refer to this model as Fast T2T. Extensive
experiments on two popular tasks, the Traveling Salesman Problem (TSP) and
Maximal Independent Set (MIS), demonstrate the superiority of Fast T2T regarding
both solution quality and efficiency, even outperforming LKH given limited time
budgets. Notably, Fast T2T with merely one-step generation and one-step gradient
search can mostly outperform the SOTA diffusion-based counterparts that require
hundreds of steps, while achieving tens of times speedup. The codes are publicly
available athttps://github. com/Thinklab-SJTU/Fast-T2T.

1 Introduction

Combinatorial Optimization (CO) problems, which involve optimizing discrete variables under
given objectives, are essential in computer science and operational research. Due to the inherent
computational difficulty, e.g. NP-hardness, solving efficiency poses significant challenges and
requires exhaustive human efforts to design solving heuristics. Recent progress in this domain has
shown promise in automatically learning heuristics with Machine Learning (ML) in a data-driven
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Figure 1: Optimization consistency models for CO solving where the model learns how to map from
varying levels of noise to the solution distribution, conditioned on the problem graph instance.

manner [[1} 2, 3 4, |5, 16, [7, [8], bringing practical advantages in both quality and speed, especially
when the instances are within a certain domain. In addition, learning can help quickly uncover new
heuristics for new problems or new instance distributions where experts are not there.

Learning-based solvers for CO typically employ neural networks to generate neural predictions
for solution construction or search guidance, aiming to minimize either the objective score [2} 14}
5, 16, 9] or the deviation from reference solutions [10} 3} |11} [12} [13]]. The problem-solving task
places significant demands on the testing performance of the model, while optimizing the average
performance across training data does not ensure optimal performance for every encountered test
instance. Thus, methods [[14} 1516, 8] have been proposed to perform tailored optimization on neural
predictions for every testing instance. In particular, generative modeling like diffusion has shown
promise in learning instance-conditioned quality solution distributions [7, |8]] with robust expressive
power to achieve state-of-the-art performance, which also provides more informative support for
further exploitation like gradient search in the solving stage, which was previously proposed as the
diffusion-based training-to-testing (T2T) framework [8]. However, a major drawback of the diffusion
backbone lies in its costly inference process, which necessitates tens or hundreds of denoising steps
to solve one problem instance. This limitation in inference speed is crucial since CO seeks to achieve
the highest solution quality within the shortest possible time, where both performance and efficiency
are pivotal metrics in this pursuit. Although the diffusion solvers [7 8] can exhibit superiority in
inference speed compared to certain traditional methods and prior learning-based solvers, there
remains substantial potential for speed enhancement, where bolstering this aspect could provide
fundamental support and several-fold speedup for neural solvers based on generative modeling.

To resolve this issue, drawing inspiration from the successful practice of consistency models [16] for
image generation, we propose the optimization consistency models to speed up the diffusion-based
T2T framework, dubbed as Fast T2T, specifically for optimization problem-solving. We follow [8] to
approach CO problems as conditional generation tasks, with the goal of modeling the distribution of
high-quality solutions specific to given problem instances. As illustrated in Fig. |1} Fast T2T builds
upon the methodology foundation of the discrete diffusion models [17, (18} [19] where a smooth
transition from random uniform noise to the high-quality solution distribution is established. Given
a problem instance, Fast T2T trains the conditional prediction consistency directly from varying
noise levels to the solution distribution centered on the optimal solution to enable fast one-step
solution distribution estimation. Meanwhile, to bridge the disparity between data-driven training and
problem-solving, Fast T2T incorporates a novel objective gradient search for every instance in the
testing phase based on the trained optimization consistency mappings.

Specifically, for the solving task, the model is expected to deliver the optimal solution output to the
best extent possible for a given input instance. Thus, we define the optimization consistency property
for the optimization scenario by conditional generation: conditoned on a given instance G, points
on all trajectories of all noising steps consistently map to the optimal solution of G. Compared to
the diffusion prediction of the data distribution from noising step ¢ to step ¢ — 1, the consistency
modeling enables generating solutions (X in Fig. [I)) from random noise vectors (x7 in Fig.[T)) by a
single step of model inference. This is achieved by an optimization consistency training protocol
that minimizes the difference among samples originating from varying trajectories and noising steps
relative to the optimal solution. The model retains the capability for multi-step sampling to trade for
sampling quality by alternating noise introduction on X to generate a less noisy point x; and solution
reconstruction to obtain a new xg. Additionally, we design a novel objective gradient-based search
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on top of the learned consistency mapping to further explore the learned solution distribution for
every test instance. We introduce instance-specific guidance from the objective to the learned solution
prior pg(x|G) and obtain the posterior py(x|y*, G) where y* represents the optimal objective score
given instance G, thereby directing the sampling process to the optimal x*. It specifically entails
minimizing the free energy corresponding to the posterior by updating the probability parameters
of intermediate noisy points through exponential gradient updates guided by the objective function
during the alternation of noise injection and denoising steps.

We show the efficacy of Fast T2T on two typical CO problems for edge-decision and node-decision
types respectively, i.e., Traveling Salesman Problem (TSP) and Maximum Independent Set (MIS).
We show that Fast T2T, even with a single-step initial solution generation and a single-step gradient
search, can mostly outperform the SOTA diffusion-based counterparts with hundreds of inference
steps. Meanwhile, due to its reduced step requirement, Fast T2T naturally demands significantly less
inference time to achieve comparable quality, with more steps for further enhancement.

The highlights of this paper include: 1) We introduce the optimization consistency condition
and establish Fast T2T based on the proposed optimization consistency models to facilitate fast
high-quality CO solving, which offers a highly effective and efficient backbone for learning-based
solvers. 2) To complement the learned prior and bridge the disparity between data-driven training and
the requirement of problem-solving, we introduce a novel gradient search with objective guidance
based on consistency mappings to conduct a tailored search for every test instance. 3) Extensive
experiments show that Fast T2T exhibits strong performance superiority over existing SOTA neural
solvers on benchmark datasets across various scales.

2 Related Work

Machine Learning for Combinatorial Optimization. Current learning-based CO solvers can be cat-
egorized into constructive approaches and improvement-based approaches. Constructive approaches
refer to autoregressive methods [20, 2, 4} 21} |5] that directly construct solutions by sequentially
determining decision variables until a complete solution is constructed, and non-autoregressive
methods [13, 112} 22116} [7, 23] that predict soft-constrained solutions in one shot and then perform post-
processing to achieve feasibility. Improvement-based solvers [24} 2526} 27, 28] learn to iteratively
refine a solution through local search operators toward minimizing the optimization objective.

Generative modeling for CO has recently shown promise with its potent representational capabilities
and informative distribution estimation. It models the problem-solving task as a conditional generation
task for learning solution distributions conditioned on given instances [21}, 129, (7,130,131} |8]. Drawing
from diffusion models, DIFUSCO [7]] has attained SOTA performance in solving TSP and MIS.
Nonetheless, it does not incorporate any instance-specific search paradigms to fully capitalize on the
estimated solution distribution. Addressing this limitation, the T2T framework [8] further introduces
an objective-guided gradient search process during solving to leverage the learned distribution.
However, every aspect of this system, including distribution learning and gradient search, hinges on
the diffusion model for step-by-step generation. This reliance renders the diffusion-based approaches
computationally inefficient and impedes further search computations to trade for solution quality.

Diffusion Models and Consistency Models. Diffusion models entail a dual process comprising noise
injection and learnable denoising, wherein neural networks predict the data distribution at each step
based on the data from the previous step. For Diffusion in continuous space 17,132,133} 134,135,136, 137]],
the solution trajectories can be modeled by Probability Flow ODE [38]]. Similar paradigms have
also been adopted for discrete data using binomial or multinomial/categorial noises [17, [18, [19].
On top of the foundation of diffusion models, consistency models [[16]] define the self-consistency
for every generation trajectory and introduce a consistency training paradigm for continuous data
to directly learn the mappings from noise to the data. Inspired by this paradigm, we define the
optimization consistency condition tailored for the optimization scenario, which requires consistency
across multiple trajectories and time steps with the optimal solution as the target in a conditional
context, thereby proposing the optimization consistency models as the solver embodiment. The
models are employed on the discrete multinomial data for the benefit of CO.
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3 Preliminaries and Problem Definition

Adopting the conventions established in [[39]/40] we define G as the collection of CO problem instances
represented by graphs G(V, E) € G, where V and E denote the nodes and edges respectively. CO
problems can be broadly classified into two types based on the solution composition: edge-decision
problems that involve determining the selection of edges and node-decision problems that determine
nodes. Let x € {0,1}"*2 denote the optimization variable, where each entry is represented by a
one-hot vector, i.e., each entry with (0, 1) indicates that it is included in x and (1, 0) indicates the
opposite. For edge-decision problems, N = n? and x; ; indicates whether E; ; is included in x. For
node-decision problems, N = n and x; indicates whether V; is included in x. The feasible set {2
consists of x satisfying specific constraints as feasible solutions. A CO problem on G aims to find a
feasible x that minimize the given objective function I(-; G) : {0, 1}V*% — R:

i I(x;G .t. e N 1
ein, (x;G) st x (h

TSP is defined on an undirected complete graph G = (V, E'), where V represents n cities and each
edge E; ; is assigned a non-negative weight w; ; representing the distance between cities ¢ and j. The
problem revolves around identifying a Hamiltonian cycle of minimum weight in G. For MIS, given
an undirected graph G = (V, F), an independent set is a subset of vertices S C V' such that no two
vertices in S are adjacent in G. MIS entails finding an independent set of maximum cardinality in G.

4 Training-Stage Optimization Consistency Modeling

4.1 Solution Encoding and Noising Process

Using the notations in Sec. |3} we represent the solutions of CO problems as x € {0, 1}"V*2 with
x € ). The distribution of x is represented by N Bernoulli distributions indicating whether each entry
should be selected, i.e., p(x) € [0, 1]V*2. The objective of utilizing generative modeling for problem-
solving is to capture the distribution of high-quality solutions conditioned on a given instance G,
denoted as pg(x|G). The neural models try to establish transition trajectories from random uniform
noise to high-quality soft-constrained solutions, i.e., x € {0, 1}*V*2, These soft-constrained solutions
are directly sampled from the estimated Bernoulli distributions where feasibility constraints can be
broadly captured through learning and eventually hard-guaranteed by post-processing.

To establish the transition trajectories of data, we follow the discrete diffusion modeling [[7} 18] to
define the noising process, which takes the initial solution x( sampled from the distribution ¢(x¢|G)
and progressively introduces noise to generate a sequence of latent variables x1.7 = x1, X2, -+ , X7.
Specifically, the noising process is formulated as g(x1.7|xo) = Hthl q(x¢|x¢—1), which is achieved
by multiplying x; € {0, 1}V*2 at step ¢ with a forward transition probability matrix Q; € [0, 1]2*2
which indicates the transforming probability of decision state. Weset Q; = | | & 3 1 25 ERNIE
- Mt t
where f; € [0, 1] such that the transition matrix is doubly stochastic with strictly positive entries,
ensuring that the stationary distribution is uniform which is an unbiased prior for sampling. The
noising process for each step and the ¢-step marginal are formulated as:

q(x¢|x¢—1) = Cat(xy;p =x-1Q¢) and q(x¢[x0) = Cat(x¢; p = %0Q;) )

where Cat(x; p) is a categorical distribution over N one-hot variables and Q, = Q; Qs - - - Q;.

4.2 Optimization Consistency Training Scheme

Unlike the diffusion models modeling py(x;—1|x¢, G), we aim to directly map random noise to data by
po(xo|x¢t, G) in an optimization context. In continuous-time diffusion models defined on (e, T'] [38]],
consistency models [16] defines the self-consistency property as points on the same trajectory
map to the same initial point, and optimize the learned consistency function fy(-, ) to satisfy the
requirement by: 1) boundary condition: fp(x.,€) = x.; 2) self-consistency property: fp outputs
consistent estimation for arbitrary pairs of (x¢, t) that belong to the same trajectory, i.e., fo(x¢,t) =
fo(xe, '),V t,t' € [e,T]. The joint effect of these two constraints serves as the necessary and
sufficient condition to achieve a reliable data prediction from noise step 7" to data, i.e., fo(x7,T) —
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Figure 2: Vannila consistency models are trained to map points on any trajectory to its origin.
Optimization consistency enforces that all trajectories conditioned on G consistently map to the same
initial point, i.e., the optimal solution of G.

X.. In the optimization scenario of mapping instance G to approximate its optimal solution x*, the
generation process is conditioned on the problem instance G with a reference optimal solution x*
serving as the commonly targeted initial point for all the conditional trajectories. Based on the discrete
diffusion process with an explicit sampling process [18, 7, 8], we use the consistency function to
estimate the optimal solution distribution as a point estimate §(x — x*) where J(-) represents Dirac
delta. Below defines optimization consistency for the conditional context of problem-solving.

Definition 4.1 (Optimization Consistency). Given a solution trajectory {X; };c[o,7], we define the
consistency function as f : (x,t, G) — d(x — x*), which maintains the optimization consistency
property: conditioned on instance G, all points along any trajectory map to its optimal solution, i.e.,
fo(xi,t,G) = fo (xg,7 ", G) = 6(x — x*) for distinct trajectories 7 and j at distinct steps ¢ and ¢'.

As illustrated in Fig.[2] the goal of the consistency model fy in the optimization context, is to estimate
the consistency function from data by learning to enforce optimization consistency. To achieve such
consistency in the context of optimization to learn f : G — x*, given its nature as a conditional gener-
ation and the aim for an explicit optimal solution x*, we can seamlessly integrate x* into the objective
function for smooth training. Instead of optimizing the expectation of the variation of the consistency
mappings over two noise points x and x’, i.e., Lcm(0) = E[d(fg (x,t,G), fo (X',t',Q) )} , we
introduce x* to optimize the upper bound of Ly through triangle inequality of distance measures as

£OptCM(9) = E[d(f@(X,t,G),(S(X — X*)) + d(f.g(X/,t/7G),§(X — X*))] Z £CM(9) (3)

Here d(+, -) is a distance metric function. In this case, the boundary conditions become less significant,
since we have already dispersed the information of x* across all noise time steps. Therefore, we
can directly utilize the neural network 6 to estimate the consistency function fy(-, -, -). In addition,
all learned trajectories are expected to map to the optimal solution x* given the instance G, and
the estimated solution distribution is expected to center on x*. This calls for the requirement of
consistency extending across all trajectories, rather than being confined within a single trajectory.

Definition 4.2. The optimization consistency loss for conditional problem-solving is defined as:
£8tem(®) =B [A(t) (d (folxi, tn, G)6(x = %)) +d (fod, st @), 8(x = x) )| )

where the expectation is taken with respect to G ~ pg, n ~ U[1, Ny — 1], x| ~ Cat(x,;p =
x*Q,, ), and x; ., ~Cat(xy, ;P = X*Qthrl ). Here U[1, N; — 1] denotes the uniform distribution
over {1,2,--- ,N — 1}, A\(-) € R* is a positive weighting function.

Since the model outputs N Bernoulli distributions as the distribution of xg, we adopt the binary cross
entropy to measure the distance between the estimation pg(x) and §(x — x*). We set A(t,) = 1

and discover a decent empirical performance. xin and xinﬁ are identically and independently
sampled from different noising trajectories, in comparison to x; ~ Cat(xy,;p = x*Q, ), Xi ™
Cat(xt,,,;P = Xt,Qt,+1---Qt,,,) where x; and xj _ are from the same trajectory. Since
very close t,, and t,,; would make Eq.[.2] very easy to learn, we reschedule the time horizon into
N; — 1 sub-intervals t; =1 <ty < --- < tn, = T through the cosine denoising schedular such that
t; = |cos (%) - T| following DDIM [34]. This training procedure enforces the model to learn
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conditional consistency across different noise steps to consistently map to the optimal solution x* of
the given condition GG. Note that although we enforce the noise to map to the Dirac delta on x*, the
generative modeling process with a single sample per instance condition during training still enables
the model to estimate a solution distribution (centering around the optimal solution) to enjoy diversity
to enhance performance via parallel sampling, as evidenced by the experiments in Table. 2]

Specifically for implementation, the network 6 is embodied as an anisotropic graph neural network
with edge gating mechanisms [3]], and instance G serves as a part of the conditional input as the node
or edge features. For TSP, the 2D coordinates of the vertices serve as the instance condition, and the
input edge features are from the embeddings of entries in x; integrated with the embedding of the
input time step ¢. For MIS, the edges E serve as the instance condition and the node embeddings are
from x; to collectively form the input. After the GNN iterations, the features of the decision variables
(edges for TSP and nodes for MIS) are projected to 2-D outputs pg(xo|x:, G) € [0, 1]V *2 featuring
N Bernoulli distributions for IV entries in X via a linear layer followed by a Softmax layer.

S Testing-Stage Problem Solving via Consistency-Based Gradient Search

The solving involves obtaining the initial solution from the raw consistency sampling process and a
consistency-based gradient search process with objective feedback for iterative solution improvement.

5.1 Consistency Sampling for Initial Solutions

With a well-trained fy(-, -, -), we generate solutions
for a given instance G by sampling x7 from the
uniform distribution and then evaluate it for xg ~

Algorithm 1 Multistep Consistency Sampling

Input: Consistency model fy(-, -, ), graph

po(x0) = fo(xr,T, Q). This process requires only
one forward pass through the consistency model, re-
sulting in sampling in a single step. Solution sam-
pling with multiple steps of inferences can also be
accomplished via alternating denoising and noise
injection, allowing trading runtime for improved
solving quality. Given a sequence of time points
Ty > Tg > -+ > TN, _1, in time step 7, the multi-
step sampling process adds noise to the xg obtained
from the last step 7,1 by x,, ~ Cat(X,,;p =
XQTW), then denoise to find the new solution by

problem instance (G, sequence of time

points 73 > 19 > - > TN, 1

Sample x7 from uniform distribution &/

po(x0|G)  fo(xr,T,G)

X0 ~ po(Xo|G)

forn=1to N, —1do -
Sample x,, ~ Cat(X,,;p = X0Q,, )
Po (X0|G) — f@ (XT,,L » Tns G)
X0 ~ po(Xo|G)

end for

Output: Solution xq

X0 ~ fo(Xs, ,Tn, G), as shown in Algorithm.

5.2 Consistency-based Gradient Search with Objective Feedback

For CO, the integration of objective optimization facilitates direct engagement with the objective and
enables efficient exploration of the solution space to minimize the score. [8] has established such a
procedure for the step-by-step denoising function, yet it is not transferable to the consistency function,
and incorporating objective optimization may prove more challenging as the consistency function
maps across longer distance time steps. With the learned conditional solution prior pg (x|G), this sec-
tion aims to introduce a constraint ¢(x, y*|G) on x to this prior for inference, where y* represents the
optimal objective score given the instance G. That is, we want to find an approximation to the posterior
distribution py(x|y*, G) x pe(x|G)c(x,y*|G) to guide the sampling process to the optimal x*.

Here we follow [§]] to determine ¢(x, y*|G) by utilizing energy-based modeling [41]] with the energy
function E(y, x, G) = |y — l(x; G)|, which quantifies the compatibility between y and (x, G), and it
reaches zero when y is exactly the objective score of x with respect to G. Such a design enables the
best y matching the inputs to maintain the highest probability density and the probability density is
positively correlated with the matching degree. Then we employ the Gibbs distribution to characterize
the probability distribution over a collection of arbitrary energies:

exp(—E(y, X, G))
fy/ eXp(—E(y', X, G))

c(x,y|G) = = Zexp(=ly = l(x G)]) ®)
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Following [42]], we introduce an approximate variational posterior ¢(x|G) and the free energy

F = —Eqx|6)qmx,c) [10g pe(x, h|G) —log q(x)q(h|x, G)] —Eqx|q) [log c(x, y*|G)]

P Py

(6)

is minimized when KL(¢(x|G)||pe(x|y*, G)) is minimized. Here h = x;,--- ,xr represent the
latent variables. Through the diffusion process, we can obtain ¢(h|x) = ]_[tT:1 q(x¢|x¢—1). We apply
an approximation to the posterior over X = X as a point estimate ¢(x|G) = §(x — n). F; aligns
with the objective of the consistency and diffusion models and F» can be transformed using Eq. [5}

Q(h|777 G)
pe(n, h|G)

Initializing 7 from Sec. we aim to update 7 to reach conditional solution distribution py (x|y*, G)
through exponential gradient decent on the latent continuous probability px = p(Xa7) = NQ, 1 €
[0, 1]V *2 at each iteration minimizing F} and F. Here p, parameterizes N Bernoulli distributions
and « serves as a hyperparameter to control the noise degree. We view py as the expectation of x, 7
over px, i.e., Ep, (Xo1) = Px, since px is a multivariate Bernoulli. To obtain reliable gradients on
Px, we estimate the expected distribution of x¢ by fs(px, a1, G). Note F; is exactly the (implicit)
objective of the diffusion and consistency models, i.e., the variational upper bound of the negative
log-likelihood with the targeted data 17, which we optimize by minimizing the consistency over
the re-predicted solutions d( fo(px, a1, G),8(x — n)). While F; can be optimized by minimizing

l(fg (px, T, G); G) + Const(py ), where the objectives are defined following [8] as lys(x; G) =
= Di<ien Xi T B2 jyep XiX; and lrsp = x © D where D € R}™" denotes the distance matrix.

Fi =Eqnm,e) {log } and F» = —loge(n,y*|G) =1(n;G) —log Z — y*. 7

In each iteration, with current 17, we obtain px = Q7. pa(n) = fo (Px, T, G) and update px by

Px < Px© exp{ — Vb, P‘l ) d(Em(n)”’v 6 (x— 77)) + Az I(Em(n)n; G)]} ®)

where A1, Ao are weighting hyperparameters. Then we sample x,7 ~ px and reconstruct a new
distribution estimate of 1 by py(n) = fo(xar, T, G). To guarantee the feasibility, we utilize the
logits of pg(n) and pj(n) to produce the heatmaps where each element denotes each edge/node’s
confidence to be selected, and then adopt post-processingﬂ to obtain two feasible solutions. This
iteration concludes by outputting the lower-cost solution as 7.

6 Experiments

We test on two CO problems, TSP and MIS. The comparison includes SOTA learning-based solvers,
heuristics, and exact solvers for each problem. To configure the generative-based models, we adopt T
and T, to represent the number of inference steps in initial solution sampling and the number of gradi-
ent search steps, respectively. For diffusion-based baselines including DIFUSCO [7] and T2T [8]], we
adopt Ts=50 and involve 3 iterations with 5 guided denoising steps per iteration for T2T’s gradient
search, i.e., T,=15. Fast T2T can achieve promising results with merely one-step initial solution sam-
pling and one-step gradient search, i.e., Ts=1 and T,=1. However, the affordability of model inference
facilitates a more extensive exploration of the solution distribution through a thorough search.

6.1 Experiments for TSP

Datasets. A TSP instance includes N 2-D coordinates and a reference solution obtained by heuristics.
Training and testing instances are generated via uniformly sampling /N nodes from the unit square
[0, 1]2, which is a standard procedure as adopted in [2} 21} 13} 48 |6} [7} [8]]. We experiment on various
problem scales including TSP-50, 100, 500, and 1000.

Metrics. Following [22} 13} 16} (7, 8], we adopt three evaluation metrics: 1) Length: the average total
distance or cost of the solved tours w.r.t. the corresponding instances, as directly corresponds to the
objective. 2) Drop: the relative performance drop w.r.t. length compared to the global optimality or
the reference solution; 3) Time: the average computational time to solve the problems.

2We follow previous works [6} 7, [8] to perform greedy decoding by sequentially inserting edges or nodes
with the highest confidence if there are no conflicts. For TSP, the 20pt heuristic [43] is optionally applied.
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Table 1: Results with Greedy Decoding on TSP-50 and TSP-100. RL: Reinforcement Learning, SL:
Supervised Learning, G: Greedy Decoding. * denotes results that are quoted from previous works.

ALGORITHM TYPE TSP-50 TSP-100
LENGTH] Dropr| TIME} LENGTH] Drop| TIME]}
Concorde [44] Exact 5.69 0.00% (3m) 7.76 0.00% (12m)
LKH3 [45 Heuristics 5.69 0.00% (3m) 7.76 0.00%  (33m)
20pt [46] Heuristics 5.86 2.95% - 8.03 3.54% -
AM* [2] RL+G 5.80 1.76% (2s) 8.12 4.53% (63)
GCN* [3] SL+G 5.87 3.10% (55s) 8.41 8.38% (6m)
Transformer* [47] RL+G 5.71 031%  (l4s) 7.88 142%  (5s)
POMO* [4] RL+G 5.73 0.64% (1s) 7.84 1.07% (2s)
Sym-NCO* [5] RL+G - - - 7.84 0.94% (2s)
Image Diffusion* [42] SL+G 5.76 1.23% - 7.92 2.11% -
DIFUSCO (Ts=1) [7] SL+G 6.42 12.84% (16s) 9.32 20.20% (20s)
DIFUSCO (T=50) [7] SL+G 5.71 0.45% (9m) 7.85 1.21% (9m)
DIFUSCO (T=100) [7] SL+G 5.71 0.41%  (18m) 7.84 1.16%  (18m)
Fast T2T (T=1) SL+G 571 0.31% (11s) 7.86 1.31% (16s)
Fast T2T (T=3) SL+G 5.69 0.05% (25s) 777 0.17% (33s)
Fast T2T (T,=5) SL+G 5.69 0.02% (1m) 7.76 0.07% (1m)
TT2T(T=1Te=D B~ ¢ SL+G 615  815%  (558) 9.000  1609% (Im)
T2T (T,=50, | SL+G 5.69 0.07%  (18m) 7.77 0.20%  (18m)
T2T (T,=50,T;=30) [8 SL+G 5.69 0.03%  (26m) 7.76 0.11%  (42m)
Fast T2T (T,=1,Ty=1) SL+G 5.69 0.03% (54s) 7.76 0.10% (1m)
Fast T2T (T,=2,T,=2) SL+G 5.69 0.02% (2m) 7.76 0.04% (2m)
Fast T2T (T=3,T=3) SL+G 5.69 0.01% (3m) 7.76 0.03% (3m)

Results for TSP-50/100. Given the recent success of learning-based solvers in achieving near-optimal
performance on small-scale problems, we follow [§]] to assess methods within the naive greedy
decoding setting, aiming for a more discernable evaluation. The comparison includes state-of-the-art
learning-based methods with greedy decoding and traditional solvers. Hyperparameter « is set as 0.2.
The sampling steps and gradient search steps are explicitly marked. Table. [T|shows that Fast T2T with
merely one-step sampling steps approximates diffusion-based solvers with 100 sampling steps with a
slight average performance gain of 5.7%, yet with an average speedup of 82.8x. A similar conclusion
can be made for methods with gradient search with an average performance gain of 4.5% and speedup
of 35.4x. Fast T2T variants with more sampling and gradient search steps achieve 82.1% performance
gain with 14.7x speedup compared to previous state-of-the-art diffusion-based counterparts.

Results for TSP-500/1000. Learning-based solvers are compared using greedy decoding and
sampling decoding (x 4), i.e., sampling multiple solutions and reporting the best one. Hyperparameter
ais set as 0.2. The sampling steps and gradient search steps are explicitly marked. Table. [2]shows that
Fast T2T with merely one-step sampling steps averagely outperforms diffusion-based solvers with
100 sampling steps by a performance gain of 10.1% and a speedup of 16.8x. A similar conclusion
can be made for methods with gradient search with an average performance gain of 14.9% and a
speedup of 8.5x. Fast T2T variants with more sampling and gradient search steps achieve 52.1%
performance gain with 7.4x speedup compared to previous SOTA diffusion-based counterparts.

Results for Generalization. Based on the Table 3: Generalization results. Tour length and drop
problem set {TSP-50, TSP-100, TSP-500, with Greedy Decoding are reported.

TSP-1000}, we train the model on a specific e Liine TSPSO  TSPI00  TSP-500  TSP-1000
1 DIFUSCO (T,=50)" (7 5.69,0.09%  570,025%  5.83,2.55%  5.84.2.71%
prOblem Scale and then evaluate lt on all 50, * 5.69, 0.02% 5.70,0.11% 5.78, 1.60% 5.75, 1.10%

TSP-50

5.69,001%  5.69,0.02%  5.71,0.36% 5.75,1.02%
5.69, 0.00% 5.69, 0.01% 5.71,0.21% 5.73,0.80%

7.87,144%  7.78,0.23%  8.03,344%  8.02,331%
7.80,0.55%  7.77,0.08%  7.95,247% 791, 1.96%
777,012%  7.76,0.02%  7.79,040%  7.80,0.55%
7.76,008%  7.76,0.01%  7.77,023%  1.78,0.34%

17.31,4.61% 17.05,3.04%  16.78, 1.40%  16.86, 1.85%
17.18,3.79%  16.92,2.25%  16.68,0.81%  16.72,1.00%
16.99,2.67% 17.02,2.87%  16.61, 0.36%  16.63,0.51%
16.94,2.34% 16.97,2.54%  16.58,0.20%  16.60,0.33%

24.17,4.54%  24.04,3.98% 23.65,230%  23.63,2.21%
24.20,4.66% 23.85,3.16% 23.47,151%  23.41,1.23%
23.12,3.43% 24.08,4.15% 23.31,0.82%  23.25, 0.56%
23.86,3.22% 24.01,387% 23.25,0.58%  23.20, 0.36%

problem scales. Table [3|presents the gener-
alization results of Fast T2T compared with
diffusion-based counterparts with greedy de- ™'
coding. The results show the satisfying
cross-domain generalization ability of Fast ~ 7sp-s00
T2T, e.g., the model trained on TSP-1000
achieves less than a 0.6% optimality gap on  Tse-1000
all other problem scales.

Soving Time vs. Optimality Drop on TSP-100/1000. Fig. [3|and Fig.[dillustrate the solving progress
via the runtime-drop curves of Fast T2T and the prominent mathematical solver LKH3 [45]. The
comparison is conducted on TSP-100 and TSP-1000. We are excited to discover that Fast T2T
surpasses LKH3 in the early solving stage while also performing comparably in the later stage. This
suggests that Fast T2T can serve as an effective rapid solver for approximate solutions outperforming
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Table 2: Results on TSP-500 and TSP-1000. AS: Active Search,

S: Sampling Decoding, BS: Beam Search. * denotes results that 125 Method
. —— FastT2T
are quoted from previous works [8l, l6]. . LKH3
§ 0.75
ALGORITHM TyPE TSP-500 TSP-1000 ‘%’ 0.50
LENGTH| Dropr| TIME LENGTH| DROP| TIME 025

Mathematical Solvers or Heuristics ™N——
Concorde [ Exact 1655  000% 37.66m 212 000%  6.65h 090
Gurobi [49 Exact 16.55 0.00%  45.63h - - - 2 » 4 S 6 N0 o
LKH-3 [45 Heuristics 16.55 0.00%  46.28m 23.12 0.00% 2.57h Time (s)
Farthest Insertion Heuristics 18.30 10.57% 0s 25.72 11.25% 0s . .
Learning-based Solvers with Greedy Decoding Flg}lre 3 Effect of runtime to
AM* 2 RL+G 2002 2099% 15lm 3115 3475%  3.18m optlmahty dI‘Op for Fast T2T
GCN* 3 SL+G 2972 79.61% 6.67m 4862 11029% 28.52m
POMO+EAS-Emb* [I3 RL+AS+G 1924 1625% 12.80h - - - and LKH3 on TSP-100.
POMO+EAS-Tab* [I5 RL+AS+G 2454 4822% 11.61h 4956 11436%  63.45h
DIMES* [6 RL+G 1893 14.38%  0.97m 2658 1497%  2.08m
DIMES"* 6 RL+AS+G 1781 7.61%  2.10h 24.91 7.74%  4.4% 25 Method
DIMES"* [6 RL+G+20pt 1765  662% 10lm 24.83 738%  2.29m Fast 12T
DIMES" [6 RL+AS+G+20pt  17.31  457%  2.10h 2433 522%  4.4% 20 e
DIFUSCO (T,=100) [7 SL+G 1817  982% 4m3ls 2574 1136%  14m20s g
Fast T2T (To=1) SL+G 1780  757%  17s 2523 9.13% 555 215
,,,,, SL+G_ 1753 594% 22 2457 629% _Im2ls 8 A

SIAG 1748~ 7 35.61%  6m23s 2531 9:04% ~ 1Om2ls 10 =

SL+G 1726 428% 365 24.60 6.42%  2m30s T ——

SL+G 1693 233%  2ml2s 2396 3.64%  9mi2s 05

T T SL+G+20pt ~ T 1680 ~ T 1.50% ~ 4md0s 2355 ~ T 189%  14m25s
Fast T2T (T,=1) SL+G+20pt 1675 123%  15s 23.45 1.42% 57s 100 200 300 400
Fast T2T (T,=5) SL+G+20pt 16.70 0.90% 22 23.38 1.14%  1m20s Time (s)
0) 8]~~~ SL+G+20pt ~ ~ ~ 16.68° ~ T 0.82% ~ 6m29s 2344 " 1.40% ~ 19m39s . .
Fast T2T (T.=1,T,=1) SL+G+20pt 1667  073%  39s 2335 1.00%  2m33s F]gure 4: Effect of runtime to
Fast T2T (T,=5,T,=5) SL+G+20pt 1661  039% 2ml0s 2325 0.58%  8m37s imalitv d for E T2T
L ing-based Solvers with S ing Decoding Optlma lty rOp or aSt
EAN* 50 RL+S+20pt 2375 43.57% 57.76m 41.73 106.46%  5.3%h and LKH3 on TSP-1000.
AM” 2 RL+BS 1953  18.03% 21.99m 2990  2923%  1.64h
GCN* 3 SL+BS 3037 83.55% 38.02m 5126 121.73% 51.67m
DIMES" [6 RL+S 1884 13.84%  1.06m 2636 1401%  238m - /
DIMES"* [6 RL+AS+S 1780  7.55%  2.11h 24.89 770%  4.53h e ToPon
DIMES* [6 RL+S+20pt 17.64 6.56%  1.10m 2481 729%  2.86m 0,06 TSP-500
DIMES" [6 RL+AS+S+20pt 1729 448%  2.11h 24.32 5.17%  4.53h C /
DIFUSCO (T,=100) 7 SL+S 1755 6.05%  14m3s 25.12 8.64%  51m49s g
Fast T2T (T,=1) SL+S 17.63 6.56% 53s 2491 7.76% 3m2s S 004 \ /
Fast T2T (T,=5) SL+S 1702 285%  1m7s 24.07 4.10%  4m39s 7
T T2T(T,=! 08~ SL+S ™~ 7T T 17.04 T T 2.99% T 19m33s 2485 T 749% ~ 49md2s G0s N
Fast T2T (To=1,T,=1) SL+S 1708 321%  2m26s 24.43 567%  6m8s
Fast T2T (T,=5,T,=5) SL+S 1672 1.02%  Tm9s 2368  244%  19mls o1 02 03 04
" DIFUSCO (T=100) [7I" ~ ~ SL+S+20pt ~ ~ ~ 16.69 ~ ~0.87%  19m8s ~ ~ ~ 23.42° ~ ~131% 5im56s Apha

Fast T2T (T,=1) SL+S+20pt 1672 1.02% 59 2339 117%  3ml2s .
Fast T2T (T,=5) SL+5+20pt 1663  049%  Imss 2330 077%  4mS0s Figure 5: Effect of « to the
TIT(T,250,T,=30) B SL+S+20pt 1663~ 0.48% ~ 19mé2s 2337 107% ~ ~51m3s
Fast T2T (To=1.Tg=1) SL+S+20pt 1664  054% 2m33s 2331 0.83%  6mlds performance drOp.
Fast T2T (T,=5,T,=5) SL+S+20pt 1658  021%  6mSls 2322 042%  18ml7s

LKH3, which may find widespread applications requiring prompt responses. Other neural solver
baselines fall far outside the comparable range; please refer to Fig. 6] for an intuitive illustration.

Ablation and Hyperparameter Study. Fig. [3]illustrates the performance variation when altering the
noise hyperparameter «, and we discover a relatively superior and stable performance at o = 0.2.
Fig. [] shows the performance variation when varying the sampling and gradient search steps. We
also include DIFUSCO [[7]] and T2T [8]] for direct comparison, in order to see whether diffusion-
based methods can achieve promising results using minimal sampling steps. In this case, we let the
gradient search steps equal to the sampling steps for Fast T2T and T2T. The results show a significant
performance overwhelm of Fast T2T to diffusion-based counterparts.

6.2 Experiments for MIS

Datasets. Two datasets are tested for the MIS problem following [52} 154, 153} |6} [7], including RB
graphs [31] and Erd6s—Rényi (ER) graphs [55]. We randomly sample 200 to 300 vertices uniformly
and generate the graph instances. ER graphs are randomly generated with each edge maintaining a
fixed probability of being present or absent, independently of the other edges. We adopt ER graphs of
700 to 800 nodes with the pairwise connection probability set as 0.15.

Metrics. Following previous works [2} 13} 16, [7]], we adopt three evaluation metrics to measure model
performance: 1) Size: the average size of the solutions w.r.t. the corresponding instances, i.e. the
objective. 2) Drop: the relative performance drop w.r.t. size compared to the optimal solution or the
reference solution; 3) Time: the average computational time required to solve the problems.

Main Results. The baselines include SOTA neural methods with greedy and sampling decoding (x4),
as well as exact solver Gurobi [49] and heuristic solver KaMIS [51]. The solving time of Gurobi is
set as comparable to neural solvers, thus it does not reach optimality. Table.[d] shows that Fast T2T
with merely one-step sampling and gradient search steps averagely approximates diffusion-based
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Table 4: Results on MIS. TS: Tree Search, UL: Unsupervised

Learning. * denotes results quoted from previous works [8} 31]]. 2
ALGORITHM TyPE RB-[200-300] ER-[700-800] s
SIZEt DRrOP,  TIME SIZEt  DroP|  TIME B .
al
KaMIS [51 Heuristics  20.10* - 1h24m 44.87" - 52.13m g
Gurobi [49 Exact 1998 001% 47m3ds 4128  7.78%  50.00m :
Intel [52 SL+G - - - 3486 2231%  6.06m -
DIMES [6] RL+G - - - 3824 14.78%  6.12m 0
" DIFUSCO (T,=100) [71" ~ SL+G ~ ~ 18.52 ~ 781% 16m3s ~ ~ 37.03 ~ 18.53% 5m30s 5 10 15 2
Fast T2T (T,=1) SL+G 1859 737%  35s 3672 18.17%  1ls . Step
Fast T2T (T,=5) SL+G 1874 6.65% 1ml6s 37.80 15.76% 24s S04 | — DIFUSCco
T T2T(T=50.T,=30)[8] =~ SL+G ~~ 18.98 ~ 549% 20m58s 3981 ~11.28%  7mT7s = 21
Fast T2T (T,=1,T,=1) SL+G 1937  3.51%  1mlS8s 4025 1030%  25s g2 [ FestT2TwoGS
Fast T2T (T,=5,T,=5) SL+G 1949 289%  4mdds 40.68  934%  1m32s g D el wos
Intel |52 SL+TS 1847 8.11%  13mds 38.80  13.43%  20.00m 5 st 0 16
DGL [53 SL+TS  17.36  13.61% 12m47s 3726 1696% 22.71m P
LwD [54 RL+S - - - 41.17  825%  6.33m : . _
GFlowNets [31 UL+S 1918  4.57%  32s 4114 853%  2.92m Figure 6: Effect _Of St?p num
" DIFUSCO (T=100j 71" ~ "SL+S ~~ 19.13 ~ 279% ~ 20m28s ~~ 30.12 ~ 1281% 21md3s~ ber to drop for diffusion/con-
Fast T2T (T,=1) SL+S 1891 581%  42s 3791 1552%  24s . based hods. GS
CBstTIT(=s) SL+S 1938 346%  Ims0s___ 3981 1127% _Imies  SIStency based methods.
T2T (T,=50,T¢=30) [8 SL+S 71938~ 333%  30mlss 4140~ 772%  27mass nds for eradien rch
Fast T2T (T,=1,T,=1) SL+S 1953 274%  1m59s 4098  8.66%  1ml9s stands for gradient search.
Fast T2T (T,=5,T,=5) SL+S 1970 1.90%  6m59s 4173 699%  Smsls

counterparts with approximately 100 sampling steps by a slight performance gain of 2.5% and a
speedup of 26.3x. Fast T2T variants with more sampling and gradient search steps achieve 23.7 %
performance gain with 9.1x speedup compared to previous SOTA diffusion-based counterparts.

7 Conclusion

We introduce optimization consistency on top of the diffusion-based training-to-testing solving
framework for efficient and effective combinatorial optimization solving. Our proposed model
facilitates rapid single-step solving, demonstrating comparable or superior performance to SOTA
diffusion-based counterparts, offering a more effective and efficient alternative backbone for neural
solvers. In addition, a novel consistency-based gradient search scheme is introduced to further
complement the generalization capability during solving. Experimental results on TSP and MIS
datasets showcase the superiority of our methods, exhibiting significant performance gains in both
solution quality and speed compared to previous state-of-the-art neural solvers. Furthermore, our
approach demonstrates superiority over LKH3 in the early stages of solving.
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Appendix

A Training Details

A.1 Training Algorithm

Algorithm 2 Optimization Consistency Training

1: Input dataset D, consistency model fy(-, ), initial model parameter ¢, learning rate 7, consistency
loss function d(-, -), inference steps 7', scaling factor «v, Bernoulli noise matrix ()1,... 1, weighting
function A(-)

2:

3: repeat

4: Sample x* ~ D, t1 ~ [1,T], t2 + [at1]

5: Sample z1 ~ x*Qy,, 22 ~ X*Q4,

6 L(9) — Al (d(f (z1.11) . 0(z1 — x*))) +d (£ (22, t2) , 6(21 — x*))
7: 0+ 06— nV9£(0)

8:

9: until convergence

A.2 Design Choices for Optimization Consistency

We supplement the specific design choices of the optimization consistency models, and the listed
hyperparameters correspond to those used in the algorithm presented in sections [ and 5]

Training Design Choice
Consistency Loss Function  d(z,y) = Binary_Cross_Entropy(z, y)
Scaling Factor a=0.5
Weighting Function At)=1
Discretization Curriculum ¢ ~ {1,2,...,T}, randomly sampling
Initial Learning Rate n = 0.0002

Learning Rate Schedule Cosine decay, decay rate w = 0.0001

Test Design Choice
Sampling Step Schedule t1 =T —sin(N -in/2)),ta =T (1 —sin(N - (i + 1)7/2))
Guided Weighting Parameters A1 =50, =500onTSP A\ =2, A\ =2o0nMIS
Rewrite Ratio € = 0.2 on TSP and ER-[700-800] ¢ = 0.3 on RB-[200-300]

B Supplementary Experiments

B.1 Results on TSP Real-World Data

Results on TSPLIB 50-200. We evaluate our model trained with random 100-node problems on
real-world TSPLIB instances with 50-200 nodes. The compared baselines include DIFUSCO [7],
T2T [8], and baselines listed in [56]]’s Table 3. The hyperparameter settings of the compared baselines
are: DIFUSCO: T=50; T2T: T=50 and Ty=30; Fast T2T (w/o GS): T,=10; Fast T2T (w/ GS): T;=10
and T,=10. The diffusion-based methods are compared in the same settings with greedy decoding
and Two-Opt post-processing. For each instance, we normalize the coordinates to [0,1].

Results on TSPLIB 50-200. We also supplement the results (optimality drop) of diffusion-based
baselines and Fast T2T on large-scale TSPLIB benchmark instances with 200-1000 nodes. The
models are trained on TSP-500 and inference with greedy decoding and Two-Opt post-processing.
For each instance, we normalize the coordinates to [0,1].
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Table 5: Solution quality for methods trained on random 100-node problems and evaluated on
TSPLIB instances with 50-200 nodes. * denotes results quoted from previous works [56].
INSTANCES ~ AM* GCN*  Learn20PT* GNNGLS* DIFUSCO T2T  Fast T2T (w/o GS) Fast T2T (w/ GS)

eil51  16.767%  40.025% 1.725% 1.529% 2.82% 0.14% 0.00% 0.00%
berlin52  4.169%  33.225% 0.449% 0.142% 0.00% 0.00% 0.00% 0.00%
st70  1.737%  24.785% 0.040% 0.764% 0.00% 0.00% 0.01% 0.00%
eil76  1.992%  27.411% 0.096% 0.163% 0.34% 0.00% 0.00% 0.00%
pr76  0.816%  27.793% 1.228% 0.039% 1.12% 0.40% 0.00% 0.00%
rat99  2.645% 17.633% 0.123% 0.550% 0.09% 0.09% 0.00% 0.00%
kroA100  4.017%  28.828% 18.313% 0.728% 0.10% 0.00% 0.00% 0.00%
kroB100  5.142%  34.686% 1.119% 0.147% 2.29% 0.74% 0.74% 0.65%
kroC100  0.972%  35.506% 0.349% 1.571% 0.00% 0.00% 0.00% 0.00%
kroD100  2.717%  38.018% 0.866% 0.572% 0.07% 0.00% 0.00% 0.00%
kroE100  1.470%  26.589% 1.832% 1.216% 3.83% 0.27% 0.13% 0.00%
rd100  3.407%  50.432% 1.725% 0.003% 0.08% 0.00% 0.00% 0.00%
eill01 2.994%  26.701% 0.387% 1.529% 0.03% 0.00% 0.00% 0.00%
lin105 1.739%  34.902% 1.867% 0.606% 0.00% 0.00% 0.00% 0.00%
prl07  3.933%  80.564% 0.898% 0.439% 0.91% 0.61% 1.31% 0.62%
pri24  3.677%  70.146% 10.322% 0.755% 1.02% 0.60% 0.08% 0.08%
bier127  5908%  45.561% 3.044% 1.948% 0.94% 0.54% 1.50% 1.50%
ch130  3.182%  39.090% 0.709% 3.519% 0.29% 0.06% 0.00% 0.00%
pri36  5.064%  58.673% 0.000% 3.387% 0.19% 0.10% 0.01% 0.01%
prl44  7.641%  55.837% 1.526% 3.581% 0.80% 0.50% 0.39% 0.39%
ch150  4.584%  49.743% 0.312% 2.113% 0.57% 0.49% 0.00% 0.00%
kroA150  3.784%  45.411% 0.724% 2.984% 0.34% 0.14% 0.00% 0.00%
kroB150  2.437%  56.745% 0.886% 3.258% 0.30% 0.00% 0.07% 0.07%
pr152  7.494%  33.925% 0.029% 3.119% 1.69% 0.83% 1.17% 0.19%
uls9  7.551%  38.338% 0.054% 1.020% 0.82% 0.00% 0.00% 0.00%
rat195  6.893%  24.968% 0.743% 1.666% 1.48% 1.27% 0.79% 0.79%
d198 373.020% 62.351% 0.522% 4.772% 3.32% 1.97% 1.35% 0.86%
kroA200  7.106%  40.885% 1.441% 2.029% 2.28% 0.57% 1.79% 0.49%
kroB200  8.541%  43.643% 2.064% 2.589% 2.35% 0.92% 2.50% 2.50%
Mean 16.767%  40.025% 1.725% 1.529% 0.97% 0.35% 0.41% 0.28%

Table 6: Solution quality for methods trained on random 500-node problems and evaluated on
TSPLIB instances with 200-1000 nodes.
INSTANCES DIFUSCO  T2T  Fast T2T (w/o GS) Fast T2T (w/ GS)

a280 1.39% 1.39% 4.58% 0.10%
d493 1.81% 1.81% 3.48% 1.43%
d657 4.86% 2.40% 1.91% 0.64%
1417 3.30% 3.30% 7.45% 2.01%
gil262 2.18% 0.96% 0.64% 0.18%
lin318 2.95% 1.73% 2.24% 1.21%
linhp318 2.17% 1.11% 2.00% 0.78%
po54 7.49% 1.19% 4.84% 1.67%
pcb442 2.59% 1.70% 1.47% 0.61%
pr226 4.22% 0.84% 0.66% 0.34%
pr264 0.92% 0.92% 0.77% 0.73%
pr299 1.46% 1.46% 2.16% 1.40%
pr439 2.73% 1.63% 0.53% 0.50%
rat575 2.32% 1.29% 1.74% 1.43%
rat783 3.04% 1.88% 1.76% 1.03%
rd400 1.18% 0.44% 0.16% 0.08%
3225 4.95% 2.24% 3.31% 1.37%
tsp225 3.25% 1.69% 0.84% 0.81%
u574 2.50% 1.85% 1.31% 0.94%
u724 2.05% 2.05% 2.15% 1.41%
Mean 2.87% 1.59% 2.20% 0.93%

B.2 Results on MIS Real-World Data

We supplement the results on the SATLIB real-world dataset [[57] below. Initially, we did not include
the SATLIB results because Fast T2T requires more data to learn the consistency mapping, which, due
to its greater power, is more challenging to learn. Unfortunately, SATLIB does not provide sufficient
data for this purpose. However, we still discover a positive results of Fast T2T outperforming previous
baselines.
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Table 7: Results on MIS SATLIB dataset.

Type Method Size Drop Time
Heuristic KAMIS 425.96 - 37.58m
Gurobi Exact 42595 0.00% 26.00m
RL+Sampling LwD 42222 0.88% 18.83m
RL+Sampling DIMES 42328 0.63% 20.26m
UL+Sampling  GlowNets 42354 0.57% 23.22m
SL+Sampling DIFUSCO (75 = 100) 425.14 0.19% 53m4ls
SL+Sampling  T2T (T, = 50,7, = 30) 42518 0.18%  38mls
SL+Sampling  Fast T2T (T = 5,7, =5) 42523 0.17% 25m35s

B.3 Results for Generalization on TSP Datasets

Fig. m visualized the performance of DIFUSCO, T2T, and Fast T2T on different scales of TSP
instances. The experimental settings are the same to Sec. [6.1]
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Figure 7: Confusion matrix of four scales from TSP datasets. Models are trained on scales on
the y-axis, and tested with Greedy Decoding on scales on the z-axis. Values in matrices are the

corresponding drop compared to exact solvers.

B.4 Results for Generalization on MIS

We provide supplementary results for generalization results on the MIS problem below. We test the
model trained on ER 700-800 with p = 0.15 to different p (the probability that each simple edge
exists) and n (graph size). We find that the generalization ability of Fast T2T is significantly better
than that of the previous diffusion-based methods DIFUSCO and T2T regarding both solution quality
and speed, e.g., in ER 350-400 Sampling setting Fast T2T achieves significant performance gain from
(23.28%, 24m31s) to (11.45%, 1m1s). Results are presented in Tables|5_§|and
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Table 8: Generalization Performance from p = 0.15top = 0.2, p = 0.3, and p = 0.4.

p Type Method Size Drop Time
DIFUSCO (Ts = 100) 26.25 25.65%  6m3ls
T2T (15, = 50, T, = 30) 27.84 21.13%  7m52s

Greedy g

FastT2T (T, = 1,T, = 1) 28.04 2058%  32s
Fast T2T (T, = 5,T, = 5) 29.52 1638%  1m57s

0.2
DIFUSCO (Ts = 100) 2798 20.73% 27mlS5s
Sampling T2T (T = 50,T4 = 30) 28.07 20.49%  33m58s
Fast T2T (T, = 1,7, = 1) 28.81 18.39%  1m40s
Fast T2T (T = 5,7, = 5) 30.10 14.74%  6ml3s
DIFUSCO (Ts = 100) 1584 34.99%  7m58s
Greedy T2T (T = 50,1, = 30) 16.43  32.55%  8m20s
Fast T2T (Ts, = 1,T, = 1) 1743  28.45% S1s
03 Fast T2T (T, = 5,7, =5) 17.69 2739%  2m52s
DIFUSCO (Ts = 100) 17.17  29.52%  30m3s
Sampling T2T (T = 50,1, = 30) 1638 32.78% 37Tm27s
Fast T2T (T, = 1,7, =1) 17.79 2697%  2m2s
Fast T2T (T = 5,7, = 5) 18.38 24.53%  8m36s
DIFUSCO (Ts = 100) 11.75 35.40%  9m40s
Greedy T2T (T = 50,1, = 30) 1277 29.77%  10m28s
Fast T2T (Ts = 1,T, = 1) 12.86 29.30% Imls
0.4 Fast T2T (T, = 5,7, =5) 1327 27.06%  3m36s
DIFUSCO (Ts = 100) 12.69 30.21% 40m22s
S . T2T (T = 50,T, = 30) 13.03 28.33%  45m2s
ampling

Fast T2T (T, = 1,T, = 1) 1331 26.80% 2ml2s
Fast T2T (T, = 5,T, = 5) 13.56 25.43%  8m58s

Table 9: Generalization Performance from ER 700-800 to ER 350-400 and 1400-1600.
n Decoding Method Size Drop Time
DIFUSCO (T = 100) 2731 28.04% 5mls

Greedy — T2T (T, =50,T, =30)  28.54 2480%  6m59s
FastT2T (T, = 1,T, = 1) 3256 1420% 225

350-400
DIFUSCO (T, = 100) 29.33  22.73%  20ml2s
Sampling  T2T (T = 50, T, = 30) 29.12  23.28%  24m3ls
Fast T2T (Ts = 1,7, = 1) 33.61 11.45% Imls
DIFUSCO (T = 100) 3439 32.48% 22m7s
Greedy T2T (T = 50, T, = 30) OOM OOM OOM
1400-1600 Fast T2T (Ts = 1,7, = 1) 3695 27.47% 1m39s

DIFUSCO (T = 100) 35.55 30.21% 1h27m31s
Sampling  T2T (T = 50,7, = 30) OOM OOM OOM
Fast T2T (Ts, = 1,7, = 1) 3859 24.25% 3m56s

We also supplement cross-dataset generalization results between RB graphs and ER graphs in Table[I0]
As seen, Fast T2T outperforms previous diffusion-based counterparts by a clear margin, e.g., in
"Train:ER; Test:RB" "Sampling" setting, Fast T2T achieves significant performance gain from the
previous (23.24%, 30m13s) to (9.10%, 4m20s).

C Experimental Details

C.1 Computational Resources.

Test evaluations on TSP-50/100 and MIS are performed on a single GPU of NVIDIA RTX 4090, and
evaluations on TSP-500/1000 are performed on a single GPU of NVIDIA Telsla A100.

C.2  Graph Sparsification.

For large-scale TSP problems, we follow [[7} 8] to employ sparse graphs, as sparsified by constraining
each node to connect to only its k nearest neighbors, determined by Euclidean distances. For TSP-500,
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Table 10: Performance Comparison Between Greedy and Sampling Methods (Train:ER; Test:RB).

Setting Type Method Size Drop Time
DIFUSCO (Ts = 100) 15.87 21.00% 10m8s
T2T (T, = 50,T, = 30) 1659 17.41%  15m5s
Greedy Doy
Fast T2T (Ty, = 1,7, =1) 1673  16.59% 40s
Train:ER; Test:RB Fast T2T (T, = 5,7, =5) 17.01 1521% 2m39s
DIFUSCO (Ts = 100) 16.75 16.62%  41m0s
Samplin T2T (T, = 50,7, = 30) 16.80 16.40% 29m48s
PN Fast T2T (T, = 1,7, =1) 1729 13.78%  57s
Fast T2T (T, = 5,7, =5) 17.38 13.38%  4m33s
DIFUSCO (Ts = 100) 2998 27.54% 10m48s
T2T (Ts = 50, T, = 30) 31.47 23.96%  13m40s
Greedy Vg T
Fast T2T (T, = 1,7, =1) 3639 11.96% 43s
Train:ER: Test:RB Fast T2T (Is, = 5,7, =5) 36.94 10.64% 2m37s
DIFUSCO (Ts = 100) 31.67 23.47%  44mOs
S . T2T (T = 50, T, = 30) 31.77 23.24% 30ml3s
ampling

Fast T2T (s, = 1,7, =1) 36.84 10.90% 57s
Fast T2T (T, = 5,17, =5) 3758 9.10%  4m20s

we set & = 50, and for TSP-1000, £ = 100. This strategy prevents the exponential increase in edges
typical in dense graphs as node count rises.

C.3 Datasets.

The reference solutions for TSP-50/100 are labeled by the Concorde exact solver [44] and the
solutions for TSP-500/1000 are labeled by the LKH-3 heuristic solver [45]]. The test set for TSP-
50/100 is taken from [2} 3] with 1280 instances and the test set for TSP-500/1000 is from [12] with
128 instances for the fair comparison.

The reference solutions for both RB graphs and ER graphs are labeled with KaMIS [51]. For RB
graphs, we randomly generate 90000 instances for the training set and 500 instances for the test set.
For ER graphs, we randomly generate 163840 instaces for the training set and the test is from [6].

C.4 Training Resource Requirement

We outline the offline training resource requirements of the Fast T2T framework in Table[TT} with
computations conducted on A100 GPUs. For contextual comparison, AM [2] necessitates 128M
instances generated on-the-fly to train TSP-100, consuming 45.8 hours on 2 1080Ti GPUs. POMO [4]]
mandates 200M instances generated dynamically for TSP-100 training, entailing approximately one
week on a single Titan RTX. Sym-NCO [J5], an extension of POMO, requires approximately two
weeks on a single A100 for training. Additionally, Sym-NCO [5] built upon AM [2] necessitates three
days on 4 A100 GPUs. Compared with DIFUSCO [[7], Fast T2T necessitates approximately double
training time and GPU memory under the same settings, because our consistency training method
requires forward twice for each training instance, leading to more time and memory consumption.

Table 11: Details about the training resource requirement of Fast T2T framework. The results are

calculated on A100 GPUs.
Problem Scale Dataset Size  Batch Size 1 GPU 2 GPUs 4 GPUs GPU Mem
TSP-50 1,502 k 32 112h45m  62h24m  41h 16m 16.5 GB
TSP-100 1,502 k 12 488h 12m  268h 37m  139h 26m 23.2 GB
TSP-500 128k 6 142h 17m  78h 58m 45h 2m 37.8 GB
TSP-1000 64 k 4 324h43m  185h26s 101h 3m 20.2 GB

C.5 Hyperparamters

We conduct experiments on TSP and MIS benchmarks with our methods and compare the performance
with prevalent learning-based solvers, heuristics, and exact solvers. The noise degree « associated
with each benchmark is listed in Table.
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Table 12: Noise Degree for each benchmark.
Benchmark | TSP-50 TSP-100 TSP-500 TSP-1000 RB-[200-300] ER-[700-800]
ol 020 0.20 0.20 0.20 0.30 0.20

C.6 Baseline Settings

C.6.1 TSP Benchmarks

TSP-50/100: In the evaluation of TSP-50 and TSP-100, we compare our proposed Fast T2T against
11 baseline methods. These baselines include one exact solver, Concorde [44], two heuristic solvers
- 20PT [46] and Farthest Insertion - and seven learning-based solvers: AM [2], GCN [3l], Trans-
former [47], POMO [4], Sym-NCO [5], Image Diffusion [42]], DIFUSCO [7], and T2T [8]]. Our
post-processing involves greedy sampling and 20PT refinement. To ensure equitable comparisons in
terms of computational effort, we limit the number of inference steps for DIFUSCO to 100, and for
T2T, we set the number of inference steps and guided search steps to 50 and 30, respectively.

TSP-500/1000: In the evaluation of TSP-500 and TSP-1000, our method is compared with 2 exact
solvers, Concorde [44] and Gurobi [49], 2 heuristic solvers, LKH-3 [45] and Farthest Insertion, and 6
learning-based methods, including EAN [50], AM [2]], GCN [3]], POMO+EAS [15], DIMES [6], and
DIFUSCO [[7]. These learning-based methods can be further categorized into supervised learning (SL)
and reinforcement learning (RL). Post-processing techniques employed encompass greedy sampling
(Grdy, G), multiple sampling (S), 20PT refinement (20PT), beam search (BS), active search (AS),
and combinations thereof. To ensure fair comparisons in terms of computational resources, we cap
the number of inference steps for DIFUSCO at 100. Additionally, for T2T, we fix the number of
inference steps and guided search steps at 50 and 30, respectively.

C.6.2 MIS Benchmarks

We assess our method on two distinct benchmarks: RB-[200-300] and ER-[700-800]. Across both
benchmarks, we compare the performance of Fast T2T against one exact solver, Gurobi [49], one
heuristic solver, KaMIS [51], and 5 learning-based frameworks: Intel [52], DGL [52], LwD [54],
DIMES [6], and DIFUSCO [[7]. Post-processing strategies encompass greedy sampling (Grdy) and
tree search (TS). Specifically, on both benchmarks, we set the number of inference steps at 100 for
DIFUSCO. For T2T, we set the number of inference steps and guided search steps at 50 and 30,
respectively.

D Network Architecture Details

D.1 Input Embedding Layer

Given node vector x € RV*2, weighted edge vector e € R, denoising timestep t € {71,...,7ar},
where N denotes the number of nodes in the graph, and E denotes the number of edges, we compute
the sinusoidal features of each input element respectively:

.i?i = CODC&t(iZ‘,O, 572'71) (9)
- . Tij Tij . Tij Ti,j . Tij Ti,j
Z;; = concat | sin Oj , COS oj ,sin =% cos ==L, ..., sin J , COS d] (10)
d Ta Ta Ta Ta d
~ . € € . € €; .6 €;
€; = concat | sin —, cos —, sin —-, cos —, ..., sin —, cos — an
Ta Ta Ta Ta Td Ta
v Lt t .t t Lt t
t = concat | sin —, cos —5, Sin —,c0s —5-, ..., sin —, cos — (12)
Ta d d d Ta Td

where d is the embedding dimension, 7" is a large number (usually selected as 10000), concat(-)
denotes concatenation.

30197 https://doi.org/10.52202/079017-0950



Next, we compute the input features of the graph convolution layer:

=W, (13)
P =Wye; (14)
9 = WP (ReLU(W3t)) (15)

where t° € R, d, is the time feature embedding dimension. Specifically, for TSP, the embedding
input edge vector e is a weighted adjacency matrix, which represents the distance between different
nodes, and e is computed as above. For MIS, we initialize € to a zero matrix 0% 9,

D.2 Graph Convolution Layer

Following [3]], the cross-layer convolution operation is formulated as:

xH' = x + ReLU(BN(W xl + Znu o W. (16)
]Nl
et = el + ReLU(BN(Wiel; + Wizl + Wia})) (17)
l
! U(eij)
N = ; (18)
Zj’wi U(eij’) te
where 2! and el ; denote the node feature vector and edge feature vector at layer I, Wy, -, W5 €

R"*" denote the model weights, néj denotes the dense attention map. The convolution operation
integrates the edge feature to accommodate the significance of edges in routing problems.

For TSP, we aggregate the timestep feature with the edge convolutional feature and reformulate the
update for edge features as follows:

et = el + ReLUBN(Wiel; + Wizl + Wizh)) + Wi (ReLU(t")) (19)

’LJ

For MIS, we aggregate the timestep feature with the node convolutional feature and reformulate the
update for node features as follows:

2t =2l + ReLUBN(Wizl + > nl; © ) + WHReLU(t°)) (20)

gri

D.3 Output Layer

The prediction of the edge heatmap in TSP and node heatmap in MIS is as follows:

eij = Softmax(norm(ReLU(Weeﬁj))) 1)
z; = Softmax(norm(ReLU(W,z}))) (22)

where L is the number of GCN layers and norm is layer normalization.

D.4 Hyper-parameters

For both TSP and MIS tasks, we construct a 12-layer GCN derived above. We set the node, edge, and
timestep embedding dimension d = 256, 128 for TSP and MIS tasks, respectively.

E Limitations and Broader Impacts

As the scale increases, our method’s improvement in solving speed compared to diffusion-based
methods will experience a certain degree of attenuation. This is because, with the expansion of
the scale, the proportion of time required for relevant serial processing becomes larger, while the
proportion of time for model inference is squeezed, resulting in a weakening of the speed improvement
in the overall pipeline. This limitation can be addressed by combining our model with more efficient
traditional solving strategies, which we leave for future work. Since the consistency model requires
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two inference predictions with different noise levels during training, it requires twice the training cost
of the original diffusion model. However, this overhead on training is offline, and the consistency
model is much more efficient than diffusion at inference time.

Our work provides a more powerful and efficient backbone for neural combinatorial optimization,
enabling significant performance improvement and versatility, making its application feasible across
various solving frameworks. This work can be integrated into existing and future research in this
field, driving progress in related studies.
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* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We discuss the limitations in Appendix
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

 The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms

and how they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to

address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [Yes]

Justification: The theoretical derivation of this paper has been given in Sec.[5] and there are
no additional theorems needed to be proved.

Guidelines:

* The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: The experimental details are in Sec. [§|and Append. B] [C] We will make our
source code publicly available upon acceptance.

Guidelines:

The answer NA means that the paper does not include experiments.

If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer:
Justification: The source code will be made publicly available upon acceptance.
Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: The experimental details are in Sec. [6]and Append. B} [C|
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer:

Justification: we follow the setting of previous works to report the average solution quality
over 128 or 1,280 instances in Sec. [6}

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).
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8.

10.

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

* It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

e It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: We provide the testing GPUs and time-consumption of our methods as well as
previous works in Sec.[6] The training resource requirement is in Appendix. [C]

Guidelines:

* The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]

Justification: The research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics.

Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
Justification: We discuss the borader impacts in Appendix. [E}
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.
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» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: The paper poses no such risks.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: The original papers that introduce models and datasets used in the paper are
cited in Sec.

Guidelines:

* The answer NA means that the paper does not use existing assets.
 The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.
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* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

 For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
13. New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]

Justification: Currently, the paper does not release new assets. Our source code will be
released upon the acceptance of the paper with comprehensive documents. As parts of
the documents, we formally describe our proposed model and the corresponding details in
Sec.[]and 5] The training details are presented in Appendix.

Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
14. Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: This paper does not incur such risks.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.
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* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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