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Abstract

Integrating pretrained vision-language foundation models like CLIP into federated
learning has attracted significant attention for enhancing generalization across
diverse tasks. Typically, federated learning of vision-language models employs
prompt learning to reduce communication and computational costs, i.e., prompt-
based federated learning. However, there is limited theoretical analysis to un-
derstand the performance of prompt-based federated learning. In this work, we
construct a theoretical analysis framework for prompt-based federated learning via
feature learning theory. Specifically, we monitor the evolution of signal learning
and noise memorization in prompt-based federated learning, demonstrating that
performance can be assessed by the ratio of task-relevant to task-irrelevant coef-
ficients. Furthermore, we draw an analogy between income and risk in portfolio
optimization and the task-relevant and task-irrelevant terms in feature learning.
Leveraging inspiration from portfolio optimization that combining two independent
assets will maintain the income while reducing the risk, we introduce two prompts:
global prompt and local prompt to construct a prompt portfolio to balance the
generalization and personalization. Consequently, we showed the performance ad-
vantage of the prompt portfolio and derived the optimal mixing coefficient. These
theoretical claims have been further supported by empirical experiments. Our code
is available at: https://github.com/PanBikang/PromptFolio.git.

1 Introduction

Federated learning (FL) [33] stands out as a powerful framework that enables machine learning
over decentralized data while maintaining data privacy and reducing reliance on centralized data
repositories. Despite its advantages, the intensive computational and communication demands during
the training phase often constrain the scalability of the models utilized. A transformative advancement
in this field is the integration of prompt-based learning within the federated framework [42, 17, 13].

Prompt learning adapts models such as Contrastive Language-Image Pretraining (CLIP) [38] through
minimal modifications, typically in the form of prompts or cues, guiding the model’s predictions.
As an emerging idea in machine learning, it has shown significant promise in various applications
by allowing models to perform specialized tasks without undergoing complete retraining. Prompts
effectively adjust pre-trained models for new tasks or datasets, which is particularly valuable in
federated environments where data privacy and bandwidth constraints often limit conventional
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training methods. A prominent example is CoOp [42], with its streamlined federated version known
as PromptFL [17].

Despite the empirical success of prompt-based federated learning [28, 17, 16], theoretical analysis in
this area remains limited. In this paper, we use feature learning theory [1] to propose an analytical
framework for prompt-based federated learning with vision-language foundation models. Feature
learning theory divides data into task-relevant and task-irrelevant features, allowing learnable weights
to be expressed as a linear combination of these features. By introducing feature alignment across
bimodal pretrained models, we demonstrate the relationship between learnable prompts and the
features in latent space. To understand the process of signal learning and noise memorization, we
use a two-stage analysis to examine the dynamics of coefficients for task-relevant and task-irrelevant
features. Leveraging these coefficients, we demonstrate that prompt learning can be evaluated
by comparing the ratio of task-relevant to task-irrelevant coefficients. In this way, we establish a
theoretical foundation for prompt-based federated learning.

Additionally, we treat task-relevant coefficients and task-irrelevant coefficients as income and risk in
investment portfolios [31, 32]. Inspired by investment portfolios, where combining two independent
assets can reduce risk, we introduce two learnable prompts: a global prompt and a local prompt, and
simply mix them to form a prompt portfolio to balance generalization and personalization. By mixing
them to create a prompt portfolio, we balance the generalization and personalization under severe
data heterogeneity. Leveraging the analysis framework we proposed, we prove the performance
advantage of this mixed algorithm and derive the optimal coefficient. Besides, we use comprehensive
experiments to support our theoretical results.

In this paper, our primary contributions are threefold:

• We present an analytical framework for prompt-based federated learning using vision-
language foundation models. This framework aligns text and image features into a shared
latent feature space and utilizes a two-stage analysis to understand the dynamics of prompt
learning. By tracking the progression of signal learning and noise memorization, we show
that the effectiveness of prompt-based federated learning can be measured by the ratio of
task-relevant to task-irrelevant coefficients.

• Additionally, we introduce a prompt portfolio mechanism to address severe data hetero-
geneity and balance generalization and personalization. Within our proposed analytical
framework, we draw an intuitive analogy between task-relevant features and income in
portfolio optimization, as well as task-irrelevant features and risk. Consequently, we demon-
strate that the combination of prompts performs better than using a single prompt, and we
provide the optimal mixing ratio.

• The theoretical result has been empirically validated through rigorous experiments. Our
results not only align with theoretical predictions but also consistently demonstrate the
practical superiority of our approach in real-world scenarios.

2 Related Work

In this section, we examine prior research that serves as the basis for our study. Our investigation
is divided into two primary areas: prompt-based federated learning and feature learning theory.
Together, these fields create a complete context for our contributions.

2.1 Prompt-based federated learning

Prompt learning, initially developed in the field of natural language processing, has expanded its
reach to vision language models. Examples include the CLIP model [38], which originally utilized
manually engineered templates. However, more recent advancements have shifted towards developing
prompts within a continuous embedding space. Innovations like CoOp [42] have refined the CLIP
model by introducing continuous prompt vectors, sparking a surge of studies aimed at enhancing the
efficiency of prompt learning and providing a solid foundation for further investigation [12].

To enhance the integration of global data and address challenges in scenarios with limited user data,
FedPrompt [41] and PromptFL [17] have effectively integrated the concept of prompt learning with
federated learning [4, 5, 27, 37, 23]. To tackle the statistical heterogeneity often found in client data,
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pFedPrompt [16] introduces a non-parametric approach, providing each client with a personalized
attention module. This module is designed to refine spatial visual features to better align with the
unique characteristics of local data. Concurrently, pFedPG [40] introduces a novel prompt generator
located at the server, which customizes prompts for each client, thus enhancing the personalization
of the federated learning process. Additionally, a recent study, FedOTP [28], leverages optimal
transport theory to improve the balance between achieving global consensus and allowing for local
customization through a strategic combination of global and local prompts.

However, there is limited theoretical analysis of federated prompt learning. For instance, the
theoretical examination of the CLIP model by [8] enhances prompt learning theory by exploring
how CLIP learns transferable representations across various modalities and improves zero-shot
transfer performance with a recently developed regularization technique. However, to the best of
our knowledge, no research analyzes prompt learning within a federated setting that elucidates
the cooperation between prompts. In this paper, we analyze how different prompts interact with
feature learning theory and demonstrate the provable benefits of cooperation between global and
local prompts.

2.2 Feature learning theory

Feature learning theory [1] has revolutionized our understanding of how machine learning models
learn and represent information. Unlike other theories, feature learning accommodates substantial
weight updates during gradient descent, enabling the network to uncover complex patterns in data.
Feature learning theory has been successfully applied to various neural network architectures, in-
cluding convolutional neural networks [6, 24], graph neural networks [18], and vision transformers
[22, 26]. Moreover, feature learning theory has been used to analyze different training algorithms,
such as Adam [43], momentum [26], out-of-distribution learning [7], and Mixup [44, 10]. Notably,
[19] have analyzed the convergence and generalization in general federated learning. Despite progress
in feature learning theory, the study of federated prompt learning is sparse. Our work uniquely ad-
dresses this gap by analyzing feature learning under prompt-based federated learning, providing
crucial insights for their effective adaptation and optimization in such contexts.

3 Preliminary

Notation In our notation, vectors are represented by lowercase bold letters, matrices by uppercase
bold letters, and scalars by regular, non-bold letters. The ℓ2-norm of a vector v is indicated as |v|2.
The spectral norm of a matrix A is denoted by |A|2, and its Frobenius norm by |A|F . To compare
the growth or decline of two sequences, we use standard asymptotic symbols like O(·), o(·), Ω(·),
and Θ(·), which describe their behavior as they approach infinity. We introduce notations Õ(·),
Ω̃(·), and Θ̃(·) to obscure logarithmic factors within these expressions. Notably, 1(·) represents the
indicator function. Lastly, we represent sequences of integers as [n] = {1, 2, . . . , n} and sequences
of elements such as vectors can also be represented similarly v[n] = {v1,v2, . . . ,vn}.

3.1 Prompt-based federated learning

In this part, we demonstrate how to fine-tune a learnable text prompt under a vision language pre-
trained model. Here, we consider the classification task, where we assume that we have an image x.
The objective is to correctly classify the image into class y ∈ [C], where the total number of classes
is C. From the vision language pre-trained model, we expect that the latent spaces of the text encoder
and image encoder are aligned. Thus, when we input different prompts, the text feature generated
by the correct prompt will have the highest similarity with the image feature. We input a learnable
prompt p and a fixed class prompt pc ∈ {p1, · · · ,pC}, which correspond to the classes, into the
text encoder h. This process generates the text feature for class c: hc = h(p,pc). On the other
hand, the image feature g is generated by the image encoder g: gk,i = g(xk,i) ∈ Rm. We define the
similarity function between the image feature g and the text feature h as ρ := [ρc] = sim(g,hc).
The training process mirrors traditional classification tasks, where the objective loss ℓ(ρ, ey) is the
distance between the similarity vector and the actual label y. Here, ℓ represents the loss function that
measures the distance between two vectors, and ey is the one-hot vector derived from the ground
truth label y.
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To illustrate the prompt-based federated learning framework, consider a federated system with a
central server and K clients. Assume client k has nk training samples: {xk,i, yk,i}nk

i=1. The learnable
prompt in client k is denoted as pk and the learnable prompt is aggregated at each communication
round.

4 Analysis Framework for Prompt-based Federated Learning

In this subsection, we present the analysis framework for prompt-based federated learning from
vision-language pre-trained models. The central concept of this framework is the alignment of
features between text and image encoders in the vision-language pre-trained model. To achieve
this, we link the text encoder and image encoder through a shared latent feature space, described as
follows.

Feature representation and client distribution Inspired by [6, 24, 19], we expect that the latent
feature space will contain task-relevant and task-irrelevant features. In federated learning settings,
the task-relevant features can be categorized into global task-relevant features µG and local task-
relevant features ν1, · · · ,νS , where S is the length of local task-relevant features. Additionally, the
task-irrelevant features can be listed as ξ1, · · · , ξL, where L is the length of task-irrelevant features.
Here, we assume that the dimension of the latent space is m and these features µ(·),ν(·), and ξ(·)
are elements of Rm. For simplicity, we assume that these features are orthogonal to each other. In
our theoretical examination, we address a binary classification scenario with yk,i ∈ {+1,−1}. We
consider a scenario with K clients, each linked to a distribution Dk,∀k ∈ [K]. Initially, we choose
the signal vector µk for client k by sampling from P (ν1,ν2, . . . ,νS), where P represents a discrete
distribution that assigns probabilities to each local task-relevant feature vector µk := νs, s ∈ [S].

Text encoder Here, we suggest coupling the learnable prompt and the class prompt and propose the
structure of the text encoder. By adopting a similar setting as [39], we suppose the generation of the
text feature can be written as follows:

hk,i = h(pk,pyk,i
) = σ(Wpk +Wpyk,i

)− σ(−Wpk +Wpyk,i
), (1)

where W ∈ Rm×mp is the weight matrix, and pyk,i
∈ Rmp is the prompt linked to a ground truth

class. In this definition, the introduction of Wpyk,i
introduces nonlinearity between the trainable

prompt and the class prompt while keeping the overall function nonlinear. Note that for a binary
classification problem, the vector pyk,i

takes p1 when yk,i = 1 and p−1 when yk,i = −1. To reveal
the properties of the text encoder in the pre-trained model, we assume that the weight matrix W is
composed of the following rows:

W = [µG,ν1, · · · ,νs, · · · ,νS , ξ1, · · · , ξL]T . (2)

The assumption of the weight matrix is inspired by [20], and the evidence of this assumption is listed
in the Appendix D. In our analysis framework, we adapt FedAvg [33] as our prompt aggregation
algorithm, which is named PrompFL [17]. The aggregation formula is given by:

p
(t+1)
G ←

K∑
k=1

nk
n
p
(t)
G,k, (3)

where n :=
∑

k nk denotes the total number of data samples across all clients.

Image encoder Let us consider the image network, represented as gk,i = g(xk,i) ∈ Rm. We assume
that the image encoder also aligns the feature space of the text encoder within the pre-trained model.
As a result, we assume the image feature generated by data xk,i in client i can be expressed as
follows:

gk,i = g(xk,i) = [yk,i, 0, · · · ,︸ ︷︷ ︸
(s−1) zeros

yk,i, · · · , 0,︸ ︷︷ ︸
(S−s) zeros

xk,i,1, · · · , xk,i,L]T (4)

where xk,i,l ∼ N (0, σ2
p),∀l ∈ [L] represents the coefficient of task-irrelevant terms in the data,

and σ2
p is the variance. This assumption implies that task-relevant features vary based on whether

the label is positive or negative, whereas task-irrelevant features persist as arbitrary and unrelated
to the label’s polarity. The similarity score between an image xk,i and class yk,i is expressed as
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sim(gk,i,hk,i) = ⟨gk,i,hk,i⟩. Moreover, the objective of the training loss is designed to enhance
the resemblance between the image feature g(xk,i) and the text feature created by the ground truth
prompt pyk,i

.

Signal-noise decomposition Based on the above model, we introduce the signal-noise decomposition
of the learnable prompt here. Note that the proofs of the following lemmas and theorems are listed in
the appendix.

Lemma 4.1 (Feature Representation). At the t-th iteration, the learnable prompt p(t)
k for client

k and the aggregated prompt p(t) can be rewritten as a linear combination of features and prompt
initialization:

p
(t)
k = β

(t)
k ||µG||−2

2 µG +

K∑
k′=1

(α
(t)
k,k′p

(0)
k′ + γ

(t)
k,k′ ||µk′ ||−2

2 µk′) +

L∑
l=1

ϕ
(t)
k,l||ξl||

−2
2 ξl,

p(t) = β
(t)||µG||−2

2 µG +

K∑
k=1

(α
(t)
k p

(0)
k + γ

(t)
k ||µk||−2

2 µk) +

L∑
l=1

ϕ
(t)

l ||ξl||−2
2 ξl. (5)

where α(t)
·,· are the coefficients of initialization, β(t)

· is the coefficient of global task-relevant features,
γ
(t)
·,· is the coefficient of local task-relevant features, ϕ(t)·,· are the coefficients of task-irrelevant features,

and the overlined coefficients are the averaged versions of the original coefficients.

Here, since the learnable prompts can be written as a linear combination of the features, we can
analyze the dynamics of these coefficients to understand the learning progress of the prompts. The
normalized factor such as ||µG||−2

2 is used to make the coefficient similar to the inner product of the
prompts and the features, β(t)

k ≈ ⟨p
(t)
k ,µG⟩.

Coefficient dynamics Inspired by previous studies [6, 24, 19], we employ a two-phase analysis
to track the dynamics of coefficients in prompt-based federated learning from vision-language
foundation models. By analyzing the dynamics of the coefficients, we can obtain the feature learning
procedure during training. This two-stage analysis allows us to establish the order of coefficients and
explore how they are affected by the mixing parameter θ. For the theorem and proof of this analysis,
please refer to Appendix F.
Theorem 4.2 (Training Dynamics). There exists a total number of local updates T1 = R1E =
O(η−1Knσ2

pσ
2
L) such that

β
(T1)

= Θ(nKSNR2
G), γ

(T1)
k = Θ(nχkSNR2

k), ϕ
(T1)

l = O(1) ∀k ∈ [K], l ∈ [L]. (6)

Here, n =
∑

k nk/K is the average number of data in each client, and SNRG = ||µG||/(σp
√
m),

SNRk = ||µk||/(σp
√
m) denote the signal-to-noise ratio between the task-relevant feature and

task-irrelevant feature. We define χk =
∑K

k′=1⟨µk,µk′⟩/||µk||22.

Test performance evaluation with coefficients Here, we suppose the classification output of the i-th
data in client k is the class corresponding to the highest similarity between the text feature and image
feature, denoted as ŷk,i. To assess the algorithm’s performance, we evaluate the error rate in the test
procedure as our test loss LD:

LD(p) =
1

n

K∑
k=1

nk∑
i=1

1(ŷk,i = yk,i). (7)

The following theorem demonstrates that the test loss can be considered as the probability that a
Gaussian random variable falls below zero, with the mean and variance influenced by the task-relevant
and task-irrelevant coefficients.
Theorem 4.3 (Test Loss). The expectation of test loss LD of an algorithm can be treated as the
probability

E [LD] := P (z < 0), z ∼ N (µ, σ2), (8)

where µ and σ are functions of task-relevant and task-irrelevant coefficients, as defined in Appendix
E.
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Drawing from this theorem and the properties of Gaussian distributions, an algorithm’s performance
can be evaluated by the ratio µ/σ. This ratio highlights the influence of task-relevant and task-
irrelevant features on test loss. Specifically, a higher task-relevant coefficient coupled with a lower
task-irrelevant coefficient typically leads to better performance.

Connection with portfolio optimization The Markowitz mean-variance model is a famous frame-
work for assembling a portfolio of assets such that the expected return is maximized for a given level
of risk [31, 32]. This model characterizes assets by their expected returns and risks. It claims that the
return of the whole portfolio is a proportionally weighted combination of the assets’ returns, and the
risk of the whole portfolio is a function of the correlations of the component assets. According to the
properties of task-relevant and task-irrelevant coefficients, the task-relevant coefficient can be directly
added, and the task-irrelevant feature follows the additive property of Gaussian random variables.
Thus, we connect the task-relevant coefficient to the return and the task-irrelevant feature to the risk.
This connection provides insight that the combination of prompts, i.e., a prompt portfolio, will lead
to a higher ratio of task-relevant features to task-irrelevant features.

5 PromptFolio: Global-Local Prompt Portfolio for Federated Learning

Building on the significant connection between the feature learning process and portfolio optimization,
we treat the prompt trained by CoOp and the prompt trained by PromptFL as the two prompt assets
and propose a simple yet powerful mixing algorithm, PromptFolio 2. For simplicity, we refer to the
prompt trained by CoOp as the local prompt pL and the prompt trained by PromptFL as the global
prompt pG.

Algorithm 1 (PromptFolio) Global-Local Prompt Portfolio
1: Initialize pG and pL,k for all clients k
2: t← 0 ▷ Initialization of the iteration counter
3: while not converged do
4: for each client k in parallel do
5: Send p

(t)
G to client k, p(t)

G,k ← p
(t)
G

6: for each sample (xk,i, yk,i) in client k’s data do
7: Compute gk,i ← g(xk,i)
8: for c← 1 to C do
9: Compute hk,i,c ← (1− θ) · h(p(t)

G,k,pc) + θ · h(p(t)
L,k,pc)

10: Compute similarity ρk,i,c ← sim(gk,i,hk,i,c)
11: end for
12: Update pG,k,pL,k by minimizing train loss ℓ(ρk,i, eyk,i

)
13: end for
14: Send p

(t+1)
G,k to server

15: end for
16: Update p

(t+1)
G ←

∑K
k=1

nk

n p
(t+1)
G,k ▷ FedAvg to aggregate global prompt

17: t← t+ 1
18: end while
19: return pG, pL,k for all k

5.1 PromptFolio Method

The local learning process generates the local feature by including a specific local prompt, whereas the
global learning process adopts a similar strategy but also uses FedAvg to compile learnable prompts
from various clients. We enhance cooperation between the local and global learning processes by
merging both local and global features to create the final text feature. The text feature is produced as
follows:

hk,i,c = (1− θ) · h(pG,pc) + θ · h(pL,k,pc), (9)

2PromptFolio is pronounced as /pr5mpt"foUlioU/.
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Figure 1: The image demonstrates the framework of the PromptFolio algorithm. The algorithm
updates the global prompt and local prompt while keeping the weights of the fixed vision-language
pretrained model unchanged. Additionally, it aggregates the global prompts from each client. The
right side of the image intuitively demonstrates the advantages of global-local cooperation for
performance when global and local are treated as two assets.

where θ ∈ [0, 1] serves as a coefficient to balance the mix of the two features, which addresses the
balancing between personalization and generalization. The variation in the parameter θ influences
the outcomes of the inference. Specifically, when θ = 0, the algorithm reverts to PrompFL [17],
whereas at θ = 1, it shifts to CoOp [42]. Our approach consists of combining these features and
using the resulting mixed feature to determine their similarity. This feature is subsequently utilized to
evaluate the similarity between text and image features. Note that this algorithm differs from typical
personalized algorithms [30] as it focuses on integrating text features instead of adjusting training
weights. The framework of PromptFolio is described in Algorithm 1.

5.2 Analysis for PromptFolio

In this part, we offer a theoretical demonstration of the performance advantage of PromptFolio
and the selection of the optimal mixing coefficient θ. According to Theorem 4.3, each algorithm
can be regarded as a Gaussian random variable. The test performance correlates with the ratio of
task-relevant features to task-irrelevant features. This ratio enables us to analyze the test results of
various learning algorithms.

Suppose that the coefficients of the prompt via local training at step k are βk, γk and ϕk, and the
coefficients of the global prompt at step k are βk, γk and ϕk. We define the mean and variance of
the Gaussian variable corresponding to the local prompt as µk and σk, and the mean and variance of
the Gaussian variable corresponding to the global prompt as µk and σk. Let ρ = Θ(1/k) ∈ [0, 1] be
the correlation between the Gaussian variables of the local prompt and the global prompt. Here, we
define a := µk

µk
= Θ( βk+γk

βk+γk

) = Θ( KSNRG+KSNRk

KSNRG+χkSNRk
) and b := σk

σk
= O(ϕk

ϕk

) = O(K) as the ratio of
different coefficients. Here, the order of a and b depends on the coefficient derived in Lemma F.3. As
a result, we have the following theorem, and the proof can be referred to in Appendix E.3.
Theorem 5.1 (PromptFolio Advantage). The mixed PromptFolio algorithm has a lower test loss
than the mixing test loss of CoOp and PromptFL:

LD((1− θ)pG + θpL) ≤ (1− θ)LD(pG) + θLD(pL) (10)

∀ θ ∈

[
0, proj

[0,1]

(
Cb − Cc

2Ca

)]
, where


Ca = (b− a)(b2 + 2ρb+ 1)

Cb = (a+ b)(b2 − 1)− 4b(ρb− 1)

Cc = (b− 1)
√
(a+ b)2(b+ 1)2 − 8ab2(ρ+ 1)2

.
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The results discussed demonstrate how combining global and local text features enhances performance
and illustrate the optimal way to balance personalization with generalization. Here, a and b are
the ratio of coefficients and reveal how the global feature and local feature interact. Drawing on
principles from portfolio optimization, which involves blending two assets that are not perfectly
correlated, we can construct a portfolio that maximizes returns while minimizing risk. Given the
characteristics of Gaussian random variables, we intuitively correlate the coefficient of task-relevant
features with returns and the coefficient of task-irrelevant features with risk. Thus, the first part of
Theorem 5.1 provides a rationale that a well-balanced portfolio of prompt features can significantly
improve performance.

Similar to the portfolio optimization problem, we can also derive the optimal mixing coefficient θ.
Theorem 5.2 (Optimal Mixing Coefficient). The optimal mixing coefficient θ⋆ follows

θ⋆ = proj
[0,1]

(
a− ρb

(a+ b2)− ρb(a+ 1)

)
. (11)

Theoretically, if we further simplify the mixing coefficient with the order of a, b and ρ, then we get
that

θ⋆ = Θ

(
(K − χk)SNRk

(K2 − 1)(KSNRG + χkSNRk)

)
. (12)

In this theorem, we note that a lower χk indicates greater data heterogeneity, which lead to a higher
θ⋆. This observation aligns with the intuition that, due to the non-i.i.d. distribution of data, the model
should incorporate more local information, thereby making the optimal θ closer to 1.

6 Experiments

In this section, we conduct experiments with the CLIP model to empirically demonstrate the per-
formance advantages of PromptFolio. Specifically, the image network g and the text network h
are components of a pre-trained CLIP model. By evaluating results obtained using various mixing
coefficients across different datasets, data distribution, and client number, we align theory with
practice. We use the Dirichlet distribution to manage data heterogeneity and employ FedAvg as the
aggregation strategy. The experiment is conducted on the CIFAR-100 dataset by default, with the
model trained for 10 epochs locally and the results evaluated over 100 communication rounds.

6.1 Performance evaluation on various datasets

In this section, we observe that the combination of global and local algorithms outperforms both the
prompt-based federated learning with FedAvg and individual prompt learning approaches. Under
the CLIP model setting, the global and local prompt learning algorithm degenerates to PromptFL
and CoOp, respectively. To explore why this global-local collaboration is more effective than either
approach alone, we evaluate the accuracy of various mixing coefficients θ across different datasets.
We use CIFAR-100 [25], DomainNet [36], Office-Caltech10 [15], OxfordPets [35], and DTD [11],
adopting θ = 0.2 as the general mixing coefficient for our algorithm. The quantitative results are
shown in Table 1. From this table, it is evident that blending global and local prompts consistently
leads to enhanced accuracy, with the accuracy curve also showing a peak. Further performance
evaluations can be found in Appendix A.

Table 1: Accuracy of CoOp, PromptFL, PromptFolio on different datasets.

Cifar100 DomainNet Office-Cal10 OxfordPets DTD
CoOp 76.88 ± 0.07 91.83 ± 0.13 97.10 ± 0.20 87.85 ± 0.32 56.39 ± 0.48

PromptFL 78.16 ± 0.16 92.72 ± 0.16 95.51 ± 2.62 88.91 ± 0.72 70.99 ± 0.32
PromptFolio 80.17 ± 0.05 93.04 ± 0.09 97.24 ± 0.11 92.17 ± 0.32 71.32 ± 0.49

6.2 Performance evaluation under various data heterogeneity

We then conduct the experiment over different data distributions. By varying the parameters of the
Dirichlet distribution exponentially from 0.01 to 10, we controlled the heterogeneity of the data. A
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larger α indicates that the data is closer to an i.i.d. distribution. Using 10 users, we performed our
experiments, and the results are shown in Figure 2(a).

Global Local Global Local

(a) (b)

Figure 2: The x-axis represents the mixing coefficients, which range from 0 to 1, and the y-axis
shows the accuracy of the test set after training. The left figure depicts the result under different data
distributions, and the right figure reveals the result under different users.

From Figure 2(a), we observe that hybrid approaches outperform solitary methods, consistent with
our theoretical analysis. Additionally, higher α values, indicating a more uniform distribution,
generally result in a superior global model compared to local models tailored for specific users. This
finding supports our conclusion that a more IID distribution leads to χk being higher and closer to
K, resulting in a higher task-relevant to task-irrelevant coefficient ratio, and thus better performance.
Conversely, in scenarios where data is highly non-IID, there is a preference for using more local
models to maintain high accuracy, which aligns with our analysis of the optimal mixing coefficient
θ⋆.

6.3 Performance evaluation with different client number

Furthermore, we conducted experiments with different numbers of users on the CIFAR-100 dataset,
keeping the Dirichlet distribution parameter fixed at α = 0.01, which represents a pathological
non-i.i.d. distribution. The number of users varies from 5 to 100, and the results are shown in
Figure 2(b). From these results, we observe that the trend of the mixing strategy outperforming the
independent global and local algorithms remains consistent, regardless of the number of users. As the
number of users increases, the optimal θ shifts closer to zero, indicating that with more users, each
client’s information becomes less significant, necessitating more global information. Additionally,
the accuracy first increases and then decreases with the number of users, suggesting that there is an
optimal number of users, consistent with theoretical results.

7 Conclusion

This work presents a thorough theoretical and empirical exploration of prompt-based federated
learning, integrating vision-language foundation models such as CLIP. By developing an analytical
framework based on feature learning theory, we have examined the dynamics of signal learning
and noise memorization specific to federated settings, providing a robust mechanism to evaluate
the effectiveness of prompt-based learning strategies. Notably, our introduction of PromptFolio,
which combines global and local prompts into a prompt portfolio, offers an approach to balancing
generalization with personalization, drawing an innovative parallel with portfolio optimization in
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finance. This approach balances generalization with personalization, supported by an optimal
mixing coefficient from our theoretical framework to tailor adaptability in various federated settings.
Empirical tests confirm our method’s superiority, aligning with theoretical insights and outperforming
traditional federated learning approaches. Limitations include a simplified text model with a single
activation function, suggesting future work with more complex models to better capture deep network
behaviors in federated environments.
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A Performance evaluation

In this paper, we adopt a similar setting to the experimental result in [28]. The experiments are
conducted on a cluster with 2 Intel Xeon 5218R, 512GB memory, and 8 NVIDIA Tesla A40 GPUs
48GB. Here, we use Food101 [3], DTD [11], Caltech101 [14], Flowers102 [34], OxfordPets [35]
to evaluate our algorithm. The baseline algorithms are CoOp [42], PromptFL [17], the variants of
PromptFL [9, 29, 2, 21] and FedTPG [37]. We use Dirichlet distribution with parameter α = 0.3 to
split the dataset. Consider we use 10 users with 100 communication rounds to assess our algorithm.
10 epochs are conducted each communication round. There are 8 prompts that are randomly initialized
during prompt learning. The accuracy is shown in Table 2.

Food101 DTD Caltech101 Flowers102 OxfordPets
CoOp 83.09±0.58 56.40±0.53 90.62±0.72 69.03±1.04 90.18±0.74
PromptFL 85.15±0.25 51.99±1.41 93.47±0.30 74.47±1.40 91.08±0.53
PromptFL+FT 80.85±0.27 50.72±1.17 89.04±0.59 69.05±1.94 87.12±1.15
PromptFL+FedProx 85.48±0.19 52.38±1.95 93.57±0.46 74.27±1.40 91.07±0.41
PromptFL+FedPer 82.20±1.03 58.14±0.37 91.70±0.58 71.71±0.53 90.65±0.69
PromptFL+FedAMP 83.24±0.52 56.40±0.53 91.38±0.21 70.80±0.42 90.56±0.43
FedTPG 86.59±0.03 52.01±0.80 93.38±0.12 72.91±1.23 90.98±0.24
PromptFolio (Ours) 86.50±1.34 61.04±0.69 93.59±0.39 74.61±0.53 92.08±0.14

Table 2: Comparison of different methods on various datasets.

B Further ablation study

This paper further conduct experiments on different shot numbers and different backbones. The
results in shown as Figure 3.

Global Local Global Local

Figure 3: The accuracy curve among different shot numbers (left) and different backbones (right).

Different shots As shown in Figure 3(a), we tested the accuracy using different numbers of shots,
ranging from 16-shot to 1-shot. It can be observed that the optimal coefficient remains stable and
close to 0.2, demonstrating the robustness of our algorithm across various shot numbers..

Different backbones Figure 3(b) illustrates the accuracy using different vision backbones of CLIP,
namely ViT-B/16 and ResNet-50. In this experiment, a similar trend is observed, where accuracy
first increases and then decreases with the mixing coefficient, regardless of the backbone used. This
outcome indicates that our theoretical framework is consistent across different backbones, further
validating its applicability.
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C Introduction to feature learning

Feature learning theory is a new theoretical framework proposed recently. The seminal work [1]
proposed feature learning theory to understand ensemble, knowledge distillation, and self-distillation
in deep learning. They show that when data has a structure containing features, the network’s dynam-
ics can be tracked during gradient training, which can further be used to characterize generalization.
Later, this theory was further systematized and standardized by [7], forming a fundamental theoretical
framework to explain benign overfitting. Since then, feature learning theory has been widely used
to understand algorithms [8, 22] and techniques [20] in deep learning, forming a comprehensive
theoretical system.

To provide more details on the general feature learning process:

1. Defining the feature space: As outlined in Section 4, features are categorized as task-
relevant and task-irrelevant. For example, in an image of a cat, features representing the cat
itself are task-relevant, while background features are task-irrelevant.

2. Parameter representation: As described in Lemma 4.1, learnable parameters can be
decomposed into the feature space. In our framework, the learnable prompts are expressed
as a linear combination of task-relevant and task-irrelevant features.

3. Learning dynamics: Theorem F.3 examines the learning dynamics of coefficients of feature
learning, where coefficients are defined by the weight decomposition into the feature space,
providing valuable insights into the learning process. When task-relevant features dominate,
the network learns the target effectively and demonstrates good performance.

4. Generalization bound: By leveraging the learning dynamics of the coefficients, we can
demonstrate the generalization bound or test performance post-training. In our work,
we connect the performance of prompt fine-tuning with the ratio between task-relevant
coefficients and task-irrelevant coefficients.

D Evidence of assumption

Here’s the evidence supporting the second assumption that the features of the pretrained model are
orthogonal. We focus on the final projection layer of the text encoder in CLIP [38] and calculate its
cosine similarity between each row. The statistical distribution of the cosine similarity is shown in
Figure D.

Figure 4: The distribution of cosine similarity between different rows of the final projection layer in
CLIP [38].

Here, we find that nearly all of the cosine similarity are smaller than 0.1, which is close to orthogonal.
This evidence support our theoretical assumption. Except the evidence of cosine similarity, the
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previous research [20] also make assumption of orthonormal rows of weight matrix to the multi-
modality latent space.

E Analysis framework

In this paper, our analysis will be made under the following assumptions:

Assumption E.1. Suppose that:

1. The dimension of latent space m is sufficiently large m = Ω̃(n).

2. The number of training samples and clients follows n = Ω(polylog(d)),K = Θ(1). The
federated network shares the same initialization.

3. The learning rate η ≤ Õ(KE min{||µ||22, σ−2
p m−1}) and the standard deviation of network

weight initialization σ0 ≤ Õ(mn) ·min{(||µ||22, σp
√
d
−1

)}

For the first assumption, we assume the dimension of latent space is large enough to make our analysis
ensure an over-parameterized setting. The second assumption provides statistical properties to the
training data and network weight initialization. The third assumption of a small learning rate and
small initialization guarantees that gradient descent effectively minimizes the training loss.

Note that this analysis framework can be directly applied to our algorithm PromptFolio. To achieve a
basic federated version of prompt learning, i.e., PromptFL, we apply the learnable prompt p as the
global prompt pG in PromptFolio and apply the mixing coefficient θ = 0, we obtain the theoretical
result of PromptFL. Similarly, we can apply the learnable prompt as the local prompt pL and apply
the mixing coefficient θ = 1, we obtain the theoretical result of CoOp.

E.1 Gradient update analysis

This section discusses the computational approach used to analyze the performance of the algorithm,
focusing on the gradient calculations essential for optimizing the model parameters. To calculate the
gradient, we first need to find the partial derivatives of sim(gk,i,hk,i) with respect to pG and pL.
Let σ′

G,r,k,i and σ′
L,r,k,i are the r-th diagonal elements in σ′(wT

r pG,k +wT
r pyk,i

)+σ′(−wT
r pG,k +

wT
r pyk,i

) and σ′(wT
r pL,k +wT

r pyk,i
) + σ′(−wT

r pL,k +wT
r pyk,i

) respectively:

∂sim(gk,i,hk,i)

∂pG,k
= (1− θ)(WT (σ′(WpG,k +Wpyk,i

) + σ′(−WpG,k +Wpyk,i
))) · g(xk,i),

∂sim(gk,i,hk,i)

∂pL,k
= θ(WT (σ′(WpL,k +Wpyk,i

) + (σ′(−WpL,k +Wpyk,i
))) · g(xk,i). (13)

Using the logistic loss LT for client k, the goal is to minimize the subsequent loss function to achieve
supervised fine-tuning of the text prompts:

LT
k (pG,k;pL,k) = −

1

nk

nk∑
i=1

log(1 + exp(sim(gk,i,hk,i))). (14)

Now, we can use these partial derivatives to compute the gradients with respect to pG and pL:

∇pG,k
LT
k (pG,k) = −

1

nk

nk∑
i=1

exp(sim(gk,i,hk,i))

1 + exp(sim(gk,i,hk,i))

∂sim(gk,i,hk,i)

∂pG,k
,

∇pL,k
LT
k (pL,k) = −

1

nk

nk∑
i=1

exp(sim(gk,i,hk,i))

1 + exp(sim(gk,i,hk,i))

∂sim(gk,i,hk,i)

∂pL,k
.

(15)
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To simplify the update process, we can rewrite it using summation notation. Let ℓ′k,i denote
exp(sim(gk,i,hk,i))

1+exp(sim(gk,i,hk,i))
:

∇pG,k
LT
k (pG,k) = −

1− θ
nk

nk∑
i=1

ℓ′k,i(W
T (σ′(WpG,k +Wpyk,i

) + σ′(−WpG,k +Wpyk,i
))) · g(xk,i)

= −1− θ
nk

nk∑
i=1

m∑
r=1

ℓ′k,ixr,k,iσ
′
G,r,k,iwr, (16)

∇pL,k
LT
k (pL,k) = −

θ

nk

nk∑
i=1

ℓ′k,i(W
T (σ′(WpL,k +Wpyk,i

) + σ′(−WpL,k +Wpyk,i
))) · g(xk,i)

= − θ

nk

nk∑
i=1

m∑
r=1

ℓ′k,ixr,k,iσ
′
L,r,k,iwr. (17)

In the above equations, xr,k,i represents the r-th row of g(xk,i). Note that wT
r represents the r-th

row of the weight matrix W.

E.2 Signal-noise decomposition

In this subsection, we provide the proof of signal-noise decomposition as mentioned in Lemma
4.1. Note that the local update of global prompt coefficients can be generalized to local prompts by
changing the subscript G to L. The coefficient βG/L,k denotes the coefficient of the global prompt
at client k. The coefficient γG/L,k,k′ denotes the coefficient of the local prompt k′ at client k. The
coefficient ϕG/L,k,k′,i denotes the coefficient of client k′’s i-th task-irrelevant feature at client k.

Here, we suppose that the weight of the pretrained model consists of two kinds of weights, task-
relevant weight µ and task-irrelevant weight ξ. Without loss of generality, we can rewrite the gradient
descent update of the prompt as follows:

p
(t)
G,k = β

(t)
G,k||µG||−2

2 µG +

K∑
k′=1

(α
(t)
G,k,k′p

(0)
G,k′ + γ

(t)
G,k,k′ ||µk′ ||−2

2 µk′) +

L∑
l=1

ϕ
(t)
G,k,l||ξl||

−2
2 ξl,

(18)

p
(t)
G = β

(t)

G ||µG||−2
2 µG +

K∑
k=1

(α
(t)
G,kp

(0)
G,k + γ

(t)
G,k||µk||−2

2 µk) +

L∑
l=1

ϕ
(t)

G,l||ξl||−2
2 ξl, (19)

p
(t)
L,k = β

(t)
L,k||µG||−2

2 µG + α
(t)
L,k,kp

(0)
L,k + γ

(t)
L,k,k||µk||−2

2 µk +

L∑
l=1

ϕ
(t)
L,k,l||ξl||

−2
2 ξl. (20)

According to the update formula of the gradient descent, we have the update formula of the global
prompt and the local prompt:

p
(t+1)
G,k = p

(t)
G,k − η∇pG,k

LT (p
(t)
G,k)

= p
(t)
G,k +

η

nk
(1− θ)

nk∑
i=1

m∑
r=1

ℓ′k,ixr,k,iσ
′
G,r,k,iwr, (21)

p
(t+1)
L,k = p

(t)
L,k − η∇pL,k

LT (p
(t)
L,k)

= p
(t)
L,k +

η

nk
θ

nk∑
i=1

m∑
r=1

ℓ′k,ixr,k,iσ
′
L,r,k,iwr. (22)

As a result, for the row corresponding to the global feature line, we have the update formula of the
coefficients:

β
(t+1)
G,k = β

(t)
G,k +

η

nk
(1− θ) ·

nk∑
i=1

ℓ
′(t)
k,i · σ

′(t)
G,r,k,i · ||µG||22, (23)

β
(t+1)
L,k = β

(t)
G,k +

η

nk
θ ·

nk∑
i=1

ℓ
′(t)
k,i · σ

′(t)
G,r,k,i · ||µG||22. (24)
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For the row corresponding to the local feature line, we have the update formula of the coefficients:

γ
(t+1)
G,k,k′ = γ

(t)
G,k,k′ +

η

nk′
(1− θ) ·

nk∑
i=1

ℓ
′(t)
k′,i · σ

′(t)
G,r,k′,i · ||µk′ ||22I(k′ = k), (25)

γ
(t+1)
G,k,k′ = γ

(t)
G,k,k′ +

η

nk′
θ ·

nk∑
i=1

ℓ
′(t)
k′,i · σ

′(t)
G,r,k′,i · ||µk′ ||22I(k′ = k). (26)

For the row corresponding to the task-irrelevant feature line, we have the update formula of the
coefficients:

ϕ
(t+1)
G,k,l = ϕ

(t)
G,k,l +

η

nk
(1− θ) ·

nk∑
i=1

ℓ
′(t)
k,i · σ

′(t)
G,r,k,i · yk,i · xk,i,l · ||ξl||

2
2, (27)

ϕ
(t+1)
L,k,l = ϕ

(t)
L,k,l +

η

nk
θ ·

nk∑
i=1

ℓ
′(t)
k,i · σ

′(t)
G,r,k,i · yk,i · xk,i,l · ||ξl||

2
2. (28)

To analyze the increase of the coefficient, we decompose the coefficient ϕ(t)G,k,l to ψ(t)
G,k,l and φ(t)

G,k,l.

ψ
(t+1)
G,k,l = ψ

(t)
G,k,l +

η

nk
(1− θ) ·

nk∑
i=1

ℓ
′(t)
k,i · σ

′(t)
G,r,k,i1(yk,i = 1) · xk,i,l · ||ξl||22, (29)

φ
(t+1)
G,k,l = φ

(t)
G,k,l −

η

nk
(1− θ) ·

nk∑
i=1

ℓ
′(t)
k,i · σ

′(t)
G,r,k,i1(yk,i = −1) · xk,i,l · ||ξl||

2
2, (30)

ψ
(t+1)
L,k,l = ψ

(t)
L,k,l +

η

nk
θ ·

nk∑
i=1

ℓ
′(t)
k,i · σ

′(t)
G,r,k,i1(yk,i = 1) · xk,i,l · ||ξl||22, (31)

φ
(t+1)
L,k,l = φ

(t)
L,k,l −

η

nk
θ ·

nk∑
i=1

ℓ
′(t)
k,i · σ

′(t)
G,r,k,i1(yk,i = −1) · xk,i,l · ||ξl||

2
2. (32)

Here, we suppose that ξk,i =
L∑

l=1

xk,i,lξl, thus we have the following lemma.

Lemma E.2 ([6]). Suppose that δ ≥ 0 and L ≥ log(4n/δ), then with probability at least 1− δ, we
have

1

2
σ2
pσ

2
L ≤ ||ξk,i||22 ≤

3

2
σ2
pσ

2
L, (33)

|⟨ξk,i, ξk′,i′⟩| ≤ σ2
p

√
log(4n2/δ)σ2

L. (34)

where we denote σ2
L =

L∑
l=1

||ξl||22 as the summation of the norm among all task-irrelevant features.

E.3 Generalization analysis

For simplicity, we first introduce the definitions of F+ and F−. Here F+ means the train loss
corresponding to the positive class, while F− means the train loss corresponding to the negative class.

F+(p) = σ(Wp+Wp+)− σ(−Wp+Wp+), (35)
F−(p) = σ(Wp+Wp−)− σ(−Wp+Wp−), (36)
F (p) = F+(p)− F−(p). (37)

To illustrate the decoupling of the label from the definitions of F+ and F−, we have the following
lemma.

Lemma E.3. Suppose that y is the ground truth label, we have

Fy(p)− F−y(p) = y(F+(p)− F−(p)). (38)
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Proof. We consider two situations: y = +1 and y = −1. If y = +1,

Fy(p)− F−y(p) = F+(p)− F−(p). (39)

If y = −1,

Fy(p)− F−y(p) = F−(p)− F+(p). (40)

In conclusion, we have

Fy(p)− F−y(p) = y(F+(p)− F−(p)). (41)

Lemma E.4. Under the modeling of prompt-based federated learning, the expectation of test loss
LD of an algorithm can be treated as the probability

E [LD] = P (z < 0), z ∼ N (µ, σ2). (42)

where µ and σ are controlled by the coefficients of feature learning. Thus, the performance of an
algorithm can be evaluated by the ratio µ/σ.

Proof. Recall that the test error is equivalent to

LD(pL) = P ((⟨Fy(p),x⟩ − ⟨F−y(p),x⟩ > 0). (43)

According to Lemma E.3, we have that

LD(pL) = P (y⟨F+(p)− F−(p),x⟩ > 0). (44)

Note that

⟨W,p⟩ =



β||µG||2
γ1||µ1||2

...
γK ||µK ||2
ϕ1||ξ1||2

...
ϕL||ξL||2


. (45)

Wp+ and Wp− can be treated as two constant terms. We consider each line of F (p) and x, then
the problem is equivalent to

y(yfG(β||µG||2) + yf1(γ1||µ1||2) +
∑
j

xjfK+j(ϕj ||ξj ||2)) ≥ 0, (46)

where

F (p) =



fG(β||µG||2)
f1(γ1||µ1||2)

...
fK(γK ||µK ||2)
fK+1(ϕ1||ξ1||2)

...
fK+L(ϕL||ξL||2)


. (47)

Note that the above equation is equivalent to

fG(β||µG||2) + f1(γ1||µ1||2) +
∑
j

yxjfK+j(ϕj ||ξj ||2)) ≥ 0. (48)

Note that when we finish training, the coefficients are fixed and thus can be treated as constants. xj
are zero mean Gaussian variables, y are {+1,−1} Bernoulli variables and xj and y are independent.
Thus the test error can be defined by two values

E [LD] = P (x ≥ µ

σ
), (49)
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where

µ = fG(β||µG||2) + f1(γ1||µ1||2), (50)

σ =
∑
j

fK+j(ϕj ||ξj ||2). (51)

The problem can be treated as

LD = P (z < 0), z ∼ N (µ, σ2). (52)

Theorem E.5. Suppose that the coefficients of CoOp at step k are βk, γk and ϕk, the coefficients of
PromptFL at step k are βk, γk and ϕk. Here, we define a := O( βk+γk

βk+γk

) and b := O(ϕk

ϕk

) as the ratio

of different coefficients and the correlation between two prompts is defined as ρ ∈ [0, 1]. We have
that the mixed PromptFolio algorithm has a lower test loss than the mixing test loss of CoOp and
PromptFL.

LD((1− θ)pG + θpL) ≤ (1− θ)LD(pG) + θLD(pL), (53)

∀ θ ∈

[
0, proj

[0,1]

(
Cb − Cc

2Ca

)]
, where


Ca = (b− a)(b2 + 2ρb+ 1)

Cb = (a+ b)(b2 − 1)− 4b(ρb− 1)

Cc = (b− 1)
√
(a+ b)2(b+ 1)2 − 8ab2(ρ+ 1)2

.

Proof. Then we suppose that at the end of training, the random variable corresponding to LD(pG) is
zG ∼ N (µG, σ

2
G), the random variable corresponding to LD(pL) is zL ∼ N (µL, σ

2
L). Consequently,

we have the random variable corresponding to PromptFolio as zGLo = (1− θ)zG + θzL, then we
have

zGLo = (1− θ)zG + θzL ∼ N ((1− θ)µG + θµL, (1− θ)2σ2
G + 2ρ(1− θ)θσGσL+ θ2σ2

L)
(54)

where 0 ≤ ρ ≤ 1 is the correlation coefficient. Assume that a = µL

µG
, b = ξL

ξG
, we have

(1− θ)µG + θµL√
(1− θ)2σ2

G + 2ρ(1− θ)θσGσL + θ2σ2
L

≥ (1− θ)µG

ξG
+ θ

µL

ξL
(55)

when a ≥ b2−b
b−ρ . As a result, we have that

LD((1− θ)pG + θpL) ≤ (1− θ)LD(pG) + θLD(pL). (56)

Here, we find where this inequality becomes an equality. After further simplification, we observe that
this equation is a quartic equation, and we’ve discarded 0, 1, and another unreasonable solution. The
remaining solution can be expressed as

Cb − Cc

2Ca
, (57)

where
Ca = (b− a)(b2 + 2ρb+ 1)

Cb = (a+ b)(b2 − 1)− 4b(ρb− 1)

Cc = (b− 1)
√
(a+ b)2(b+ 1)2 − 8ab2(ρ+ 1)2

. (58)

Here, for any a, b, we take the

θ ∈

[
0, proj

[0,1]

(
Cb − Cc

2Ca

)]
(59)

due to the derivative of this objective function being less than zero when θ = 0. As a result, when we
take θ in (59), we will obtain the inequality.
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Additionally, we provide the optimal coefficient of the algorithm and establish the following theorem.
Theorem E.6. Suppose that the coefficients of CoOp at step k are βk, γk and ϕk, the coefficients of
PromptFL at step k are βk, γk and ϕk. Here, we define a := O( βk+γk

βk+γk

) and b := O(ϕk

ϕk

) as the ratio

of different coefficients and the correlation between two prompts is defined as ρ ∈ [0, 1]. Then we
have the optimal mixing coefficient θ⋆ as

θ⋆ = proj
[0,1]

(
a− ρb

(a+ b2)− ρb(a+ 1)

)
. (60)

Proof. Here, we suppose that the local prompt corresponding to random variables µ and σ, the global
prompt corresponding to the random variables µ and σ. To achieve the highest accuracy, we want to
solve the following maximization problem

max
θ

(θµ+ (1− θ)µ)2

θ2σ2 + 2ρ(1− θ)θσσ + (1− θ)2σ2 (61)

which is equivalent to

2(θµ+ (1− θ)µ)(µ− µ)(θ2σ2 + 2ρθ(1− θ)σσ + (1− θ)2σ2)

= (θµ+ (1− θ)µ)(2θσ2 + 2ρ(1− 2θ)σσ − 2(1− θ)σ2)

(µ− µ)(θ2σ2 + 2ρθ(1− θ)σσ + (1− θ)2σ2)

(a)
= (θµ+ (1− θ)µ)(θσ2 + ρ(1− 2θ)σσ − θ(1− θ)σ2).

(62)

Note that due to µ and µ are all positive numbers, so we can make a simplification as (a). Here, we
take a = µ

µ , b = σ
σ , and divide ab2 on both sides, we have

(a− 1)(θ2b2 + 2ρθ(1− θ)b+ (1− θ)2)
= (θa+ (1− θ))(θb2 + ρ(1− 2θ)b− (1− θ))

θ2ab2 + 2ρθ(1− θ)ab+ (1− θ)2a− θ2b2 − 2ρθ(1− θ)b− (1− θ)2

= θ2ab2 + ρ(1− θ − θ)θab− (1− θ)θa+ (1− θ)θb2 + ρ(1− θ − θ)(1− θ)b− (1− θ)2.
(63)

Thus, we take further simplification and we get
ρθab− θa+ a = θb2 + ρb− ρθb. (64)

Note that this is a linear equation, so we obtain the unique optimal θ⋆

θ⋆ = proj
[0,1]

(
a− ρb

(a+ b2)− ρb(a+ 1)

)
. (65)

F Theoretical analysis for PromptFolio

In this section, we provide the whole feature coefficient dynamics through a two-stage analysis. The
sections are arranged as follows: We first provide some preliminary lemmas. Then we provide the
order of coefficients at the beginning of the training, which is stage one. Finally, we provide the
coefficients at the convergence of the loss, which is stage two.
Remark: For simplicity of the analysis, we assume that all the clients have the same number of
samples and thus n1 = · · · = nK = n/K.

F.1 Coefficient dynamics: stage one

Lemma F.1. Suppose that max(β
(t)
G,k, β

(t)
L,k) = O(1), max(γ

(t)
G,k,k, γ

(t)
L,k,k) = O(1) and

max(ϕ
(t)
G,k,k′ , ϕ

(t)
L,k,k′) = O(1) with i ∈ [n] and k ∈ [K], for t ∈ [0, T1], we have

C1 ≤ ℓ(t)k,i ≤ 1, (66)

where C1 is a positive constant.
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Proof. In the first stage, we consider that the gradient of the loss ℓ′ is bounded in a constant level.
We assume that the coefficients γ(t), β(t), ϕ(t) = O(1) for 0 ≤ t ≤ T1. Here we have that the output
similarity satisfies:

sim(gk,i,hk,i) ≤ max
{
σ(⟨p(t)

G,k,µk⟩), σ(⟨p(t)
G,k, ξk,i⟩), β

(t)
k , γ

(t)
k,i, ϕ

(t)
k,i

}
= O(1).

(67)

When t ∈ [0, T ], we have

ℓ
′(t)
k,i =

1

1 + exp(sim(gk,i,hk,i))

≥ 1

1 +O(1)
.

(68)

Theorem F.2. Under Assumption E.1, there exists total number of local updates T1 = R1E =
O(η−1Knσ2

pσ
2
L) such that

β
(T1)
G,k = Θ((1− θ)nKSNR2

G) β
(T1)
L,k = Θ(θnSNR2

G), ∀k ∈ [K]

γ
(T1)
G,k,k = Θ((1− θ)nχkSNR2

k) γ
(T1)
L,k,k = Θ(θnSNR2

k), ∀k ∈ [K]

ϕ
(T1)
G,k,l = O(1− θ) ϕ

(T1)
L,k,l = O(θ), ∀k ∈ [K], l ∈ [L]

(69)

Proof. Part 1: Analysis of β(T1)
G,k and γ(T1)

G,k

We first consider the growth of local task-relevant coefficient γ(t)G,k,k and γ(t)G,k on the corresponding
client k. Consider the iteration equation for the coefficient of signal learning under local gradient
descent in the first round, we have:

γ
(t+1)
G,k,k = γ

(t)
G,k,k −

η

nk
(1− θ) ·

nk∑
i=1

ℓ
′(t)
k,i σ

′(t)
G,r,k,i||µk||22. (70)

According to Lemma F.1, we have an upper bound for signal learning at the first round of local
updates.

γ
(t+1)
G,k,k ≤ γ

(t)
G,k,k + η(1− θ)||µk||22. (71)

Taking a telescoping sum over t = 0, 1, . . . , E, we can obtain the upper bound for signal learning
before the first step of weight averaging.

γ
(E)
G,k,k ≤ η(1− θ)E||µk||22. (72)

After taking the average among the coefficients, we have

γ
(E)
G ≤ 1

K

K∑
k′=1

⟨µk,µk′⟩
||µk||22

η(1− θ)E||µk||22. (73)

Note that we denote χk
∆
=

∑K
k′=1

⟨µ′
k,µk⟩

||µk|| as the total similarity between signal vectors among clients.
In the following E gradient descent steps on each clients, we have

γ
(2E)
G,k,k ≤

1

K

K∑
k′=1

⟨µk,µk′⟩
||µk||22

η(1− θ)E||µk||22 + ηE||µk||22

= (
1

K
χk + 1)η(1− θ)E||µk||22. (74)

In the second round of update, we apply average among the clients

γ
(2E)
G ≤ 1

K
(χk(

χk

K
+ 1) + (K − χk)

χk

K
)η(1− θ)E||µk||22 =

2

K
χkη(1− θ)E||µk||22. (75)
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We repeat the computation process and obtain the following results for the third rounds of local
updates and the FedAvg process.

γ
(3E)
G,k,k ≤

2

K
χkηE||µk||22 + ηE||µk||22 = (

2

K
χk + 1)η(1− θ)E||µk||22 (76)

γ
(3E)
G ≤ 1

K
(χk(

2

K
χk + 1) + (K − χk)

2

K
χk)ηE||µk||22 =

3

K
χkη(1− θ)E||µk||22. (77)

Thus, after R1 = T1/E rounds of communication, the noise memorization has an upper bound:

γ
(R1E)
G,k,k ≤ (

R1 − 1

K
χk + 1)η(1− θ)E||µk||22 (78)

γ
(R1E)
G ≤ R1

K
χkη(1− θ)E||µk||22. (79)

We can similarly obtain the lower bound of this proof. Consider the first round of gradient update, we
have

γ
(t+1)
G,k,k = γ

(t)
G,k,k +

η

n
(1− θ)

n∑
i=1

ℓ
′(t)
k,i σ

′(t)
G,r,k,i||µk||22

(a)

≥ γ
(t)
G,k,k + η(1− θ)C1||µk||22. (80)

So before taking the first average, we take a telescope sum over t = 0, . . . , E − 1 yielding:

γ
(E)
G,k,k ≥ η(1− θ)C1E||µk||22. (81)

After the weight average operation, we have

γ
(E)
G,k,k ≥

1

K

K∑
k′=1

⟨µk,µk′⟩
||µk||22

η(1− θ)C1E||µk||22. (82)

Recall that χk
∆
=

∑K
k′=1

⟨µk,µk′ ⟩
||µk||22

counts the total similarity between the signal vectors among clients.
In the next E gradient descent steps on each client, we have

γ
(2E)
G,k,k ≥

χk

K
η(1− θ)C1E + ηC1E||µk||22

= (
χk

K
+ 1)η(1− θ)C1E||µk||22. (83)

After gradient descent, we apply the second weight averaging operation on the server and obtain the
following result

γ
(2E)
G,k,k ≥

1

K
(χk(

χk

K
+ 1) + (K − χk)

χK

K
)η(1− θ)C1E||µk||22

=
2

K
χkη(1− θ)C1E||µk||22. (84)

Similarly, we repeat the computation procedure and obtain the following results for the R1-th round
of local updates plus weight average operation:

γ
(R1E)
G,k,k ≥ (

R1 − 1

K
χk + 1)η(1− θ)C1E||µk||22 (85)

γ
(R1E)
G,k ≥ R1

K
χk · η(1− θ)C1E||µk||22. (86)

As a result, we have

γ
(R1E)
G,k =

R1

K
(1− θ)EχkηC1||µk||22 =

Cn

ησ2
qd
χkη(1− θ)C1||µk||22 = Θ(n(1− θ)χkSNR2

k).

(87)

Here, the global task-relevant feature follows that χK = K, so we have

β
(R1E)

G,k = R1(1− θ)EχkηC1||µk||22 =
Cn

ησ2
qd
χkη(1− θ)C1||µk||22 = Θ(n(1− θ)KSNR2

G). (88)
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Part 2: Analysis of β(T1)
L,k and γ(T1)

L,k,k

Similar to the global coefficient β(T1)
G,k and γ(T1)

G,k,k, we first analyze γ(T1)
L,k,k. Consider the iteration

equation for the coefficient

γ
(t+1)
L,k,k = γ

(t)
L,k,k −

η

nk
θ ·

nk∑
i=1

ℓ
′(t)
k,i σ

′(t)
L,r,k,i||µk||22. (89)

According to Lemma F.1, we have upper bound for γ(t+1)
L,k,k .

γ
(t+1)
L,k,k ≤ γ

(t)
L,k,k + ηθ||µk||22. (90)

Then we taking a telescoping sum over t = 0, 1, . . . , R1E, we have

γ
(R1E)
L,k,k ≤ ηθR1E||µk||22. (91)

Similarly, we repeat the computation procedure and have the lower bound of the γ(t+1)
L,k,k

γ
(t+1)
L,k,k = γ

(t)
L,k,k −

η

nk
θ ·

nk∑
i=1

ℓ
′(t)
k,i σ

′(t)
L,r,k,i||µk||22. (92)

According to Lemma F.1, we have

γ
(t+1)
L,k,k ≥ γ

(t)
L,k,k + ηθC1||µk||22. (93)

Then we taking a telescoping sum over t = 0, 1, . . . , R1E, we have

γ
(R1E)
L,k,k ≥ ηθR1C1E||µk||22. (94)

As a result, we have

γ
(R1E)
L,k,k = R1θEηC1||µk||22 =

Cn

ησ2
qd
χkη(1− θ)C1||µk||22 = Θ(nθSNR2

k). (95)

The global feature and local feature have the same weight and take the same order.

β
(R1E)

L,k,k = R1θEχkηC1||µk||22 =
Cn

ησ2
qd
χkη(1− θ)C1||µk||22 = Θ(nθSNR2

G). (96)

Part 3: Analysis of ϕ(T1)
G,k,l and ϕ(T1)

L,k,l

We first establish the lower bound for ϕ(T1)
G,k,l. We show that

⟨p(t)
G,k, ξk,i⟩ = ⟨p

(0)
G,k, ξk,i⟩+

n∑
i′=1

(ψ
(t)
G,k,l + φ

(t)
G,k,l)||ξk,i′ ||

−2
2 ⟨ξG,k,i, ξG,k,i′⟩ (97)

(a)

≥ ⟨p(0)
G,k, ξk,i⟩+ ψ

(t)
G,k,l − 2

√
log(4n2/δ)

σ2
L

∑
i′ ̸=i

(|ψ(t)
G,k,l|+ |φ

(t)
G,k,l|) (98)

(b)

≥ ⟨p(0)
G,k, ξk,i⟩+ ψ

(t)
G,k,l − 4C2n

√
log(4n2/δ)

σ2
L

, (99)

where C2 is a positive constant that satisfies C2 ≥ max{ψ(t)
G,k,l, φ

(t)
G,k,l}, (a) is by Lemma E.2 and

(b) is by definition of C2.

Here, we suppose that Φ(t)
G,k,l = max

{
⟨p(0)

G,k, ξk,i⟩+ ψ
(t)
G,k,l − 4C2n

√
log(4n2/δ)

σ2
L

}
. At initialization,

it is easy to check that:

Φ
(0)
G,k,l ≥

1

4
σ0σpσL − 4C2n

√
log(4n2/δ)

σ2
L

(a)

≥ 0, (100)
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where (a) is by the following condition:

σ0 ≥ C3n

√
log(4n2/δ)

σpσ2
L

. (101)

We can compute the growth of Φ(t)
G,k,l as follows:

Φ
(t+1)
G,k,l = Φ

(t)
G,k,l +

η

n
(1− θ)ℓ′(t)k,i σ

′(t)
G,r,k,i||ξk,i||

2
2

(a)

≥ Φ
(t)
G,k,l +

η

2n
(1− θ)C1σ

2
pσ

2
L. (102)

Before the first step of weight average, we take the telescoping sum:

Φ
(E)
G,k,l ≥

ηEC1

2n
(1− θ)σ2

pσ
2
L. (103)

Then, we perform weight average operation

Φ
(E)

G,l ≥
1

K

ηEC1

2n
(1− θ)σ2

pσ
2
L. (104)

The next E gradient descent steps yield:

Φ
(2E)
G,k,l ≥

K + 1

K

ηEC1

2n
(1− θ)σ2

pσ
2
L. (105)

Here, we take the average among the clients and we get:

Φ
(2E)

G,l ≥ (
1

K

K + 1

K
+
K − 1

K

1

K
)
ηEC1

2n
(1− θ)σ2

pσ
2
L ≥

2

K

ηEC1

2n
(1− θ)σ2

pσ
2
L. (106)

We use the same technique to obtain the lower bound of noise memorization

Φ
(R1E)

G,l ≥ R1

K

ηEC1

2n
(1− θ)σ2

pσ
2
L. (107)

Finally, we confirm that

ψ
(t)
G,k,l ≥

ηT1C1

2nK
(1− θ)σ2

pσ
2
L − ⟨p

(0)
G,k, ξk,i⟩+ 4C2n

√
log(4n2/δ)

σ2
L

(108)

(a)

≥ ηT1C1

2nK
(1− θ)σ2

pσ
2
L − ⟨p

(0)
G,k, ξk,i⟩+ C3 (109)

(b)

≥ C4, (110)

where the inequality (a) is by definition of constant C3 ≤ 4C2n
√

log(4n2/δ)
σ2
L

which holds when

σ2
L ≥ C5 log(4n

2/δ)n2 and the inequality (b) is by taking the value of T1.
Then we provide the upper bound of the ϕ

(T1)
G,k,l. Here, we suppose that Ψ

(t)
G,k,l =

max
{
ψ
(t)
G,k,l,−φ

(t)
G,k,l

}
. Similarly, we define the coefficient after weight average Ψ

(t)

G,k,l =

max
{
ψ
(t)

G,k,l,−φ
(t)
G,k,l

}
. Clearly, we have that Ψ

(0)

G,k,l = 0 for all l ∈ [L] and k ∈ [K] by defi-
nition. Then we have

Ψ
(t+1)
G,k,l = Ψ

(t)
G,k,l +

η

n
(1− θ)ℓ′(t)k,i σ

′(t)
G,r,k,i||ξk,i||

2
2

(a)

≤ Ψ
(t)
G,k,l +

η

2n
(1− θ)σ2

pσ
2
L, (111)

where (a) follows |ℓ′(t)k,i | ≤ 1 and σ′ ≤ 1 in Lemma F.1 and Lemma E.2. Similar to above proof, we
have that

Ψ
(E)
G,k,l ≤

ηE

2n
(1− θ)σ2

pσ
2
L. (112)
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After t = E steps, we perform a weight average operation and we have

Ψ
(E)

G,k,l ≤
1

K

ηE

2n
(1− θ)σ2

pσ
2
L. (113)

Similar to the above proof, we have

Ψ
(R1E)

G,k,l ≤
R1

K

ηE

2n
(1− θ)σ2

pσ
2
L. (114)

Thus, it is confirmed that Ψ(T1)
G,k,l = O(1− θ). Similar to the convergence of Ψ(T1)

G,k,l = O(1− θ), we

have that Ψ(T1)
L,k,l = O(θ).

Lemma F.3. There exists total number of local updates T1 = R1E = O(η−1Knσ2
pσ

2
L) such that

β
(T1)

= Θ(nKSNR2
G), γ

(T1)
k = Θ(nχkSNR2

k), ϕ
(T1)

l = O(1) ∀k ∈ [K], l ∈ [L]. (115)

Here, n =
∑

k nk/K is the average number of data in each client and SNRG = ||µG||/(σp
√
m),

SNRk = ||µk||/(σp
√
m) denote the signal-noise ratio between the task-relevant feature and task-

irrelevant feature. Here, we define χk =
∑K

k′=1⟨µk,µk′⟩/||µk||22.

Proof. The proof of the result follows the proof of global coefficient in Lemma F.3. We take θ = 0 to
obtain the final result.

F.2 Coefficient dynamics: stage two

In this stage, we focus on the proof of scaling behaviour for the coefficients of features βG, γG, βL, γL.
We first provide the following lemma.

Lemma F.4. Under Assumption E.1, we have

⟨p(t)
G,k, yµG⟩ = ⟨p(0)

G,k, yµG⟩+ β
(t)

G , ⟨p(t)
G,k, yµk⟩ = ⟨p(0)

G,k, yµk⟩+ γ
(t)
G,k, ∀k ∈ [K]

⟨p(t)
L,k, yµL⟩ = ⟨p(0)

L,k, yµL⟩+ β
(t)

G , ⟨p(t)
L,k, yµk⟩ = ⟨p(0)

L,k, yµk⟩+ γ
(t)
L,k, ∀k ∈ [K]

(116)

for all k ∈ [K].

Proof. According to the update formula of pG and pL, we have

⟨p(t)
G − p

(0)
G ,µG⟩ = yγ

(t)
G +

K∑
k=1

γ
(t)
G,k||µk||−2

2 ⟨µk,µG⟩+
L∑

l=1

ϕ
(t)

G,l||ξl||−2
2 ξl

= yγ
(t)
G , (117)

where the second equation is by the orthogonal assumption between the feature vector and noise
vector. Here, these equations follow the same proof and we thus complete the proof.

Lemma F.5. Under Assumption E.1, for 0 ≤ t ≤ T ∗, where T ∗ =
η−1poly(||µ||−1

2 , σ−2
L σ−2

p , σ−1
0 , n,m), we prove that

0 ≤ β(t)

G ≤ β
(t)
G,k ≤ (1− θ)nKSNR2

G log(T ∗), (118)

0 ≤ γ(t)G,k ≤ γ
(t)
G,k,k ≤ (1− θ)nχkSNR2

k log(T
∗), (119)

0 ≤ β(t)

L ≤ β
(t)
L,k ≤ θnKSNR2

G log(T ∗), (120)

0 ≤ γ(t)L,k ≤ γ
(t)
L,k,k ≤ θnKSNR2

k log(T
∗), (121)

for all k ∈ [K].
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Proof. Here, we only prove that 0 ≤ γ
(t)
G,k ≤ γ

(t)
G,k,k ≤ (1 − θ)nχkSNR2

k log(T
∗). The proof of

other coefficients can be generalized from this proof. Considering the update formula, we have

γ
(t+E)
G = γ

(t)
G +

E∑
τ=1

(1− θ)ηχk

nK

n∑
i=1

ℓ
′(t+τ)
k,i σG,r,k,i||µk||22. (122)

Let Tb = RbE to be the last time t ≤ T ∗ that γ(t)G,k ≤ 0.5 log(T ∗)nSNR2
k. We have the lower bound

and upper bound of ⟨p(t)
G,k, µk⟩:

0.25nχkSNR2
k log(T

∗) ≤ ⟨p(t)
G,k, µk⟩ ≤ 0.5nχkSNR2

k log(T
∗). (123)

Due to that

⟨p(t)
G,k, µk⟩

(a)
= ⟨p(0)

G,k, µk⟩+ γ
(t)
G,k (124)

(b)

≥ −0.5(1− θ)α+ 0.5(1− θ)nχkSNR2
k log(T

∗) (125)
(c)

≥ 0.25(1− θ)nχkSNR2
k log(T

∗), (126)

where the first equality (a) is by the update formula of γ, the second inequality (b) is by γG,k ≥
0.5(1− θ)nχkSNR2

k log(T
∗) and ⟨p(0)

G,k, µk⟩ ≥ −0.5(1− θ)α due to the definition of Tc and α. The
last inequality (c) is by α ≤ 0.5nχkSNR2

k log(T
∗). Similarly, we can also derive the upper bound as

follows:

⟨p(t)
G,k, µk⟩

(a)
= ⟨p(0)

G,k, µk⟩+ γ
(t)
G,k (127)

(b)

≤ 0.5(1− θ)α+ 0.5(1− θ)nχkSNR2
k log(T

∗) (128)
(c)

≤ 0.5(1− θ)nχkSNR2
k log(T

∗). (129)

According to the above formula, we have

γ
(Ta)
G,k = γ

(Tb)
G,k +

ηχk

nK

E∑
τ=1

n∑
i=1

ℓ
′(Tc+τ)
k,i σ′(⟨p(Tc+τ)

G,k+1 , yk,iµk⟩)||µk||22

+
∑

Rb<R<Ra

ηχk

nK

E∑
τ=1

n∑
i=1

ℓ
′(RE+τ)
k,i σ′(⟨p(RE+τ)

G,k+1 , yk,iµk⟩)||µk||22 (130)

(a)

≤ γ
(Tb)
G,k +

ηχk

nK

E∑
τ=1

n∑
i=1

ℓ
′(Tc+τ)
k,i σ′(⟨p(Tc+τ)

G,k+1 , yk,iµk⟩)||µk||22

+
∑

Rb<R<Ra

ηχk

nK

E∑
τ=1

exp(1− σ(⟨p(RE+τ)
G,k+1 , yk,iµk⟩))σ′(⟨p(RE+τ)

G,k+1 , yk,iµk⟩)||µk||22

(131)
(b)

≤ γ
(Tb)
G,k + 0.25(1− θ)nχkSNR2

k log(T
∗)

+ 0.25T ∗ exp(− log(T ∗)nχkSNR2
k) log(T

∗)nχkSNR2
k (132)

(c)

≤ (1− θ)nχkSNR2
k log(T

∗), (133)

where the first inequality (a) is by the definition of ℓ′, the second inequality (b) is by the above
formula and the third inequality (c) is due to that nχkSNR2

k ≥ 1 and the induction hypothesis
γ
(Tb)
G,k ≤ 0.5(1− θ)nχkSNR2

k log(T
∗).

27

30616 https://doi.org/10.52202/079017-0962



NeurIPS Paper Checklist
1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: As stated in the abstract and introduction, this paper provides the first the-
oretical framework to analyze the dynamics of prompt learning federated learning from
pretrained vision-language foundation models. These claims are reflected throughout the
paper, with theoretical analysis and experimental validation provided in support.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: The limitation analysis is provided in the Conclusion section.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

28

30617https://doi.org/10.52202/079017-0962



Answer: [Yes]
Justification: The paper lays out a detailed theoretical framework with clear assumptions
and provides mathematical proofs for the theorems introduced. Assumptions and their
implications are explicitly stated in Section 4 and Appendix E.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: This paper details the experimental settings thoroughly, including data distribu-
tions, models used (e.g., CLIP), and the specifics of the federated learning setup in Section
6. It provides enough detail for replicating the main experimental results, which align with
the theoretical claims.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
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some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: The code is available alongside the submission, including a ZIP file with all
relevant scripts. We will make the code open access once the paper is accepted.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: The paper provides comprehensive details about the experimental settings,
including descriptions of datasets used, hyperparameters, data splits, and other necessary
details in Section 6 to understand the experiments fully.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment Statistical Significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: The results section includes error bars and other statistical measures to indicate
the significance and reliability of the experimental outcomes. This is particularly visible in
the detailed tables and figures that compare different methods and settings.

Guidelines:
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• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: The paper now provides detailed information on the computational resources
used for the experiments, including the type of GPUs, memory requirements, and the
execution time for each setup in Section 6.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: The work conformed with the NeurIPS Code of Ethics. The paper does
not contain any content or methods that would violate ethical guidelines, and it maintains
anonymity and integrity in its experiments and data handling.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader Impacts
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Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [NA]
Justification: Our paper primarily focuses on theoretical research in machine learning and
does not address societal impacts.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: This paper poses no such risk that have a high risk for misuse, so this question
is not applicable.
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [Yes]
Justification: The paper adequately credits original sources for assets such as datasets and
models used in the experiments. It mentions using standard datasets and references the
original works where these models and datasets were introduced.
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Guidelines:
• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [NA]
Justification: The paper does not introduce any new assets that would require additional
documentation or licensing information.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: The paper does not involve crowdsourcing or direct research with human
subjects, so this question is not applicable.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

33

30622 https://doi.org/10.52202/079017-0962

paperswithcode.com/datasets


Answer: [NA]
Justification: Since the paper does not involve human subjects, there is no need for IRB
approvals or equivalent ethical reviews.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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