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Abstract

Electroencephalography (EEG) data is often collected from diverse contexts involv-
ing different populations and EEG devices. This variability can induce distribution
shifts in the data X and in the biomedical variables of interest y, thus limiting
the application of supervised machine learning (ML) algorithms. While domain
adaptation (DA) methods have been developed to mitigate the impact of these shifts,
such methods struggle when distribution shifts occur simultaneously in X and y.
As state-of-the-art ML models for EEG represent the data by spatial covariance ma-
trices, which lie on the Riemannian manifold of Symmetric Positive Definite (SPD)
matrices, it is appealing to study DA techniques operating on the SPD manifold.
This paper proposes a novel method termed Geodesic Optimization for Predictive
Shift Adaptation (GOPSA) to address test-time multi-source DA for situations in
which source domains have distinct y distributions. GOPSA exploits the geodesic
structure of the Riemannian manifold to jointly learn a domain-specific re-centering
operator representing site-specific intercepts and the regression model. We per-
formed empirical benchmarks on the cross-site generalization of age-prediction
models with resting-state EEG data from a large multi-national dataset (HarMN-
qEEG), which included 14 recording sites and more than 1500 human participants.
Compared to state-of-the-art methods, our results showed that GOPSA achieved
significantly higher performance on three regression metrics (122, MAE, and Spear-
man’s p) for several source-target site combinations, highlighting its effectiveness
in tackling multi-source DA with predictive shifts in EEG data analysis. Our
method has the potential to combine the advantages of mixed-effects modeling
with machine learning for biomedical applications of EEG, such as multicenter
clinical trials.

1 Introduction

Machine learning (ML) has enabled advances in the analysis of complex biological signals, such
as magneto- and electroencephalography (M/EEG), in diverse applications including biomarker
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Figure 1: Joint shift in X and y distributions on the HarMNqEEG dataset [33]. Subset of mean
PSDs (A) and age distributions (B) from three recording sites used for the empirical benchmarks.

exploration [58, 20, 60] or developing Brain-Computer Interface (BCI) [57, 15, 1, 2]. However, a
major challenge in applying ML to these signals arises from their inherent variability, a problem
commonly referred to as dataset shift [12]. In the case of M/EEG data this variability can be caused
by differences in recording devices (electrode positions and amplifier configurations), recording
protocols, population demographics, and inter-subject variability [36, 14, 23, 29]. Notably, shifts
can occur not only in the data X but also in the biomedical variable y we aim to predict, further
complicating the use of ML algorithms.

Riemannian geometry has significantly advanced EEG data analysis by enabling the use of spatial
covariance matrices as EEG descriptors [5, 4, 6, 38, 31, 35, 33, 48, 17, 56]. In [4, 6], the authors
introduced a classification framework for BCI based on the Riemannian geometry of covariance
matrices. These methods classify EEG signals directly on the tangent space using the Riemannian
manifold of symmetric positive definite (SPD) matrices (Szlr+), effectively capturing spatial infor-
mation. More recently, [47, 48, 7] extended this framework to regression problems from M/EEG
data in the context of biomarker exploration. Furthermore, [47, 48] proved that Riemannian metrics
lead to regression models with statistical guarantees in line with log-linear brain dynamics [10] and
are, therefore, well-suited for neuroscience applications. Across various biomarker-exploration tasks
and datasets, recent work has shown that Riemannian M/EEG representations offer parameter-sparse
alternatives to non-Riemannian deep learning architectures [13, 40, 17].

Domain adaptation addresses the challenges posed by differences in data distributions between source
and target domains, e.g., when data are recorded with different cameras in computer vision [55],
different writing styles in natural language processing [32], or varying sensor setups in time series
analysis [22]. In particular, DA considers target shift where the shift is in the outcome variable y. For
classification it means source and target data share the same labels but in different proportions [34].
Target shift is also frequent in the context of multicenter neuroscience studies, as the studied popula-
tion of one site may vary significantly from the studied population of another site (cf. Figure 1). To
tackle various sources of variability in neurophysiological data like EEG, there is a need for a DA
approach that can deal with a joint shift in X and y.

Related work In [62], the authors addressed DA for EEG-based BCI using re-centering affine
transformation of covariance matrices (Section 2) to align data from different sessions or human
participants, improving classification accuracies. Yair et al. [59] extended this with parallel transport
showing its effectiveness in EEG analysis, whereas, Peng et al [43] introduced a domain-specific
regularizer based on the Riemannian mean. Notably, this parallel transport approach reduces to [62]
when the common reference point is the identity. In a deep learning context, Kobler et al. [31]
proposed to do a per-domain online re-centering which can be seen as a domain specific Riemannian
batch norm. Going beyond re-centering, Riemannian Procrustes Analysis (RPA) [45] was proposed
for EEG transfer learning, using three steps: mean alignment, dispersion matching, and rotation
correction. However, the rotation step is unsuitable for regression problems and RPA adapts only
a single source to a target domain. Recently, [36] demonstrated the benefits of re-centering for
regression problems, showing improvements in handling task variations in MEG and enhancing
across-dataset inference in EEG.
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On the other hand, mixed-effects models (or multilevel models) have been successfully used to tackle
data shifts in X and y [16, 25]. In biomedical data, mixed-effects models are crucial due to the
presence of common effects, such as disease status and age. Riemannian mixed-effects models have
been used to analyze observations on Riemannian manifolds, accommodating individual trajectories
with mixed effects at both group and individual levels [30, 49, 50]. These models adapt a base
point on the manifold for each data point and utilize parallel transport for this adaptation, which is
necessary for accurate trajectory modeling. However, they differ significantly from the problem we
address in this work. Notably, the input data X are covariates (e.g., age or disease status) which
belong to a Euclidean space and the variables y to predict belong to the manifold (e.g., MRI diffusion
tensors on Sj*) which is the opposite of the paper’s studied problem. This distinction is critical as
it highlights that while both methods use the geometry of Riemannian manifolds, the nature of the
predicted variables and the type of data used differ from existing Riemannian mixed-effects models.

Contributions In this work, we address the challenging problem of multi-source domain adaptation
with predictive shifts on the SPD manifold, focusing on distribution shifts in both the input data X
and the variable to predict y. We propose a novel method called Geodesic Optimization for Predictive
Shift Adaptation (GOPSA). It enables mixed-effects modeling by jointly learning parallel transport
along a geodesic for each domain and a global regression model common to all domains, with the
assumption that the mean ¢ of the target domain is known. GOPSA aims to advance the state of the
art by: (i) addressing shifts in both covariance matrices and the outcome variable y, (ii) being tailored
for regression problems, and (iii) being a multi-source test-time domain adaptation method, meaning
that once trained on source data, it can generalize to any target domain without requiring access to
source data or retraining a new model.

We first introduce in Section 2 how to do regression from covariance matrices on the Riemannian
manifold of S;r+. We also interpret classical learning methods on Sj+ from heterogeneous domains
as parallel transports combined with Riemannian logarithmic mappings. This leads us to GOPSA in
Section 3, which learns to parallel transport each domain, with algorithms at train and test times.
Finally, in Section 4, we apply GOPSA as well as different baselines on simulated data and the
HarMNqEEG dataset.

Notations Vectors and matrices are represented by small and large cap boldface letters respectively
(e.g., , X). The set {1,..., K} is denoted by [1, K]. S}T and S, represent the sets of d x d

symmetric positive definite and symmetric matrices. uvec : Sq — R*“*V/2 vectorizes the upper
triangular part of a symmetric matrix. Frobenius and 2-norms are denoted by ||.||z and ||.|2,
respectively. £ defines the left part of the equation as the right part. The transpose and Euclidean
inner product operations are represented by - '. 1,, £ [1,..., 1] denotes an n-dimensional vector of
ones. For a loss function £, V£ and £’ denote its gradient and derivative. We consider K labeled
source domains, each consisting of N, covariance matrices, along with their corresponding outcome

values, denoted by {(X 4, yr.i) }.*, . The target domain is (37 ;)7 with the average outcome 7.

2 Regression modeling from covariance matrices using Riemannian geometry

Riemannian geometry of Sjl'Jr The covariance matrices belong to the set of d X d symmetric positive
definite matrices denoted SZ{* [51, 44]. The latter is open in the set of d X d symmetric matrices
denoted S, and thus S;Jr is a smooth manifold [9]. A vector space is defined at each 3 € SI‘L,
called the tangent space, denoted TESI+, and is equal to Sy, the ambient space. Equipped with a
smooth inner product at every tangent space, a smooth manifold b ecomes a Riemannian manifold.
To do so, we make use of the affine invariant Riemannian metric [51, 44]. Given I', TV € T ES&H,

this metric is (I, I") s, = tr (X7'TX'TY).

Riemannian mean The Riemannian distance (or geodesic distance) associated with the affine
invariant metric is 6z(%,¥') £ ||log (X7/2%'S72)|| . with log : S;© — Sy being the matrix
logarithm (see Appendix A.1 for a definition). This distance is used to compute the Riemannian mean
¥ defined foraset {X;}Y, C S}t as ¥ £ argmin sesit Zfil Sr(Z, %)%

This mean is efficiently computed with a Riemannian gradient descent [44, 63].
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Riemannian logarithmic mapping The idea of the covariance-based approach is to define non-
linear feature transformations into vectors that can be used as input for classical linear machine
learning models. To do so, the Riemannian logarithmic mapping of 3’ at X is defined as

logs;(E') 2 572 1og (2*1/22’2”/2) X2 e TeSHT . )

Thus, matrices in the Riemannian manifold Srr are transformed into tangent vectors.

Parallel transport A classical practice to align distributions is parallel transport of covariance
matrices from their mean to the identity and then apply the logarithmic mapping (1). Parallel transport
along a curve allows to move SPD matrices from one point on the curve to another point on the curve
while keeping the inner product between the logarithmic mappings with any other vector transported
along the same curve constant. The following lemma gives the parallel transport of ¥’ from X to I
along the geodesic between these two points (See proof in Appendix A.2).

Lemma 2.1 (Parallel transport to the identity). Given X, X' € S}, the parallel transport of &'
along the geodesic from X to the identity I; at o € [0, 1] is

PT(X,%,0) 2 X 20/,

Learning on S&H' The logarithmic mapping (1) at the identity is simply the matrix logarithm.

Thus, a classical non-linear feature extraction [6, 36, 8] of a dataset {3;} Y, of Riemannian mean 3
combines parallel transport and logarithmic mapping at the identity,

6 (3:,5) 2 uvee (logy, (PT (20, 5,1))) = uvee (log (T "5:5777) ) e ™2 )

where uvec vectorizes the upper triangular part with off-diagonal elements multiplied by v/2 to
preserve the norm. Correcting dataset shifts by re-centering all source datasets [62], corresponds to
parallel transporting data {2}, ;} 1+, of each domain k € [1, K] from its Riemannian mean 3, to
the identity,

— =-1/2 =-1/2
O(hi, ) = wvee (log (5, "2 ) ) 3)
This method is the go-to approach for reducing shifts of the covariance matrix distributions coming

from different domains and has been applied successfully for brain-computer interfaces [45, 59] and
age prediction from M/EEG data [36].

3 Learning to recenter from highly shifted y distributions with GOPSA

In this section, we develop a novel multi-source domain adaptation method, called Geodesic Opti-
mization for Predictive Shift Adaptation (GOPSA), that operates on the S;{* manifold and is capable
of handling vastly different distributions of y. Our approach implements a Riemannian mixed-effects
model, which consists of two components: a single parameter estimating a geodesic intercept specific
to each domain and a set of parameters shared across domains.

At train-time, GOPSA jointly learns the parallel transport of each of the K source domains and the
regression model shared across domains. At test-time, we assume having access to the target mean
response value 77 and predict on the unlabeled target domain of covariance matrices (X ;)27,.
GOPSA focuses solely on learning the parallel transport of the target domain so that the mean prediction,
using the regression model learned at train-time, matches 7.

Parallel transport along the geodesic In Section 2, we presented how domain adaptation is
performed on S;"". In particular, (3) presents how to account for data shifts of each domain. However,
this operator can only work if the variability between domains is considered as noise. As explained
earlier, we are interested in shifts in both features and the response variable. Thus, (3) discards shift
coming from the response variable and hence harms the performance of the predictive model. Based
on the Lemuna 2.1, we propose to parallel transport features to any point on the geodesic between a
domain-specific Riemannian mean X, and the identity. Indeed, GOPSA parallel transports 3y, ; on
this geodesic with a € [0, 1] and then applies the Riemannian logarithmic mapping (1) at the identity,

$(Bi, B, a) £ uvec (logg, (PT (Bi, Ty, @))) = uvec (log (E;a/zzk,iigw» )]
This allows each domain to undergo parallel transport to a certain degree, effectively moving it toward
the identity.
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Algorithm 1: Train-Time GOPSA

Algorithm 2: Test-Time GOPSA

Input: Forall & € [1, K], {(Zk.s, yri) Y25,
initialization of s, step-sizes {&; }+>1
fork=1— Kdo
‘ 3. < Riemannian mean of { ki) fvz’“l
end
t«1
while not converged do
Zs(7ys) < Compute features with (7)
B%(vs) < Compute Ridge coeff. with (8)
VLs(vs) < Compute loss gradient of (8)
Vs < ¥s — &V Ls(vs)
tt+1
end

return 3% (v%)

Input: {7 ,}27, mean outcome value g,
initialization of 7, trained Ridge
coeff. B%5(v%), step-sizes {&; }1>1

37 + Riemannian mean of {37 ;}7,

t1

while not converged do

Z7 (1) + Compute features with (9)

L%-(y7) + Compute loss derivative
of (10)

Y1 1 — &L (vT)

t—t+1

end

y7  Z7(v7)B5(75)

return yr

3.1 Train-time

GOPSA aims to learn simultaneously features from (4) and a regression model. To do so, we solve the
following optimization problem

K Ny
i, 2 SN (i — B0 (S Sioon)) ©)
Bs€eR =11:=1
as€0,1]1%
with s = [a,...,ak] . This cost function is decomposed into three key aspects. First, covariance

matrices undergo parallel transported using Lemma 2.1 to account for shifts between domains. Second,
they are vectorized, and a linear regression predicts the output variable from these vectorized features.
Third, the coefficients of the linear regression B and the as are learned jointly so that the predictor
is adapted to the parallel transport and reciprocally. Besides, to enforce the constraint on as, we
re-parameterize it using the sigmoid function, which defines a bijection between R and (0, 1), thereby
ensuring that the resulting cvs values lie within the desired range: oy = o/(71) £ (1 + exp(—vz)) ™"
Thus, the constrained problem (5) can be formulated as the following unconstrained optimization
problem

K N
mlnllmlze ZZ Yki — /8$¢(2k132k7 (’Yk))) ) (6)
ﬁsGR((dH)/Q k=11i=1
~s€RE

with vs = [y1, .- .,7x] . Let us define the matrix Zgs(vy) € RNs*““V/2 with Ng = Y1 Ny,
as the concatenation of the source data, where each row corresponds to a feature vector:

Zs(v) = [6(Z11,51,0(1)) -1 6 (Zkve Bk, 0(1x))] - %)

In the same manner, the source labels are concatenated to ys = [y1,1,- - -, YKk, Nx]' € RVs. Givena
fixed s, the problem (6) is solved with the ordinary least squares estimator. In practice, we choose
to regularize the estimation of the linear regression with a Ridge penalty. Thus, (6) is rewritten as

®)

~v% £ argmin {csm 2 \lys — Zs(v)B5(7)II3 }
YERK
2 Zs(y) "My + Zs()Zs(v) ") tys

where B%5() € R*“*1/2 are the Ridge estimated coefficients given a fixed v and A > 0 is the regu-
larization hyperparameter. The problem (8) is efficiently solved with any gradient-based solver [39].

subjectto  B5(7)

The train-time of GOPSA is summarized in Algorithm 1. The proposed training algorithm begins
by calculating the Riemannian mean of covariance matrices for each domain k. It then iteratively
optimizes the parameters s by computing the feature matrix (7), determining Ridge regression
coefficients (8), and updating s using a gradient descent step on the loss function (8) until conver-
gence. The output result is the optimized Ridge regression coefficients. For clarity of presentation,
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Algorithm 1 employs a gradient descent. In practice, we use L-BFGS and obtain the gradient using
automatic differentiation through the Ridge solution that is plugged into the loss in (8).

3.2 Test-time

At test-time, we now have a fitted linear model on source data with coefficients 3% (~%). The goal is
to adapt a new target domain (27—1)11\;71 for which the average outcome 7 is assumed to be known.
First, let us define the matrix Z7(y) € RN7**“*1/2 a5 the concatenation of the target data

Zr(y) =[¢ (B71.27.0(7)) ..., 0 (ET7NT;§T70'('V)>]T - )

Then, GOPSA adapts to this new target domain by minimizing the error between 7 and its estimation
computed with the fitted linear model. This minimization is performed with respect to v € R that
parametrizes the parallel transport of the target domain, i.e.,

A 1 * * 2
77 = argmin {L‘T(’Y) = (yT - NleTVTZT(v)ﬁs(VSO } : (10)

YER

Finally, the predictions on the target domain are
Ur = Zr(v7)B5(v5) RV (1)

The test-time procedure of GOPSA is summarized in Algorithm 2. The algorithm begins by calculating
the Riemannian mean of the target covariance matrices {ETZ}Z\Z It then iteratively optimizes
the parameter v by computing the feature matrix (9), the derivative of the loss function (10), and
updating 7 using a gradient descent step until convergence. The algorithm determines the estimated
target outcomes, 37, by using the optimized 7% on the feature matrix, combined with the pre-trained
regression coefficients 3%5(~%). The output result is the predicted target outcomes . It should be
noted that, once again, for clarity of presentation, Algorithm 2 employs a gradient descent, but other
derivative-based optimization methods can be used.

4 Empirical benchmarks

In this section, we built empirical benchmark to evaluate the performance of GOPSA. We first present
the simulated data that we used to illustrate the relevance of our method when there is a joint
distribution shift of the data and the labels. Then, we present the EEG dataset that we used to evaluate
the performance of GOPSA with real data from different recording sites. Finally, we present the
baseline methods that are compared with GOPSA.

Simulated data To generate simulated data, we used the generative model described in [47, 48, 36].
The data follow the classical instantaneous mixing model:

(1) = Asy({) (12)

where x;(t) € R? are the observed time-series, s;() € R? are the underlying signal of the neural
generators and A is the mixing matrix whose columns are the observed spatial patterns of the neural
generators. Furthermore, we assume that y follow a log-linear model:

d
yi =Bo+ Y Belog(pei) (13)

(=1

where py; > 0 is the variance of the /-th element of the underlying signal s,(¢) as introduced
in [47, 48, 36]. From this, we generate domains (source and target) by applying shifts on X and y. To
do so, we introduced a per-domain shift in the data distribution by applying an affine transformation
to the covariance matrices X; £ E[x; (t)x;(t) "]:

3, — B{%, B (14)

with By € STF and £ > 0 controlling the amplitude of the shift. Then, we shifted the label
distribution by modifying the variance of the underlying signal py;:

pui = py e (15)
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with £ > 0 still controlling the amplitude of the shift. Thus, the distribution of y is shifted per
domain because of the log-linear relationship of (13). It should be noted that 3 is kept constant across
domains.

HarMNqEEG dataset The HarMNqEEG dataset [33] was used for our numerical experiments.
This dataset includes EEG recordings collected from 1564 participants across 14 different study
sites, distributed across 9 countries. In our analysis, we consider each study site as a distinct domain.
Appendix A.5 provides detailed demographic information. The EEG data were recorded with
the same montage of 19 channels of the 10/20 International Electrodes Positioning System. The
dataset provides pre-computed cross-spectral tensors for each participant rather than raw data, and
anonymized metadata including the age and the sex of the participants. More precisely, the shared
data consists of cross-spectral matrices with a frequency range of 1.17 Hz to 19.14 Hz, sampled at
aresolution of 0.39 Hz. A standardized recording protocol was enforced to ensure the consistency
across EEG recording of the dataset. In addition to recording constraints, this protocol included
artifact cleaning procedures. The cross-spectrum were computed using Bartlett’s method (See
Appendix A.3). Our pre-processing steps were guided by the pre-processing pipeline outlined in [33].
First, we performed a common average reference (CAR) on all cross-spectrum (See Appendix A.3)
as different EEG references were used across domains. Subsequently, we extracted the real part
of the cross-spectral tensor to obtain co-spectrum tensors containing frequency-specific covariance
estimates along the frequency spectrum. Due to the linear dependence between channels introduced
by the CAR, the covariance matrices are rank deficient. To address this, we applied a shrinkage
regularization with a coefficient of 10~° to the data. Additionally, we implemented a global-scale
factor (GSF) correction, which compensates for amplitude variations between EEG recordings by
scaling the covariance matrices with a subject-specific factor [24, 33] (See Appendix A.3). Following
these pre-processing steps, we obtained a set of 49 covariance matrices for each EEG recording,
with each matrix corresponding to a specific frequency bin of the EEG signal. This pre-processed
co-spectrum served as the input data for our domain adaptation study.

Performance evaluation and hyperparameter selection To evaluate the performance of the
compared methods, we conducted experiments across several combinations of source and target sites.
We selected source domains such that the union distribution of their predictive variable y encompasses
a broad age range. All remaining sites were assigned as target domains. For each source-target
combination we performed a stratified shuffle split approach with 100 repetitions on the target data.
Stratification was based on the recording sites to ensure that each split contained a balanced proportion
of participants from each site. The regularization parameter \ in Ridge regression was selected with a
nested cross-validation (grid search) over a logarithmic grid of values from 10! to 10°. To evaluate
the benefit of GOPSA, we compared it against four baselines. Detailed mathematical formulations of
these baselines can be found in Appendix A.4. For each baseline method, the regression task was
performed with Ridge regression.

Domain-aware dummy model (D0 Dummy) As GOPSA requires access to the mean g, of each
domain, we used a domain-aware dummy model predicting always the mean ¥, of each domain.

No re-center / No domain adaptation (No DA) This second baseline method involves applying
the regression pipeline outlined in [47, 48] without any re-centering. In this setup, all covariance
matrices are projected to the tangent space at the source geometric mean X computed from all source
points, no matter their recording sites.

Re-center to a common reference point (Re-center and Re-scale) As introduced in Section 2,
a common transfer learning approach is a Riemannian re-centering of all domains to a common point
on the manifold [62, 36]. This baseline thus correspond to re-centering each domain k, source and
target, independently by whitening them by their respective geometric mean . An extension of this
approach is to perform a Riemannian re-scaling of all domains to a common dispersion, as presented
in [45, 36].

Domain-aware intercept (D0 Intercept) This method consists in fitting one intercept 5y per
domain. In practice since we assume to know 7, we correct the predicted values so that their mean
is equal to 7. This approach is in line with defining mixed-effects models on the Riemannian
manifold [33].

Deep learning (GREEN) The GREEN model [40] is a deep-learning architecture tailored for EEG
applications like age prediction. Since the HarMNQEEG dataset consists of covariance matrices, we
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Figure 2: R? scores 1 for different methods on simulated data. Performance is measured across 5
source domains and 1 target domain, with shifts controlled by £ (0 to maximum). Data are generated
100 times, with 5 sensors and 300 covariance matrices per domain. The target domain is randomly
selected between the 6 domains generated as presented in Section 4, with the remaining domains used
as sources. (A) A shift is applied on the covariance matrices following (14). (B) A shift is applied on
the variances following (15). (C) Both shifts from (14) and (15) are applied simultaneously.

used the ‘G2’ variant of GREEN, which starts at the covariance matrices level and includes pooling
layers. This variant is designed for SPD matrices, making it an SPD network [26]. Although GREEN
has been evaluated on multiple datasets for various predictive tasks, it has not yet been applied in a
domain adaptation context and does not include an adaptation layer.

We applied the domain-adaptation methods independently to each of the 49 frequency bins, resulting
in 49 geometric means per domain, except for GREEN, which processes all frequency bands simul-
taneously. 7 of each domain was estimated on target splits (50% of the data) that do not overlap
with the evaluation target splits (50% remaining). Statistical inference for model comparisons was
implemented with a corrected t-test following [37]. Experiments with 100 repetitions and all site
combinations have been run on a standard Slurm cluster for 12 hours with 250 CPU cores.

5 Results

Simulated data Figure 2 presents the results of simulated experiments where shifts are applied on
either X, y, or both (X, y) as presented in Section 4. All methods were evaluated in three simulation
scenarios: shift in X only, shift in y only, and joint shift in X and y. The intensity of the shift was
controlled by £ in all scenarios. If there is no shift in X, we observe that No DA perfectly estimates
the y because the log-linear model is easily estimated across domains even when the y distribution
changes (Figure 2 B). The performance of No DA however drops when a shift in X is introduced
(Figure 2 A and C). Re-center and Re-scale led to the same results as no scaling shift was applied
in the simulation. Both were able to correct the shift in X, but performed poorly when a shift in y
was added (Figure 2 B and C). GREEN notably showed consistant performance across all scenarios,
and was relatively resistant to both types of shifts given it is not designed for domain adaptation.
DO Intercept and GOPSA showed the best performance across all scenarios, with an advantage for
GOPSA. The interest of GOPSA is to estimate this log-linear model with shifts in (X, y) per domain
(Figure 2 C) which other methods were not able to do. These experiments demonstrate the efficiency
of the proposed method in estimating shifts in X between domains even in the presence of a shift in y,
contrary to the baseline methods. Theoretically, based on the generative model of the simulated data,
the data X and outcome y are linked by a log-linear relationship. This implies that, knowing the shift
in X for the target domain, predictions can be made even when y distributions do not overlap between
the source and target. Since GOPSA estimates the target shift in X by minimizing (7 — mean(g;))?, it
is capable of handling such scenarios.

HarMNQEEG data We computed benchmarks for five combinations of source sites and we
displayed the results for the three metrics selected for performance evaluation, each colored box
representing one method (Figure 3). A min-max normalization was applied to each site combinations
separately across methods. We first conducted model comparisons in terms of absolute performance
across all baselines (A). No DA, without domain specific re-centering, performed worse than DO
Dummy in terms of R? score and MAE. Re-center and Re-scale led to lower performances
across all metrics, which can be expected as the Riemannian mean is correlated with age in our
problem setting Figure 1. Eventhough its architecture does not include an adaptation layer, GREEN
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Figure 3: Normalized performance of the different methods on several source-target combi-
nations for three metrics: Spearman’s p 1 (left), R? score 1 (middle) and Mean Absolute Error
J (right). As a large variability in the score values was present between the site combinations, we
applied a min-max normalization per combination to set the minimum score across all methods to 0
and the maximum score to 1. (A) Boxplot of the concatenated results for the three normalized scores.
One point corresponds to one split of one site combination. (B) Boxplots of the difference between
the normalized scores of GOPSA and DO Intercept. A row corresponds to one site combination, one
point corresponds to one split. For each plot, the associated results of Nadeau’s & Bengio’s corrected
t-test [37] are displayed. A p-value lower than 0.05 indicates a significant difference between the two
methods. Ba: Barbados, Be: Bern, Chb: CHBMP (Cuba), Co: Columbia, Cho: Chongqging, Cu03:
Cuba2003, Cu90: Cuba90, G: Germany, M: Malaysia, R: Russia, S: Switzerland

reached better performance than the previous methods mentionned, but lacked consistency across
site combinations and metrics with large variance especially for the R? score and MAE. For all
scores, DO Intercept and GOPSA reached the best average performance with lower variance. A
version of Figure 3 A without normalization is presented in Appendix A.7. As DO intercept and
GOPSA showed overlapping performance distributions, we investigated their paired split-wise (non-
rescaled) score differences (B). The site-specific differences of GOPSA scores minus DO Intercept
are displayed with their associated p-values. For one site combination (Ba,Be,Cho,Co,Cu90,G,R),
DO Intercept yielded higher R? scores, and no significant difference was found between the two
methods for Ba,Co,G. Similarly, no significant difference was observed on Spearman’s p results for
Cu03,M,R,S. Overall, GOPSA significantly outperformed DO Intercept in five site combinations
for MAE, four for Spearman’s p and three for R? score. Detailed results for each source-target
combination are presented in Appendix A.6 for Spearman’s p, R? score, and MAE. The bottom
rows correspond to the mean performance of each method of all site combinations, and their average
standard deviation (see Appendix A.8 for associated boxplots). We expected GOPSA to outperform
the baseline methods (e.g. DO Intercept) whenever joint (X, y) shifts occur. In our experimental
benchmark, GOPSA significantly outperformed the baseline methods in some site combinations, but
not all. This allows us to assume that not all site combinations show joint shifts.

Model inspection Next, we investigated the impact of the different re-centering approaches on
the data Figure 4. Power spectrum densities (PSDs) were computed as the mean across sensors of
the diagonals of the covariance matrices Riemannian mean for each site combination after No DA,
Re-center and GOPSA (A). PSDs for No DA display the initial variability between sites without
recentering (cf. Figure 1). Re-center resulted in flat PSDs because all data were re-centered to the
identity. PSDs produced by GOPSA are flattened and more similar across sites compared to No DA
without removing too much information, unlike the un-effective Re-center method (cf. Figure 3).
The alpha values are inspected as a function of the site mean age (B). Re-center leads to alpha
values all equal to one as all sites are re-centered to the identity. For GOPSA, we observed a linear
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Figure 4: Model inspection of GOPSA versus No DA and Re-center. Power Spectral Densities
(PSDs) and « values were computed on the source sites Barbados, Chongqing, Germany, and
Switzerland. The remaining sites were used as target domains. (A) Mean PSDs computed across
sensors for No DA, Recenter and GOPSA on two source (Barbados and Switzerland) and two target
(New York and Columbia) sites. (B) « values versus site’s mean age for Re-center and GOPSA. One
point corresponds to one site. The coefficient of determination is reported for the GOPSA method.

relationship between alpha and the sites’ mean age (R? = 0.99). This is a direct consequence of the
optimization process in GOPSA, which thus can be regarded a geodesic intercept in a mixed-effects
model. Overall, GOPSA effectively re-centered sites with younger participants closer to the identity
matrix. Re-centering sites around a common point helped reduce the shift in X, while not placing all
sites at the exact same reference point helped manage the shift in y, hence preserving the statistical
associations between X and y.

6 Conclusion

We proposed a novel multi-source domain adaptation approach that adapts shifts in X and y simulta-
neously by learning jointly a domain specific re-centering operator and the regression model. GOPSA
was specifically developed to handle joint shifts in the data distribution and the outcome distribution,
as illustrated by the simulations in Figure 2. GOPSA is a test-time method that does not require to
retrain a model when a new domain is presented. GOPSA achieved state-of-the-art performance on
the HarMNQEEG [33] dataset with EEG from 14 recording sites and over 1500 participants. Our
benchmarks showed a significant gain in performance for three different metrics in a majority of site
combinations compared to baseline methods. GOPSA can thus be used by researchers as a decision rule
to infer the presence of joint shifts and, hence, serve as a tool for data exploration and model interpre-
tation. While we focused on shallow regression models, the implementation of GOPSA using PyTorch
readily supports its inclusion in more complex Riemannian deep learning models [26, 56, 11, 40, 31].
This direction seems promising given our observation that GREEN — a simple deep net combining
Riemannian computation with a fully connected layer - already possessed some intrinsic robustness
to data shifts. This may point at the capacity of the fully-connected layer to provide additional
non-linear transformations that can accommodate the data-generating scenario in which continuous
log-linear generators are modified in a discrete manner by site factors. More generally, it emphasizes
the potential of complex nonlinear methods for domain adaptation, in line with a recent study on
the same dataset reporting positive generalization results using a kernel method [28]. Furthermore,
although this work specifically addresses age prediction, the methodology is applicable to a broader
range of regression analyses. While GOPSA necessitates knowledge or estimability of the average ¥
per domain, this requirement aligns with that of mixed-effects models [16, 25, 61], which are exten-
sively employed in biomedical statistics. By combining mixed-effects modeling with Riemannian
geometry for EEG, GOPSA opens up various applications at the interface between machine learning
and biostatistics, such as, biomarker exploration in large multicenter clinical trials [46, 52, 53].
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A Appendix

A.1 Matrix operations

Given X € SZIH' and its Singular Value Decomposition (SVD) ¥ = U diag(A1,...,\q)U T, the
matrix logarithm of 3 is

log(X) = U diag(log(\1),...,log(A))U . (16)

3 to the power a € R is
2 = Udiag(\y, ..., XU . (17)

A.2 Proof of Lemma 2.1

First, we recall that the geodesic associated with the affine invariant metric from X to X' is
IS S (2*1/22’2*1/2) =72 fora € [0, 1]. (18)

Hence, 34,14 = > 1-2 From [59], the parallel transport of 3’ from X7 to X is

# —1 1/ 1/2 1/
ES'ET with E23%)? (21 /222211/2) =, (19)
Hence, the parallel transport of X/ from X to X, I is EX'E T with
/2
E L 21/2 (2*1/221—(x2*1/2 2*1/2
) (20)

— w22 Y2 /2
which concludes the proof.
A.3 Cross-spectrum computation and preprocessing
Bartlett estimator From [33], the features provided in the HarMNQEEG dataset have been com-
puted using the Bartlett’s estimator by averaging more than 20 consecutive and non-overlapping
segments. Thus, data consist of cross-spectral matrices with a frequency range of fi;, = 1.17Hz

t0 fmax = 19.14 Hz, sampled at a resolution of Aw = 0.39 Hz. These cross-spectral matrices are
denoted Sy, ;(w) € H T where k is the site, i the participant and w € { finin, fumin + AW, - - -, frnax }-

Common average reference (CAR) The cross-spectrum matrices S;(w) were re-referenced from
their original montages with a CAR:

Sk.i(w) 2 HS ;(w)H" 1)

where H £ I; — 1,41, /d.

Global Scale Factor (GSF) Co-spectrum matrices were re-scaled with an individual scalar E;“
that is calculated as the geometric mean of their power spectrum across sensors and frequencies:

N,—1 d
le' £ exp (.Nid 2 leog ((ng(fmin + EAOJ))C,C)> (22)

where N, £ % + 1. The GSF correction is then applied to the co-spectrum (the real part of
the cross-spectrum) for all frequencies w:

i) 2 R (Sei(w) ) /G- (23)

The ¥y ;(w) € §j+ are the features used the Section 4.
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A.4 Baselines

The four baseline methods used in this work are detailed in the following. For every methods we have
access to K labeled source domains, each including Ny covariance matrices and their corresponding
variables of interest (X ki ykﬂv) 11.\/:,@1_ The method DO Dummy and the mixed-effects model baseline
DO Intercept both access the mean value 7 of the target domain variable to predict. We remind
that as the dataset used in the empirical benchmarks is constituted of several frequency bands, each
method is applied to each frequency band independently and then computed vectors are concatenated.

Domain-aware dummy model (DO Dummy) The DO Dummy simply returns the mean value g7 for
every predictions of a given target domain.

No re-center / No domain adaptation (No DA) The covariance matrices are used as input of the
regression pipeline without any re-centering. First, the geometric mean of the source matrices is

computed:
K Ny

Ss £ argmin Z 253(2, ki)’ 24
sesit k=1i=1

Then, source feature vectors are extracted with:
#(Byi, Xs) = uvec (log (E;WEWE;W)) e Rz, (25)
Finally, the target feature vectors are extracted from the target data (X7 ;)~7, with:

H(BT.i, Bs) = uvec (log <§:91/22T,i§:§1/2)> c R/ (26)

Re-center to a common reference point (Re-center) Domains are re-centered to a common
reference point, here we decided to use the identity. First, the geometric mean of each domain is
computed:
N
3, £ arg min Z(SR(E, E;m-)Q . 27
EJESIJr i=1
Then, feature vectors are extracted using the specific geometric mean of each domain:

$(Shi, Sp) = uvec <log (i;”zz,ﬁ@;”z)) € RV (28)

Covariance matrices of the target domain (37 ;) f\fl are also re-centered to the identity using their
geometric mean :

M
S £ arg min Z Sr(Z, 27.4)? (29)

ZGSI+ i=1
S(E7.0, S7) = uvec (1og (E;l/ 5,5, )) e R/, (30)

For both No DA and Re-center, the regression task was performed using a Ridge regression, which
included an intercept:

K Ny

. 2
Bs,By,s = argmin Z Z (yri — B 21 — Bo)” + MIBIIS (€29)
BeR T2 .21
Bo€R

where zj, ; is computed with (25) or (28). The predicted values were computed as:

Uri= (8% 210+ Bis (32)
where z7 ; is computed with (26) or (30).
Domain-aware intercept (D0 Intercept) In addition to the K labeled source domains, we assume

to have access to the mean of the variable to predict of the target domain 7. At train-time, we fit a
Ridge regression with a specific intercept for each domain

K Ng

* . = _ 2
Bs = argmin Y > (ki — B ¢(Thi, Bs) —Tx) + A8 - (33)
BeRM D24 15
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Then, at test-time, we fit a new intercept 3y 7 using the target features:

6 (S7.:,5s) = uvec (log (i;l/ 20 SNl )) € RUHV2, (34)
The fitted intercept is
1 &
= *\ T S
Bo,T = U1 Ny ;(55) ¢ (B7,,Xs) (35)
and the predictions are B
gri = (85)" 0 (57,6, Zs) + bor - (36)

32844 https://doi.org/10.52202/079017-1033



A.5 HarMNqEEG dataset
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Figure 5: Age distribution of the 14 sites of the HarMNqEEG dataset [33]. The distributions are
represented with a kernel density estimate. The y-scales are not shared for visualization purpose.
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A.6 Table of performance scores.

Table 1: Performance scores for different combinations of source sites. The remaining sites were
used as target domains.

Spearman’s p 1

Sites source DO Dummy No DA GREEN Re-center DO Intercept GOPSA

Ba,Cho,G,S 051 +£0.04 063£002 0.69+003 0524+0.02 0.75+0.02 0.78 £ 0.02
Be,Chb,S 058 +0.02 073+£001 075+0.02 043+0.02 0.68=+0.02 0.72 £0.02
Ba,Co,G 0.62+002 064+£002 072+£002 042+0.02 0.71 +£0.02 0.74 £ 0.02

CuO3,M,R,S 0.62+£0.03 0.63+0.01 0.7040.05 0.46 £0.02 0.76 £ 0.02 0.75 + 0.04
Ba,Be,Cho,

Co,Cu90,G.R  0.77£0.02 0.79+£0.01 0.82+0.01 044 +£0.03 0.85£0.01 0.87 +0.01
Mean 0.62+0.03 0.68£0.01 0.74+003 045+0.02 0.75+£0.02 0.77 £+ 0.02
R? score 1

Sites source DO Dummy No DA GREEN Re-center DO Intercept GOPSA
Ba,Cho,G,S 021+£0.02 0.06+£0.06 026+£033 -0324+0.10 0.57=+0.03 0.58 + 0.05
Be,Chb,S 025+£0.02 -0.07+0.08 039+030 -136+0.13 0.43+0.03 0.49 + 0.03
Ba,Co,G 048 £0.03 026+£0.03 047£0.09 0.10£0.03 0.60=+0.03 0.64 + 0.03
Cu03,M,R,S 026+0.02 026+0.04 048+£0.13 -0.30=£0.07 0.51+£0.02 0.51 + 0.09
Ba,Be,Cho,

Co,Cu90,G,R  0.60+£0.03 0.54+0.02 0.62+£0.10 0.14+£0.02 0.76 £ 0.02 0.75 £0.02
Mean 036+£0.03 021+£005 044£0.19 -0354+0.07 0.57£0.02 0.59 + 0.04
MAE |

Sites source DO Dummy No DA GREEN Re-center DO Intercept GOPSA
Ba,Cho,G,S 925+0.16 12.00£0.21 9.08 £1.98 14.69 £0.24 7.69+£0.19 7.61 £+ 0.25
Be,Chb,S 948 £0.14  11.83£0.37 8.67+£230 22483+£024 9.284+0.20 8.61 +0.20
Ba,Co,G 9.42 +0.14 13.83 £ 046 9.44+0.77 15254+045 8.77+0.15 8.50 +0.20
CuO3,M,R,S  9.64 £0.17 1098 £0.22 853+1.12 1650£025 894+0.18 8.75 £ 0.72
Ba,Be,Cho,

Co,Cu90,G,R  1037+0.23 11.40£031 953+1.10 1592+045 8.53+0.23 8.40 + 0.24
Mean 9.63 £0.17 1201 £0.31 9.05+1.45 1697 £0.33 8.64 £0.19 8.37 £ 0.32
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A.7 Figure 3 without normalization

Without Re-center and Re-scale:
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Figure 6: Performance of four methods on several source-target combinations for three metrics:
Spearman’s p 1 (left), R? score 1 (middle) and Mean Absolute Error | (right). Re-center was
removed from the plot to better visualize the other methods. A box represents the concatenated results
across all site combinations. One point corresponds to one split of one site combination.

With Re-center and Re-scale:
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Figure 7: Performance of all methods on several source-target combinations for three metrics:
Spearman’s p 1 (left), R? score 1 (middle) and Mean Absolute Error | (right). A box represents
the concatenated results across all site combinations. One point corresponds to one split of one site
combination.

A.8 Boxplots of each source-target sites for the three metrics

The following figures represent the performance scores that are displayed in subsection A.6.
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Figure 8: Spearman’s p 1 for every site combination. One panel corresponds to the results of one

Spearman’s p 1
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site combination. One point corresponds to one split.
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Figure 9: R? score 1 for every site combination. One panel corresponds to the results of one site
combination. One point corresponds to one split.
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Figure 10: Mean Absolute Error | for every site combination. One panel corresponds to the results
of one site combination. One point correspond to one split.

NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: We claim we propose a new test-time multi-source domain adaption method.
We also claim this method is state of the art on the HarMNQEEG dataset. These two claims
are asserted in Section 3 and in the Results paragraph of Section 4.

Guidelines:
e The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: A limitation of the proposed method is to require the mean outcome value 1
of the target set. This limitation is stated in the Contributions paragraph of Section 1 and
discussed in Section 6.

Guidelines:
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The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

 The authors are encouraged to create a separate "Limitations" section in their paper.

The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

 The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]

Justification: The proposed method uses the parallel transport from a given SPD matrix to the
identity. The formula is presented in Lemma 2.1, and the proof is provided in Appendix A.2.

Guidelines:

» The answer NA means that the paper does not include theoretical results.

 All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

» Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: The empirical benchmarks (Section 4) use the HarMNQEEG dataset which is
available in open access. All the preprocessing steps, as well as the baselines, are extensively
detailed in Appendix A.3 and Appendix A 4, respectively. The technical details (such as
gradient computation and optimization algorithm) to implement the proposed method are
provided in Section 3.
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Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: The dataset HarMNQEEG [33] is in open access. We provide the code to
reproduce the experiments from the raw data.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.
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* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: Section 3 and Section 4 provide all the necessary details to reproduce the
results: optimizer, splitting strategy, hyperparameter selection, and model evaluation.

Guidelines:

» The answer NA means that the paper does not include experiments.

» The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: Error bars and box plots computed from different splits of the data were
reported. p-values following [37] between the best baseline and the proposed method were
computed and presented in Figure 3.

Guidelines:

» The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

¢ It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

* It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

¢ For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: We provided in Section 4 the computational resources used for running all the
benchmarks.
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Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: The authors acknowledged having read the NeurIPS Code of Ethics, and the
paper conforms to it.

Guidelines:

* The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: The proposed approach opens up various applications at the interface between
machine learning and biostatistics, such as biomarker exploration in large multicenter clinical
trials. References are provided in Section 6.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.

o If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
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12.

13.

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: Anonymized data are already available in open access, and the proposed
benchmark is limited to biomarker regression.

Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

* Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: The dataset presented by [33] is an open-source dataset accessible on https:

//synapse.org, https://10.0.28.135/syn26712693. We cited the work beyond the
data reference and gave credit to scientific ideas and concepts based on [33].

Guidelines:

» The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

¢ For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

o If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: No new assets are provided in the paper.
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.
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* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [Yes]

Justification:

The human research data used in this study was curated by [33] and conducted by academic
researchers. We do not reproduce their data acquisition protocol here and refer to the original
work [33]. We argue that this is appropriate as our work propose a new statistical method
and does not present novel biomedical results.

Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [Yes]

Justification:

The data acquisition was approved by institutional review boards as stated in [33]: “The
studies involving human participants were reviewed and approved by the Ethics Committees
of all involved institutions. In all cases, the participants and/or their legal guardians/next of
kin provided written informed consent to participate in this study. All data were de-identified,
and participants gave permission for their data to be shared as part of the informed consent
process. “.

Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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