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Abstract

A fundamental problem in quantum many-body physics is that of finding ground
states of local Hamiltonians. A number of recent works gave provably efficient
machine learning (ML) algorithms for learning ground states. Specifically, Huang
et al. in [1], introduced an approach for learning properties of the ground state of
an n-qubit gapped local Hamiltonian H from only nO(1) data points sampled from
Hamiltonians in the same phase of matter. This was subsequently improved by
Lewis et al. in [2], to O(log n) samples when the geometry of the n-qubit system is
known. In this work, we introduce two approaches that achieve a constant sample
complexity, independent of system size n, for learning ground state properties.
Our first algorithm consists of a simple modification of the ML model used by
Lewis et al. and applies to a property of interest known in advance. Our second
algorithm, which applies even if a description of the property is not known, is a
deep neural network model. While empirical results showing the performance of
neural networks have been demonstrated, to our knowledge, this is the first rigorous
sample complexity bound on a neural network model for predicting ground state
properties. We also perform numerical experiments on systems of up to 45 qubits
that confirm the improved scaling of our approach compared to [1, 2].

1 Introduction

One of the most important problems in quantum many-body physics is that of finding ground
states of quantum systems. This is due to the fact that the ground state describes the behavior of
electronic systems (e.g., metals, magnets, etc.) at room temperature well. Thus, understanding
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the ground state can provide insights into, for example, chemical properties of molecules, leading
to many potential applications in chemistry and materials science. However, despite extensive
research [3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14], an efficient classical algorithm solving this problem
in full generality remains out of reach. On the other hand, researchers have successfully leveraged
classical machine learning (ML) techniques to solve (albeit largely heuristically) the ground state
problem and other related quantum many-body problems [15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25,
26, 27, 28, 29, 30, 31, 32, 33, 34, 35, 36, 37, 38, 39, 40, 41, 42, 43, 44, 45, 46]. Rather than solving
these problems directly from first principles, ML algorithms are given some training data collected
from physical experiments and are asked to generalize it to new inputs. Intuitively, this additional
data can make the problem easier and thus may open the door to obtaining provably efficient classical
ML algorithms for finding ground states. This data-driven approach is in some sense necessary, since
finding the ground state from the Hamiltonian alone is known to be QMA-hard in general [47], and
thus out of reach for both efficient classical and quantum algorithms.

In a recent work [1], Huang et al. proposed the first provably efficient ML algorithm for predicting
ground state properties of gapped geometrically local Hamiltonians. In particular, the algorithm
in [1] uses an amount of training data (or sample complexity) that scales as O(n1/ϵ), where n is the
system size and ϵ is the prediction error of the ML algorithm. Recently, [2] improved this guarantee,
achieving O(log(n)2polylog(1/ϵ)), an exponential improvement with respect to the system size n. The
same sample complexity was obtained by [48] for the task of learning thermal state properties with
exponential decay of correlations. Moreover, [49] extended this to Lindbladian phases of matter [50]
with local rapid mixing, including both ground states of gapped Hamiltonians and thermal states. The
work of [51] obtains a similar guarantee assuming the continuity of quantum states in the parameter
range of interest but focusing on the scaling with respect to 1/ϵ rather than system size.

These previous works drastically improve the sample complexity of the original Huang et al. result [1],
but none prove sample complexity lower bounds for their respective tasks, leaving open the possibility
of further reducing the sample complexity. In addition, [2, 48, 49] all use fairly simple learning
models, i.e., regularized linear regression or taking empirical averages of classical shadows [52],
respectively. With the emergence of neural networks as a popular model in practical ML, one
may wonder if these more powerful ML tools may be useful to predict ground state properties as
well. In fact, recent works [37, 36] empirically demonstrate a favorable sample complexity using
neural-network-based ML algorithms. However, there are currently no rigorous theoretical guarantees
regarding the amount of training data needed to achieve a desired prediction error. These remarks
lead us to the following two central questions of this work.

Question 1. Can classical ML algorithms predict ground state properties with even less than
O(log(n)2polylog(1/ϵ)) data?

This is especially relevant for systems approaching the thermodynamic limit, where the system size
can be arbitrarily large. Needing fewer samples also means less work for experimentally preparing
ground states of the system. The second question, stated as an open question in [1, 2] is:

Question 2. Can we obtain rigorous sample complexity guarantees for neural-network-based ML
algorithms for predicting ground state properties?

Our results

We give positive answers to both questions. We consider the same assumptions as [2] with minimal
additional ones that we mention here. First, we show that a simple modification to the approach in [2]
allows us to achieve a sample complexity that is independent of the system size. This does, however
require knowledge of the property we wish to predict in advance, whereas this is not a requirement
in [2]. We view this as a reasonable assumption, since in practice we can imagine preparing ground
states of some system in order to measure a specific property of interest. We show the following
theorem, stated informally here. The formal statement, including all the assumptions required for
proving the result, can be found in Appendix B.

Theorem 1 (Informal). Let H(x) be an n-qubit gapped, geometrically local Hamiltonian with ground
state ρ(x). Given an observable O, with a known decomposition as a sum of local Pauli operators
and given training data {(xℓ, yℓ)}Nℓ=1 sampled from an arbitrary distribution, with yℓ ≈ tr(Oρ(xℓ)),
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Figure 1: A deep network model for predicting ground state properties. Given a vector x ∈
[−1, 1]m that parameterizes a quantum many-body Hamiltonian H(x), the algorithm uses geometric
structure to create “local” neural network models f

θPi

Pi
. The ML algorithm then combines the outputs

of these local models to predict a property tr(Oρ(x)), where ρ(x) is the ground state of H(x).
Here, we decompose O =

∑M
i=1 αPi

Pi for Pauli operators Pi, where the final layer takes a linear
combination of the outputs of the local models weighted by some trainable parameters wPi

that
intuitively should approximate the Pauli coefficients αPi

.

there is an ML algorithm for predicting ground state properties tr(Oρ(x)) to within precision ϵ > 0
using N = O

(
2polylog(1/ϵ)

)
training samples.

Note that the number of samples N depends only on the desired prediction error ϵ and is independent
of the system size. In particular, this means that for a fixed prediction error our algorithm requires
only a constant amount of training data. Moreover, the computational complexity of our algorithm
improves upon [2], having O(n) runtime, compared to the previous O(n log n). While removing the
log n factor may seem like a small improvement, in practice this can make a significant difference.
For instance, for a system of n ∼ 1000 qubits, removing the log n factor would result in a ten-fold
reduction in training data and time.

Much like in [2], this result also extends to learning classical representations of ρ(x). In other words,
if the algorithm is instead given classical shadows [52] of the ground state as training data, it can then
predict a classical representation of ρ(x) for new parameters x. This can mitigate the requirement
that the observable is known in Theorem 1, as predicting properties from a classical representation
clearly requires knowledge of the observable.

Our second result shows the same sample complexity guarantee for a neural network ML algorithm
(Figure 1) [53], in which one does not need to know the observable being measured in advance. An
additional constraint that we require in this case is that the training data is not sampled according to
an arbitrary distribution, but a distribution satisfying some technical assumptions. We note that these
assumptions are satisfied for common distributions such as uniform and Gaussian.

Theorem 2 (Informal). Let H(x) be an n-qubit gapped, geometrically local Hamiltonian with ground
state ρ(x). For any observable O, expressible as a sum of local Pauli operators and given training
data {(xℓ, yℓ)}Nℓ=1, sampled from a distribution satisfying certain assumptions with yℓ ≈ tr(Oρ(xℓ)),
there is a neural network ML algorithm for predicting ground state properties tr(Oρ(x)), for uniform
x, to within precision ϵ > 0 using N = O

(
2polylog(1/ϵ)

)
training samples under mild assumptions

on training.

We prove this result by making use of the Koksma-Hlawka inequality from quasi-Monte Carlo
theory [54, 55, 56, 57, 58] and combining it with the spectral flow formalism [59, 60, 61].

Similar to Theorem 1, we can also extend this result to learning classical representations of ρ(x) when
given classical shadow training data. The formal statement and its proof can be found in Appendix C.
We also remark that, much like the setting in [51], a more favorable scaling with respect to ϵ can
be achieved if the number of parameters that the Hamiltonian depends on is constant. In particular,
it was shown in [51] that if the number of parameters is constant, the sample complexity scales
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as N = poly(1/ϵ, log(n)). For our results, this similarly yields N = poly(1/ϵ), preserving the
independence on the system size while also achieving a polynomial scaling in 1/ϵ.

Furthermore, we perform numerical experiments on system sizes of up to 45 qubits, which support
our theoretical findings, and show that, in practice, our deep learning algorithm outperforms previous
methods [2]. We describe them in detail in Appendix D, and they are illustrated in Figure 2.

2 Preliminaries

2.1 Problem statement

First, we formally describe the problem setting, which is the same as [2]. We consider a family
of n-qubit Hamiltonians H(x) smoothly parameterized by an m-dimensional vector x ∈ [−1, 1]m.
We assume that these Hamiltonians are gapped for all choices of parameters x ∈ [−1, 1]m and
geometrically local such that they can be written as a sum of local terms

H(x) =

L∑
j=1

hj(x⃗j), (2.1)

where the parameter vector x is a concatenation of the constant-dimensional vectors x⃗1, . . . , x⃗L. Each
of these constant-dimensional vectors x⃗j parameterizes the local interaction term hj(x⃗j). Crucially,
we assume that each local term hj only depends on a constant number of parameters rather than the
entire parameter vector x. We also assume that the geometry of the n-qubit system is known.

Throughout this work, we use ρ(x) to denote the ground state of the Hamiltonian H(x) and O to
denote an observable that can be written as a sum of geometrically local observables with bounded
spectral norm ∥O∥∞ ≤ 1. Here, the ground states ρ(x) form a gapped quantum phase of matter.
Given samples of quantum states drawn from this phase, we wish to predict expectation values of
observables O with respect to other states in the same phase. In other words, we are given training
data {(xℓ, yℓ)}Nℓ=1, where yℓ ≈ tr(Oρ(xℓ)) approximates the ground state property for a parameter
choice xℓ ∈ [−1, 1]m sampled from some distribution D over the parameter space. We aim to learn a
function h∗(x) that approximates the ground state property tr(Oρ(x)) for some unseen parameter
x while minimizing the amount of training data, or sample complexity, N . How well we learn the
ground state property is quantified by the average prediction error

E
x∼D

|h∗(x)− tr(Oρ(x))|2 ≤ ϵ. (2.2)

We describe the precise conditions under which Theorems 1 and 2 hold in the following sections.

2.2 Review of previous algorithm

In this section, we review the previous algorithm from [2], as our proofs rely on similar ideas. For
full details, we refer the reader to [2] and our more detailed presentation in Appendix A.1. The
ML algorithm proposed in [2] requires some geometric definitions. Fix a geometrically local Pauli
observable P ∈ {I,X, Y, Z}⊗n.

Let δ1, B > 0 be efficiently-computable hyperparameters that we define in Appendix A.1. Define the
set IP of coordinates c such that xc parameterizes some local term hj(c) that is close to the Pauli P .
Here, the distance between two observables dobs is defined as the minimum distance between the
qubits that the observables act on, where the distance between qubits is given by the geometry of the
system, which we assume to be known. Formally, we define this set of local coordinates as

IP ≜ {c ∈ {1, . . . ,m} : dobs(hj(c), P ) ≤ δ1}, (2.3)

where hj(c) is the local term in the Hamiltonian H(x) whose parameters x⃗j(c) include the variable
xc. The intuition behind this set of coordinates is that it indexes the parameters xc that influence the
ground state property tr(Pρ(x)) corresponding to the Pauli P . The algorithm consists of two steps.
First, it maps the parameter space [−1, 1]m to a high dimensional space via a nonlinear feature map
ϕ. Second, it runs ℓ1-regularized linear regression (LASSO) [62, 63, 64] over the feature space.

This first step encodes the geometry of the problem. The feature map intuitively projects a given
parameter vector x onto the local parameter space {xc : c ∈ IP }. We define this precisely in
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Appendix A.1. Following the feature mapping, the ML algorithm uses LASSO [62, 63, 64] to learn
functions of the form {h(x) = w · ϕ(x) : ∥w∥1 ≤ B} for a chosen hyperparameter B > 0. We
denote the learned function by h∗(x) = w∗ · ϕ(x). For our purposes, we set B = 2O(polylog(1/ϵ1)).
This algorithm obtains the following rigorous guarantee.

Theorem 3 (Theorem 1 in [2]). Given n, δ > 0, 1
e > ϵ > 0 and a training data set {(xℓ, yℓ)}Nℓ=1 of

size
N = log(n/δ)2polylog(1/ϵ), (2.4)

where xℓ is sampled from an unknown distribution D and |yℓ−tr(Oρ(xℓ))| ≤ ϵ. With a proper choice
of the efficiently computable hyperparameters δ1, δ2, and B, the learned function h∗(x) = w∗ · ϕ(x)
satisfies

E
x∼D

|h∗(x)− tr(Oρ(x))|2 ≤ ϵ (2.5)

with probability at least 1 − δ. The training and prediction time of the classical ML model are
bounded by O(nN) = n log(n/δ)2polylog(1/ϵ).

A crucial step in the proof is that ground state properties can indeed be approximated by linear
functions over the feature space. Along the way, [2] proves that the ground state property can be
approximated by a linear combination of “local functions,” which are local in that they only depend
on parameters with coordinates in the set IP . We relegate further details to Appendix A.1 and [2].

3 Main results

In this section, we discuss our rigorous guarantees for predicting ground state properties with constant
sample complexity and with neural-network-based ML algorithms.

3.1 Constant sample complexity

In this section, we show that a simple modification of the algorithm from [2] can achieve a sample
complexity that is independent of the system size n, under the additional assumption that the
observable O is known. In practice, a scientist often has a specific ground state property in mind
that they wish to study, so we view this as a natural assumption. Moreover, this is still an interesting
learning problem, as when obtaining the training data via quantum experiments, preparing the ground
state ρ(x) in the laboratory for a new choice of parameters x may be difficult experimentally. This
in turn means that accurately predicting some property tr(Oρ(x)) for a new choice of x may be
challenging, even if the property of interest, O, is known. ML algorithms can allow us to circumvent
this issue and generalize from the results of few training data points without needing to prepare the
ground state directly.

Let O =
∑

P∈{I,X,Y,Z}⊗n αPP be an observable that can be written as a sum of geometrically local
observables. Because O is assumed to be known, we can find this decomposition of O in terms
of the Pauli observables P . The overall structure of the algorithm remains the same: perform a
nonlinear feature mapping followed by linear regression. However, there are two key differences
from the previous algorithm [2]. First, we change the feature mapping of [2] to incorporate the
Pauli coefficients αP . We define this new feature mapping ϕ̃ in Appendix B. The second difference
from [2] is that we use ridge regression [65, 66] instead of LASSO [62, 63, 66]. Recall that LASSO
learns hypothesis functions of the form {h(x) = w · ϕ̃(x) : ∥w∥1 ≤ B} for some hyperparameter
B > 0. In contrast, ridge regression replaces the ℓ1-norm constraint ∥w∥1 ≤ B with an ℓ2-norm
constraint: ∥w∥2 ≤ Λ, for some hyperparameter Λ > 0. Namely, for a chosen efficiently-computable
hyperparameter Λ > 0, ridge regression finds a vector w∗ that minimizes the training error subject to
the constraint that ∥w∥2 ≤ Λ, i.e.,

min
w∈Rmϕ

∥w∥2≤Λ

1

N

N∑
ℓ=1

|w · ϕ̃(xℓ)− yℓ|2. (3.1)

Standard results in machine learning theory give sample complexity upper bounds for ridge regression
in terms of Λ and the ℓ2-norm of the feature vector ϕ̃(x) [65, 66]. The key idea is that with our
new feature mapping, we can still approximate the ground state property by a linear function over
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the feature space, as in [2], to obtain a low training error. Meanwhile, by incorporating the Pauli
coefficients αP into the feature map, we can bound the ℓ2-norm of ϕ̃(x) by a quantity independent of
system size, leveraging bounds on the ℓ1-norm of the Pauli coefficients [2, 67]. We note that naively
applying ridge regression with the feature map from [2] does not achieve the same guarantees and
in fact gives worse scaling than [2]. Similarly, we can also choose a suitable Λ > 0 independent of
system size. Thus, we obtain the following guarantee.

Theorem 4 (Constant sample complexity). Given n, δ > 0, 1/e > ϵ > 0 and a training data set
{(xℓ, yℓ)}Nℓ=1 of size

N = log(1/δ)2polylog(1/ϵ), (3.2)

where xℓ is sampled from an unknown distribution D and |yℓ − tr(Oρ(xℓ))| ≤ ϵ. With a proper
choice of the efficiently computable hyperparameters δ1, δ2,Λ, the learned function h∗(x) satisfies

E
x∼D

|h∗(x)− tr(Oρ(x))|2 ≤ ϵ (3.3)

with probability least 1− δ. The training and prediction time of the classical ML model are bounded
by O(n)polylog(1/δ)2polylog(1/ϵ).

We compare this result to Theorem 3. For a constant prediction error ϵ = O(1), our proposed
algorithm achieves a constant sample complexity N = O(1), compared to the logarithmic sample
complexity N = O(log n) of [2]. Moreover, we also improve the computational complexity,
achieving a linear-in-n runtime, compared to the previous O(n log n). The scaling with respect to the
prediction error ϵ is the same as the previous algorithm [2]. This means that regardless of how large
our quantum system is, we need the same amount of samples to predict ground state properties well.
This is especially important for settings in which obtaining training data for large systems is difficult.

Thus far, we have only considered the setting in which we learn a specific ground state property
tr(Oρ(x)) for a fixed observable O. Because our training data is given in the form {(xℓ, yℓ)}Nℓ=1,
where yℓ approximates tr(Oρ(x)) for this fixed observable O, if we want to predict a new property
for the same ground state ρ(x), we would need to generate new training data. Thus, it may be
more useful to learn a ground state representation, from which we could predict tr(Oρ(x)) for
many different choices of observables O without requiring new training data. In this case, suppose
we are instead given training data {xℓ, σT (ρ(xℓ))}Nℓ=1, where σT (ρ(xℓ)) is a classical shadow
representation [52, 68, 69, 70, 71] of the ground state ρ(xℓ). An immediate corollary of Theorem 4
is that we can predict ground state representations with the same sample complexity. This follows
from the same proof as Corollary 5 in [2].

Corollary 1 (Learning representations of ground states). Let n, δ > 0, 1/e > ϵ > 0 and δ > 0.
Given training data {(xℓ, σT (ρ(xℓ))}Nℓ=1 of size

N = log(1/δ)2O(polylog(1/ϵ)), (3.4)

where xℓ is sampled from D and σT (ρ(xℓ) is the classical shadow representation of the ground state
ρ(xℓ) using T randomized Pauli measurements. For T = Õ(log(n/δ)/ϵ2), with probability at least
1− δ, the ML algorithm will produce a ground state representation ρ̂N,T (x) that achieves

E
x∼D

| tr(Oρ̂N,T (x))− tr(Oρ(x))|2 ≤ ϵ (3.5)

for any observable with ∥O∥∞ ≤ 1 that can be written as a sum of geometrically local observables.

3.2 Rigorous guarantees for neural networks

In this section, we prove the existence of a deep neural network model that can predict ground
state properties using a constant number of training samples. In particular, we prove that after
training on a constant number of samples from a distribution D on [−1, 1]m satisfying certain
technical assumptions, our model can achieve a low prediction error under mild assumptions on
training. In this case, for predicting properties tr(Oρ(x)), the observable O need not be known
in advance. However, we need to assume that all mixed first order derivatives of the Hamiltonian
∥∂mH(x)/∂x1 · · · ∂xm∥∞ ≤ 1 exist and are bounded. This is not much stronger than [2], which
assumes that directional derivatives ∂hj/∂û are bounded by one for any direction û. Moreover, we
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also need the training data to be sampled from a distribution D with probability density function
g satisfying the following assumptions: g has full support and is continuously differentiable on
[−1, 1]m. Also, g is of the form g(x) =

∏L
j=1 gj(x⃗j). This resembles our assumption on the form of

the Hamiltonian H(x). Furthermore, the average prediction error is measured with respect to the
same distribution D. We note that these assumptions are satisfied for common distributions such as
uniform and Gaussian.

As in the previous algorithm [2], we leverage the geometry of the n-qubit system to approximate the
ground state properties by a linear combination of smooth local functions, which only depend on
parameters with coordinates in the local coordinate set IP defined in Equation (2.3). Crucially, the
size m̃ ≜ |IP | of the domains of these local functions is independent of the system size.

Instead of using a feature map and linear regression to learn the ground state properties, we utilize a
deep neural network model defined as follows. Inspired by the local approximation of ground state
properties, we define “local models” fθP

P : [−1, 1]m̃ → R, which are neural networks consisting of
three layers of affine transformations and applications of a nonlinear activation function. In particular,
fθP
P has two hidden layers with the affine transformations given by the trainable weights and biases

denoted by θP . We take hyperbolic tangent, tanh, as the activation function. These local models are
then combined into a model fΘ,w : [−1, 1]m → R given by

fΘ,w(x) =
∑

P∈S(geo)

wP f
θP
P (x), (3.6)

where wP ∈ R are the weights in the last layer and Θ = {θP }P∈S(geo) . This model is schematically
illustrated in Figure 1. We refer to Definition 6 in Appendix C for a full description of the model.

Consider training data {(xℓ, yℓ)}Nℓ=1, where xℓ are sampled according to a distribution D satisfying
the assumptions described above and |yℓ − tr(Oρ(xℓ))| ≤ ϵ. The ML algorithm first initializes the
weights via standard deep learning initialization procedures, e.g., Xavier initialization [72]. Then,
the algorithm performs quasi-Monte Carlo training given the training data, e.g., Adam [73], to find
weights Θ∗, w∗ which minimize the training objective function

1

N

N∑
ℓ=1

|fΘ,w(xℓ)− yℓ|2 + λ∥w∥1, (3.7)

where λ is some regularization parameter that may depend on ϵ. For this algorithm, we prove the
following theorem bounding the average prediction error of our deep neural network model.

Theorem 5 (Neural network sample complexity guarantee). Let 1/e > ϵ > 0. Let D be a distribution
with probability density function g satisfying the properties stated above. Let fΘ∗,w∗

: [−1, 1]m → R
be a neural network model trained on data {(xℓ, yℓ)}Nℓ=1 of size

N = O
(
log(1/δ)2polylog(1/ϵ)

)
, (3.8)

where the xℓ’s are sampled from D and |yℓ − tr(Oρ(xℓ))| ≤ ϵ. Suppose that fΘ∗,w∗
achieves a

value no larger than O(ϵ) on the training objective (Equation (3.7)) with λ(ϵ) = O(ϵ). Additionally,
suppose that all parameters Θ∗

i of fΘ∗,w∗
satisfy |Θ∗

i | ≤ Wmax, for some Wmax > 0 that is
independent of n. Then

E
x∼D

|fΘ∗,w∗
(x)− tr(Oρ(x))|2 ≤ ϵ. (3.9)

Similar to Theorem 4, for a constant prediction error ϵ = O(1), the deep neural network algorithm
achieves constant sample complexity N = O(1). In contrast to Theorem 4, we do not require
knowledge about the observable, O. This is a direct consequence of the regularity of wP , which
is achieved when the training objective is small. Theorem 6 guarantees, that a model with such
regularity can yield a small prediction error.

There are, however, some caveats compared to the previous result. First, the training data is restricted
to being sampled from a distribution satisfying our technical assumptions stated previously, in contrast
to Theorem 4 which holds for data sampled from any arbitrary unknown distribution. Second, in
regards to the model, the weights must be bounded by a constant Wmax. Finally, we cannot guarantee
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a priori that the network will indeed achieve a low training error. This is due to the fact that our
training objective is non-convex and thus, globally optimal weights cannot be found efficiently in
general [74]. Even so, we are still able to prove the existence of suitable weights such that the
resulting network approximates tr(Oρ(x)) for any x ∈ [−1, 1]m (see Theorem 6 in the next section).

However, we view the assumptions made in Theorem 5 as being mild in practice. Small training
objectives are commonly achieved in deep learning so we expect our training algorithm to produce
a model which fulfills the assumptions of Theorem 5 after O(1) training steps and O(n) runtime.
Moreover, it is known that gradient descent provably converges to the global optimum for over-
parametrized deep neural networks, while the weights remain small, when properly initialized [75].
We verify that these conditions are satisfied in practice through our numerical experiments in Figure 2
and ?? . To our knowledge, Theorem 5 is the first rigorous sample complexity bound on a neural
network model for predicting ground state properties.

We also note that if the training data is instead sampled according to a low-discrepancy sequence
(LDS) [55, 56, 76, 77, 78, 57, 79, 58, 80, 81], we can obtain better guarantees, but these improvements
are hidden in the polylogarithmic factors in the exponential. We discuss learning given data from a
LDS in Appendix C. Intuitively, a LDS is a collection of points in the parameter space that covers the
space such that there are no large gaps, or discrepancies.

Similar to Corollary 1, if we are instead given training data {xℓ, σT (ρ(xℓ))}Nℓ=1, where σT (ρ(xℓ)) is
a classical shadow representation [52, 68, 69, 70, 71] of the ground state ρ(xℓ), then we obtain the
following immediate corollary of Theorem 5.
Corollary 2 (Learning representations of ground states with neural networks). Let n, δ > 0, 1/e >
ϵ > 0 and δ > 0. Given training data {(xℓ, σT (ρ(xℓ))}Nℓ=1 of size

N = O
(
log(1/δ)2polylog(1/ϵ)

)
, (3.10)

where xℓ is sampled from a distribution D satisfying the same assumptions as Theorem 5 and
σT (ρ(xℓ) is the classical shadow representation of the ground state ρ(xℓ) using T randomized Pauli
measurements. For T = Õ(log(n/δ)/ϵ2), with probability at least 1 − δ, the ML algorithm will
produce a ground state representation ρ̂N,T (x) that achieves

E
x∼D

| tr(Oρ̂N,T (x))− tr(Oρ(x))|2 ≤ ϵ (3.11)

for any observable with ∥O∥∞ ≤ 1 that can be written as a sum of geometrically local observables.

3.2.1 Proof ideas for neural network guarantee

To prove Theorem 5, we first show that our neural network model fΘ,w can approximate the
ground state properties well. In particular, we show that there exist weights Θ′, w′ such that fΘ′,w′

approximates the ground state properties and thus achieves small value for the training objective
(Equation (3.7)). Then, we bound the prediction error using tools from deep learning and quasi-Monte
Carlo theory [54, 55, 56, 57, 58]. We ensure the existence of fΘ′,w′

in the following theorem.

Theorem 6. For any 1/e > ϵ > 0 and width W , there exist weights Θ′, w′ such that the neural
network model fΘ′,w′

satisfies

|fΘ′,w′
(x)− tr(Oρ(x))|2 ≤ ϵ, ∀x ∈ [−1, 1]m. (3.12)

Moreover, each parameter Θi of the network has a magnitude of |Θi| = 2O(polylog(1/ϵ)).

This implies that for a suitable choice of regularization parameter λ = O(ϵ), the training objective
from Equation (3.7) is also small. We prove this statement by combining results in deep learning
regarding tanh neural networks approximating functions [53] with the geometric locality of the
system and smoothness of the ground state properties. We note that the weights Θ′, w′ in Theorem 6
are not necessarily the weights Θ∗, w∗ found via the neural network training procedure in Theorem 5.
Because the training objective is non-convex, we cannot guarantee convergence to these weights
Θ′, w′. However, assuming that fΘ∗,w∗

does indeed achieve a low training error (which is often
satisfied in practice), we are able to rigorously guarantee that the model will generalize well and
achieve a low prediction error in Theorem 5.
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Notice that the guarantee of Theorem 6 holds for all x and, in particular, does not require our
assumptions on the distribution D. The assumption that the network is trained on such data only
becomes relevant when bounding the prediction error. While not explicitly stated here, we also
note that Theorem 6 gives a bound on the number of trainable parameters |Θi| that has a similar
dependence on ϵ as the model in [2]. Furthermore, the parameters are independent of system size, n.
Additional smoothness assumptions on the Hamiltonian H(x) can yield mild improvements on the
dependence in terms of ϵ, as briefly discussed in Appendix C.1. Moreover, because of this bound on
|Θi|, applying an additional penalty on the ℓ2-norm of the weights Θ can help ensure that the weights
remain small. In practice, this is usually satisfied during training when the weights are initialized
properly and the inputs are regularized, e.g. [53]. Thus, the condition that |Θ∗

i | ≤ Wmax is often
satisfied in practice and is not considered a strong assumption in deep learning.

To prove the prediction error bound in Theorem 5 assuming that a low training error is achieved, we
combine techniques from quasi-Monte Carlo theory applied to deep learning [54] (see Appendix A.2
for a review) along with our knowledge of the geometry of the n-qubit system. In contrast to [54], we
need to characterize the dimension of the input domain in our approach. The reason for doing this is
that the approximation error depends on the size m̃ = |IP | (Equation (2.3)) of our local models fθP

P .

The central result we use here is the Koksma-Hlawka inequality [56] (see Theorem 10 in Ap-
pendix A.2) from quasi-Monte Carlo theory. This produces a bound on the prediction error in terms
of the star-discrepancy (see Definition 2 in Appendix A.2) and the Hardy-Krause variation. The
star-discrepancy can be controlled by known bounds on the star-discrepancy of random points [82].
We bound the Hardy-Krause variation by explicitly computing the mixed derivatives of the local
models fθP

P and the ground state properties tr(Oρ(x)). In particular, we bound the latter using tools
from the spectral flow formalism [59, 60, 61], and this is where the assumption that the mixed first
order derivatives of the Hamiltonian are bounded is needed. Putting these steps together, we arrive at
the rigorous guarantee in Theorem 5.

4 Numerical experiments

We conduct numerical experiments to observe the performance of our model in practice. The
results demonstrate that our assumptions in Theorem 5 are often satisfied in practice and that our
deep learning algorithm outperforms the previous best-known method [2]. Moreover, we generate
and utilize significantly more training data than in prior works [1, 2]. The code can be found at
https://github.com/marcwannerchalmers/learning_ground_states.git.

We consider the classical neural network model discussed in the previous section and defined formally
in Definition 6. For each of the local models fθP

P , we use fully connected deep neural networks with
five hidden layers of width 200. We train the model with the AdamW optimization algorithm [83].
We measure the training error and prediction error via the root-mean-square error (RMSE). The
model is discussed further in Appendix D.

As in [2], we consider the two-dimensional antiferromagnetic random Heisenberg model on between
20 to 45 qubits and predict two-body correlation functions. The corresponding Hamiltonian is

H =
∑
⟨ij⟩

Jij(XiXj + YiYj + ZiZj), (4.1)

where ⟨ij⟩ denotes all pairs of neighboring sites on the lattice. The coupling terms Jij correspond to
the parameters x of the Hamiltonian and are sampled uniformly from [0, 2].

We generate training data similarly to [1, 2], using the density-matrix renormalization group
(DMRG) [9] based on matrix-product-states (MPS) [84]. To assess the performance of our model, we
consider both uniformly randomly distributed Jij and coupling parameters, which are distributed as a
Sobol sequence. It is easy to see that the distributions and H satisfy the requirements of Theorem 5.

In Figure 2 (Left), we see that our deep learning algorithm consistently outperforms the previous
best-known ML algorithm from [2], achieving approximately half the prediction error on the same
training data. The prediction error also exhibits a constant scaling with respect to system size,
agreeing with our rigorous guarantee in Theorem 5. Another noteworthy observation is that the ML
algorithm’s performance on LDS is nearly equivalent to its performance on uniformly random points.
We discuss a potential reason for this in Appendix D.
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Figure 2: Numerical experiments. (Left) Comparison with previous methods. Each point indicates
the prediction error (RMSE) of our deep learning model or the regression model of [2], fixing the
training set size N = 3686 and the size of the local neighorbood δ1 = 0 (Equation (2.3)). We train
both algorithms on either LDS or uniformly random points. (Center) Scaling with training size. Each
point indicates the prediction error of our deep learning model given LDS training data for various δ1
and training data sizes. (Right) Neural network weights and training error. Blue points correspond to
the training error of the neural network model. Red points correspond to the ℓ1 norm of parameters in
the last layer or the largest absolute value of the parameters of the neural network, fixing N = 3686
and δ1 = 1. This shows that the assumptions in Theorem 5 are achieved in practice. The shaded
areas denote the 1-sigma error bars across the assessed ground state properties.

Figure 2 (Center) illustrates the prediction error scaling with respect to the training set size for various
choices of δ1 (size of the local neighborhood from Equation (2.3)). For δ1 = 0, the error arising from
approximating the ground state property via local functions dominates. For δ1 > 0, we observe a
smaller local approximation error and thus achieve a smaller prediction error for sufficiently large
training sets. This is consistent with our theoretical results.

Finally, Figure 2 (Right) illustrates that our assumptions in Theorem 5 are mild in practice. Namely,
the blue points show that a small training error can be achieved. The red points also demonstrate
that the ℓ1-norm of the parameters in the last layer and the largest absolute value of the parmeters
in the trained neural network remain small. In particular, in Figure 2, the weights exhibit a scaling
independent of system size n. Hence, we find that the assumptions needed to guarantee the prediction
error bound in Theorem 5, namely that the training objective is small and the weights of the neural
network are small and independent of system size, are fulfilled in our numerical experiments. We
provide further details of the numerical experiments in Appendix D.

5 Discussion

We have shown that we can construct ML models for predicting ground state properties that require
only a constant number of training samples, for a fixed prediction error. Specifically, we showed
that a simple modification to the linear regression model in [2] only requires 2polylog(ϵ

−1) samples in
order to achieve a prediction error of ϵ, provided that we know a decomposition of the observable of
interest in terms of Pauli operators. We then showed that a neural network model which is trained on
2polylog(ϵ

−1) training samples and which achieves O(ϵ) training error on these samples will also have
a prediction error of at most ϵ. In this case, knowledge of the observable O is no longer required.

Our work leaves open several avenues for future exploration. First, it would be desirable to understand
the conditions under which we can prove convergence for the training error. For instance, could
the model be changed so as to use a convex objective, thereby avoiding the issues associated with
finding a global optimum in a non-convex landscape? Following [49, 50], we would also like to know
whether the results obtained for neural networks can be extended to thermal states or Lindbladian
phases of matter. Finally, for both results it would be desirable to improve the scaling with respect to
the error ϵ. Currently, the models have quasipolynomial scaling in 1/ϵ and the only case in which we
know how to achieve poly(1/ϵ) scaling is when the number of parameters, m, is constant (as in [51]).
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These appendices provide the technical details of the ideas discussed in the main text. In Appendix A,
we review several important concepts for our proofs such as the algorithm and rigorous guarantee
from [2] in Appendix A.1 and background on classical deep learning techniques in Appendix A.2. In
Appendix B, we build on [2] to obtain a sample complexity upper bound for predicting ground state
properties independent of system size. In Appendix C, we prove our guarantee for predicting ground
state properties using neural networks.

A Preliminaries

A.1 Review of previous algorithm and proof

In this section, we review the previous algorithm from [2] along with intermediate results we use
throughout our proofs. For full details, we refer the reader to [2]. Throughout this section, let
1/e > ϵ1, ϵ2, ϵ3 > 0. One can think of ϵ1 as the approximation error caused by the hypothesis of our
ML algorithm not exactly capturing the ground state property; ϵ2 represents the noise in the training
data; ϵ3 corresponds to the generalization error.

Recall that we consider a family of n-qubit Hamiltonians H(x) smoothly parameterized by an
m-dimensional vector x ∈ [−1, 1]m that satisfies the following assumptions, which we restate
from [2].
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(a) Physical system: We consider n finite-dimensional quantum systems that are arranged
at locations, or sites, in a d-dimensional space, e.g., a spin chain (d = 1), a square lattice
(d = 2), or a cubic lattice (d = 3). Unless specified otherwise, our big-O,Ω,Θ notation is
with respect to the thermodynamic limit n → ∞.

(b) Hamiltonian: H(x) decomposes into a sum of geometrically local terms H(x) =∑L
j=1 hj(x⃗j), each of which only acts on an O(1) number of sites in a ball of O(1)

radius. Here, x⃗j ∈ Rq, q = O(1) and x is the concatenation of L vectors x⃗1, . . . , x⃗L with
dimension m = Lq = O(n). Individual terms hj(x⃗j) obey ∥hj(x⃗j)∥∞ ≤ 1 and also have
bounded directional derivative: ∥∂hj/∂û∥∞ ≤ 1, where û is a unit vector in parameter
space.

(c) Ground-state subspace: We consider the ground state ρ(x) for the Hamiltonian H(x) to be
defined as ρ(x) = limβ→∞ e−βH(x)/ tr

(
e−βH(x)

)
. This is equivalent to a uniform mixture

over the eigenspace of H(x) with the minimum eigenvalue.
(d) Observable: O can be written as a sum of few-body observables O =

∑
j Oj , where each

Oj only acts on an O(1) number of sites. Hence, we can also write O =
∑

P∈S(geo) αPP ,
where P ∈ {I,X, Y, Z}⊗n and S(geo) is the set of all geometrically local Pauli observables.
We focus on O given as a sum of geometrically local observables

∑
j Oj , where each Oj only

acts on an O(1) number of sites in a ball of O(1) radius. Moreover, O has ∥O∥∞ = O(1).

We also assume that the spectral gap of H(x) is bounded from below by some constant γ for all
choices of parameters x ∈ [−1, 1]m.

The ML algorithm is given a training data set {(xℓ, yℓ)}Nℓ=1, where xℓ is sampled from some
distribution D over the parameter space [−1, 1]m and yℓ approximates the ground state property:
|yℓ − tr(Oρ(xℓ))| ≤ ϵ2. The goal is to learn some function h∗(x) that achieves a low average
prediction error

E
x∼D

|h∗(x)− tr(Oρ(x))|2 ≤ ϵ. (A.1)

A.1.1 ML Algorithm

The ML algorithm proposed in [2] requires several geometric definitions. We use S(geo) to denote
the set of all geometrically local Pauli observables throughout.

Let δ1, δ2, B > 0 be efficiently-computable hyperparameters that we define later. Then, define
the set IP of coordinates c that parameterize some local term hj(c) that is close to a Pauli P ∈
{I,X, Y, Z}⊗n. Here, the distance between two observables dobs is defined as the minimum distance
between the qubits that the observables act on, where the distance between qubits is given by
the geometry of the system, which we assume to be known. Formally, we define the set of local
coordinates as

IP ≜ {c ∈ {1, . . . ,m} : dobs(hj(c), P ) ≤ δ1}, (A.2)
where hj(c) is the local term in the Hamiltonian H(x) whose parameters x⃗j(c) include the variable
xc. The intuition behind this set of coordinates is that it indexes the parameters xc that influence
the ground state property tr(Pρ(x)) corresponding to this Pauli P . Using this intuition, because
these parameters xc for c ∈ IP matter most for the property we are trying to learn (as [2] proves and
we give the ideas for later), then we can define a new effective parameter space in which all other
parameters are set to zero. Moreover, parameters xc for c ∈ IP can be discretized to lie on a lattice.
This gives the following set XP

XP ≜

{
x ∈ [−1, 1]m : if c /∈ IP , xc = 0

if c ∈ IP , xc ∈ {0,±δ2,±2δ2, . . . ,±1}

}
. (A.3)

We can also define a set Tx,P for each vector x ∈ XP which is the set of parameters x′ that are close
to x for coordinates in IP :

Tx,P ≜

{
x′ ∈ [−1, 1]m : −δ2

2
< xc − x′

c ≤
δ2
2
, ∀c ∈ IP

}
. (A.4)

With these definitions in place, we set the hyperparameters as follows. Define δ1 as

δ1 ≜ max

(
Cmax log

2(2C/ϵ1), C4, C5,
max(5900, α, 7(d+ 11), θ)

b

)
, (A.5)
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where b, Cmax, C4, C5, α, θ, C are all constants. We refer to the supplementary information of [2]
for a full description of these constants. Moreover, δ2 is given by

δ2 ≜
1⌈

2
√

C′|IP |
ϵ1

⌉ , (A.6)

where C ′ is a constant. Finally, we define an additional hyperparameter B > 0 as

B ≜ 2O(polylog(1/ϵ1)). (A.7)

The ML algorithm from [2] utilizes these objects to encode the geometric locality of the system. The
algorithm consists of two steps. First, it maps the parameter space [−1, 1]m to a high dimensional
space Rmϕ for

mϕ ≜
∑

P∈S(geo)

|XP | = O(n)2O(polylog(1/ϵ1)) (A.8)

via a nonlinear feature map ϕ. Second, it runs ℓ1-regularized linear regression (LASSO) over the
feature space.

This first step encodes the geometry of the problem. In particular, the feature map is defined as
follows, where each coordinate of ϕ(x) is indexed by x′ ∈ XP and P ∈ S(geo)

ϕ(x)x′,P ≜ 1[x ∈ Tx′,P ]. (A.9)

In this way, the feature map ϕ(x) identifies the nearest lattice point to x. The idea is that one can
approximate the ground state property well by only approximating it at these representative points
and summing up. We make this intuition rigorous in the following section.

Following the feature mapping, our ML algorithm uses LASSO [62, 63, 64] to learn functions of the
form {h(x) = w · ϕ(x) : ∥w∥1 ≤ B}. In particular, for a chosen hyperparameter B > 0, LASSO
finds a coefficient vector w∗ that solves the following optimization problem minimizing the training
error subject to the constraint that ∥w∥1 ≤ B

min
w∈Rmϕ

∥w∥1≤B

1

N

N∑
ℓ=1

|w · ϕ(xℓ)− yℓ|2. (A.10)

We denote the learned function by h∗(x) = w∗ · ϕ(x). Note that the learned function does not need
to achieve the minimum training error, but can be some amount ϵ3/2 above it. For our purposes, we
set B = 2O(polylog(1/ϵ1)).

This algorithm obtains the following rigorous guarantee.
Theorem 7 (Theorem 5 in [2]). Let 1/e > ϵ1, ϵ2, ϵ3 > 0 and δ > 0. Given training data
{(xℓ, yℓ)}Nℓ=1 of size

N = log(n/δ)2O(log(1/ϵ3)+polylog(1/ϵ1)), (A.11)
where xℓ is sampled from D and yℓ is an estimator of tr(Oρ(xℓ)) such that |yℓ − tr(Oρ(xℓ))| ≤ ϵ2,
the ML algorithm can produce h∗(x) that achieves prediction error

E
x∼D

|h∗(x)− tr(Oρ(x))|2 ≤ (ϵ1 + ϵ2)
2 + ϵ3 (A.12)

with probability at least 1 − δ. The training time for constructing the hypothesis func-
tion h and the prediction time for computing h∗(x) are upper bounded by O(nN) =
n log(n/δ)2O(log(1/ϵ3)+polylog(1/ϵ1)).

A.1.2 Proof Ideas

This rigorous guarantee is proven by first showing that the training error

R̂(h) = min
w

1

N

N∑
ℓ=1

|h(xℓ)− yℓ|2 (A.13)

is small.
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Lemma 1 (Lemma 15 in [2]). The function

g(x) =
∑

P∈S(geo)

∑
x′∈XP

fP (x
′)1[x ∈ Tx′,P ] = w′ · ϕ(x), (A.14)

achieves training error
R̂(g) ≤ (ϵ1 + ϵ2)

2. (A.15)

The proof of this consists of three different steps. First, one can show that tr(Oρ(x)) can be
approximated by a sum of smooth local functions, denoted as f(x) =

∑
P∈S(geo) fP (x), where

fP (x) = αP tr(Pρ(χP (x))) for O =
∑

P∈{I,X,Y,Z}⊗n αPP and

χP (x)c =

{
xc, c ∈ IP
0 c /∈ IP

(A.16)

for all c ∈ {1, . . . ,m}. In other words, parameters that parameterize local terms hj far away a Pauli
P (xc for c /∈ IP ) do not contribute much to the ground state property, and thus we can simply set
them to zero. Formally, this approximation is given in the following lemma.
Lemma 2 (Corollary 2 in [2]). Consider a class of local Hamiltonians {H(x) : x ∈ [−1, 1]m} and
an observable O =

∑
P∈{I,X,Y,Z}⊗n αPP satisfying assumptions (a)-(d). There exists a constant

C > 0 such that for any 1/e > ϵ1 > 0,

| tr(Oρ(x))− f(x)| ≤ Cϵ1

 ∑
P∈S(geo)

|αP |

 , (A.17)

where f(x) =
∑

P∈S(geo) fP (x).

Second, one can also show that this sum of local functions f(x) =
∑

P∈S(geo) fP (x) can in turn be
approximated by a linear function over the feature space g(x) = w′ · ϕ(x), where w′ is a vector with
entries indexed by P ∈ S(geo) and x′ ∈ XP given by w′

x′,P = fP (x
′).

Lemma 3 (Corollary 3 in [2]). For g(x) = w′ · ϕ(x) and f(x) =
∑

P∈S(geo) fP (x), then writing an
observable O =

∑
P∈{I,X,Y,Z}⊗n αPP , we have

|g(x)− f(x)| < ϵ1

 ∑
P∈S(geo)

|αP |

 (A.18)

for any x.

This tells us that the hypothesis functions of the ML algorithm indeed approximate the ground
state properties well. The final piece needed is a norm inequality bounding the ℓ1-norm of the
Pauli coefficients. This allows us to bound the terms involving |αP | in Lemma 2 and Lemma 3. In
particular, we have the following bound.
Theorem 8 (Corollary 4 in [2]). Let O =

∑
P∈{I,X,Y,Z}⊗n αPP be an observable that can be

written as a sum of geometrically local observables. Then,∑
P

|αP | = O(1). (A.19)

Given these results, Lemma 1 follows directly by triangle inequality and rescaling ϵ1 when using
Lemma 2 and Lemma 3. Finally, to prove Theorem 7, it remains to bound the generalization error by
ϵ3. This follows directly from known sample complexity guarantees for the LASSO algorithm [64],
which learns ℓ1-regularized linear functions. In order to apply this known result, one needs to provide
a regularization parameter, i.e., some B > 0 such that the ML algorithm learns functions of the form
h(x) = w · ϕ(x) for ∥w∥1 ≤ B. To choose such a B, Lewis et al. bound the ℓ1-norm of w′, where
recall w′

x′,P = fP (x
′).

Lemma 4 (Lemma 14 in [2]). Let w′ be the vector of coefficients defined by w′
x′,P = fP (x

′). Then,

∥w′∥1 =
∑

P∈S(geo)

∑
x′∈XP

|fP (x′)| = 2O(polylog(1/ϵ1)). (A.20)

Using B = 2O(polylog(1/ϵ1)) in the known guarantees for LASSO [64] gives Theorem 7.
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A.2 Deep learning with low-discrepancy sequences

In this section, we review results in classical deep learning theory for obtaining rigorous guarantees
when learning from data sampled according to a low-discrepancy sequence (LDS) [55, 56, 76, 77, 78,
57, 79, 58, 80, 81]. For this discussion, we follow [54, 85].

We consider a neural network or multi-layer perceptron model as a composition of several layers
of affine transformations and nonlinear activation functions. Namely, let σ : R → R be a nonlinear
activation function. Then, a neural network with L layers is defined as follows. Let d0, . . . , dL ∈ N
be the dimension (number of neurons or width) of each layer k ∈ {0, . . . , L}. Here, the zeroth layer
is the input layer and the Lth layer is the output layer. At each layer k ∈ {0, . . . , L− 1} except for
the output layer, we define an affine transformation Wk : Rdk → Rdk+1 by Wk(x) = Akx+ bk for
a matrix of weights Ak ∈ Rdk+1×dk and a vector of biases bk ∈ Rdk+1 . Then, a neural network is
defined as

fθ(x) = (WL−1 ◦ σ ◦ · · · ◦ σ ◦W0)(x), (A.21)
where σ is applied element-wise and θ = ((A0, b0), . . . , (AL−1, bL−1)). The hidden layers are the
first L− 1 layers. Here, θ are the trainable parameters of the neural network, which can be iteratively
updated through training on data. A deep neural network is a neural network with at least three layers:
L ≥ 3. In this work, we consider the activation function

σ(x) = tanh(x) =
ex − e−x

ex + e−x
. (A.22)

We refer to such neural networks with this activation function as tanh neural networks.

Suppose a neural network fθ aims to approximate some target function f , given training data
{(xℓ, f(xℓ)}Nℓ=1. Then, the training error is defined as

R̂(θ) =
1

N

N∑
ℓ=1

|f(xℓ)− fθ(xℓ)|2. (A.23)

The prediction error is then defined over the whole domain, including unseen data, as

R(θ) = E
x∼D

|f(x)− fθ(x)|2, (A.24)

where the training data is sampled from some distribution D. A canonical result in deep learning
theory [66] is that the generalization error can be bounded by roughly

R(θ) ≲ R̂(θ) +O
(

1√
N

)
, (A.25)

where ≲ indicates that we only state this result schematically. Importantly, this means that in order
for the neural network fθ to approximate f with high accuracy, many training data points N are
needed, which is undesirable. In order to fix this issue, [54] combines ideas from deep learning with
tools from quasi-Monte Carlo methods [55, 56, 57, 58] to achieve a generalization error bound of

R(θ) ≲ R̂(θ) + Õ
(

1

N

)
, (A.26)

where Õ indicates that we are suppressing polylogarithmic factors. The key tool used here is low-
discrepancy sequences [55, 56, 76, 77, 78, 57, 79, 58, 80, 81]. Intuitively, this is a collection of points
that covers domain of the function f in such a way that there are no large gaps, or discrepancies. By
filling these gaps, one can ensure that the training data accurately represents the target function, more
so than even uniformly random data. We leverage these ideas to obtain our rigorous guarantee on
the sample complexity of a deep learning algorithm for predicting ground state properties. In the
following, we formally define low-discrepancy sequences and a key inequality in quasi-Monte Carlo
theory for obtaining our generalization bound.

First, we define the discrepancy of a sequence, which is a measure of uniformity.
Definition 1 (Discrepancy [56]). Let λ be the Lebesgue measure, N ∈ N. Let x = {xℓ}Nℓ=1 be a
sequence of points with xℓ ∈ [0, 1]d for all ℓ. The discrepancy of the sequence x is defined as

DN (d) = sup
J∈E

|RN (J)|, (A.27)
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where

RN (J) =
1

N

N∑
ℓ=1

1{xℓ ∈ J} − λ(J) (A.28)

for a Lebesgue-measurable set J ⊆ [0, 1]d. Also, E is the set of all rectangular subsets of [0, 1]d, i.e.,

E =

{
d∏

i=1

[ai, bi) : 0 ≤ ai < bi ≤ 1

}
. (A.29)

Intuitively, one can consider the discrepancy as a measure of how well the sequence fills rectangular
subsets of [0, 1]d. If the discrepancy is small, this means that the sequence fills these subsets well.
We can similarly define the star-discrepancy, where the supremum is instead taken over rectangular
subsets of [0, 1]d such that one endpoint is 0.
Definition 2 (Star-discrepancy [56]). Let λ be the Lebesgue measure, N ∈ N. Let x = {xℓ}Nℓ=1 be a
sequence of points with xℓ ∈ [0, 1]d for all ℓ. The star-discrepancy of the sequence x is defined as

D∗
N (d) = sup

J∈E∗
|RN (J)|, (A.30)

where RN is defined in Equation (A.28) for a Lebesgue-measurable set J ⊆ [0, 1]d. Also, E∗ is the
set of all rectangular subsets of [0, 1]d, i.e.,

E∗ =

{
d∏

i=1

[0, bi) : 0 < bi ≤ 1

}
. (A.31)

With these definitions, we can define low-discrepancy sequences.
Definition 3 (Low-discrepancy sequence [56]). A sequence of points x = {xℓ}Nℓ=1 with xℓ ∈ [0, 1]d

for all ℓ is a low-discrepancy sequence if

D∗
N (d) ≤ C

(logN)d

N
, (A.32)

where C is a constant that possibly depends on d but is independent of N .

The value of the constant C in this definition depends on the construction of the low-discrepancy
sequence. Several constructions of low-discrepancy sequences are known [80, 77, 81, 57]. In this
work, we consider Sobol sequences in base 2 [57]. For these sequences, we have the following
guarantee
Theorem 9 (Theorem 4.17 in [57]). Let N ∈ N. If x = {xℓ}Nℓ=1 is a Sobol sequence in base 2 with
xℓ ∈ [0, 1]d for all ℓ, then the star-discrepancy satisfies

D∗
N (d) ≤ C(d)

(logN)d

N
, (A.33)

where C(d) is a constant satisfying

C(d) <
1

d!

(
d

log(2d)

)
. (A.34)

We state this result without proof and refer to [57] for details on this construction. Another important
known discrepancy bound that we will use in Appendix C.3 is the following bound on the star-
discrepancy of uniformly random points.
Lemma 5 (Corollary 1 in [82]). For any d ≥ 1, N ≥ 1 and δ ∈ (0, 1) a (uniformly) randomly
generated d-dimensional point set (x1, . . . , xN ) satisfies

D∗
N (d) ≤ 5.7

√
4.9 + log

(
1

δ

) √
d√
N

(A.35)

with probability at least 1− δ.
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As discussed earlier, low-discrepancy sequences allow us to obtain better sample complexity guar-
antees for neural networks. The key result in quasi-Monte Carlo theory that enables this is the
Koksma-Hlawka inequality [56]. In order to properly state it, we first need to define the Hardy-
Krause variation. A full technical definition can be found in, e.g., [54], but for our purposes, it suffices
to consider the following upper bound [86]. Let f be a “sufficiently smooth” function. Then, its
Hardy-Krause variation can be upper bounded by

VHK(f) ≤ V̂HK =

∫
[0,1]d

∣∣∣∣ ∂df(y)

∂yi · · · ∂yd

∣∣∣∣ dy + d∑
i=1

V̂HK(f
(i)
1 ), (A.36)

where f
(i)
1 is the restriction of the function f to the boundary yi = 1. If all of the mixed partial

derivatives are continuous, then this inequality is actually an equality [56]. Now, we can state the
Koksma-Hlawka inequality.
Theorem 10 (Koksma-Hlawka inequality). Let f : [0, 1]d → R be a function whose mixed derivatives
are absolutely integrable over its domain with bounded Hardy-Krause variation VHK(f) < ∞. Let
x = {xℓ}Nℓ=1 be a sequence of N d-dimensional points in [0, 1]d with star-discrepancy D∗

N (d). Then∣∣∣∣∣
∫
[0,1]d

f(x) dx− 1

N

N∑
ℓ=1

f(xℓ)

∣∣∣∣∣ ≤ VHK(f)D∗
N (d). (A.37)

This theorem is used in quasi-Monte Carlo methods to estimate the error of approximating an integral
of a function f by the empirical average of f evaluated on a sequence of points. Notice that if the
sequence x is a low-discrepancy sequence, then by definition, we can upper bound the star-discrepancy
D∗

N . Moreover, recalling the definitions of prediction error and training error (Equations (A.23)
and (A.24)), one can see how this relates to our task of bounding the prediction error.

To generalize our results to a wider class of distributions, we need to extend these tools for arbitrary
measures, rather than just the Lebesgue measure. First, we restate the definition of discrepancy and
star-discrepancy [87].
Definition 4 (General Discrepancy [88]). Let µ be a normalized Borel measure on [0, 1]d. Let
x = {xℓ}Nℓ=1 be a sequence of points with xℓ ∈ [0, 1]d for all ℓ. The discrepancy with respect to µ of
the sequence x is defined as

DN (d;µ) = sup
J∈E

|RN (J ;µ)|, (A.38)

where

RN (J ;µ) =
1

N

N∑
ℓ=1

1{xℓ ∈ J} − µ(J) (A.39)

for a Borel-measurable set J ⊆ [0, 1]d. Also, E is the set of all rectangular subsets of [0, 1]d, i.e.,

E =

{
d∏

i=1

[ai, bi) : 0 ≤ ai < bi ≤ 1

}
. (A.40)

Definition 5 (General Star-Discrepancy [87]). Let µ be a normalized Borel measure on [0, 1]d, and
let N ∈ N. Let x = {xℓ}Nℓ=1 be a sequence of points with xℓ ∈ [0, 1]d for all ℓ. The star-discrepancy
with respect to µ of the sequence x is defined as

D∗
N (d;µ) = sup

J∈E∗
|RN (J ;µ)| , (A.41)

where RN is defined in Equation (A.39) for a Borel-measurable set J ⊆ [0, 1]d. Also, E∗ is the set
of all rectangular subsets of [0, 1]d, i.e.,

E∗ =

{
d∏

i=1

[0, bi) : 0 < bi ≤ 1

}
. (A.42)

These definitions coincide with Definition 1 and Definition 2 when µ is the Lebesgue measure λ.
Moreover, we can define general low-discrepancy sequences similarly to Definition 3 with respect
this general star-discrepancy. There is also a generalized Koksma-Hlawka inequality [87], which we
state below.
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Theorem 11 (Generalized Koksma-Hlawka inequality; Theorem 1 in [87]). Let f : [0, 1]d → R be a
measurable function whose mixed derivatives are absolutely integrable over its domain with bounded
Hardy-Krause variation VHK(f) < ∞. Let µ be a normalized Borel measure on [0, 1]d, and let
x = {xℓ}Nℓ=1 be a sequence of N d-dimensional points in [0, 1]d with general star-discrepancy
D∗

N (d;µ). Then, ∣∣∣∣∣ 1N
N∑
ℓ=1

f(xℓ)−
∫
[0,1]d

f(x) dµ(x)

∣∣∣∣∣ ≤ VHK(f)D∗
N (d;µ). (A.43)

B Constant sample complexity

In this section, we show that with a simple modification of the algorithm from [2], we can reduce the
sample complexity to O(1) for a constant prediction error. We consider all of the same definitions/no-
tation as in Appendix A.1. This section is similar to Section IV in the Supplementary Information
of [2]. As in [2], our algorithm first maps the parameter space [−1, 1]m into a high-dimensional
feature space Rmϕ for mϕ given in Equation (A.8) via a feature map ϕ. Our simple modification is to
use the feature map defined by

ϕ̃(x)x′,P ≜ sign(αP )
√
|αP |1{x ∈ Tx′,P }, (B.1)

where each coordinate of ϕ(x) is indexed by P ∈ S(geo), x′ ∈ XP . Note that defining the feature
map in this way requires knowledge of the observable O =

∑
P αPP corresponding to the ground

state property to be predicted. However, in practice, this is a natural assumption. The hypothesis class
for our proposed ML algorithm consists of linear functions in this feature space, i.e., functions of
the form h(x) = w · ϕ(x). Then, our algorithm learns these functions via ridge regression [65, 66].
For a chosen hyperparameter Λ > 0, ridge regression finds a vector w∗ that solves the following
optimization problem minimizing the training error subject to the constraint that ∥w∥2 ≤ Λ

min
w∈Rmϕ

∥w∥2≤Λ

1

N

N∑
ℓ=1

|w · ϕ̃(xℓ)− yℓ|2, (B.2)

where yℓ approximates tr(Oρ(xℓ)). We denote the learned function by h∗(x) = w∗ · ϕ̃(x). Note that
the learned function does not need to achieve the minimum training error, but can be some amount say
ϵ3/2 above it. For our purposes, we choose the hyperparameter to be Λ = 2O(polylog(1/ϵ1)), which
we justify in the next section.

Note that there are two main differences from the algorithm in [2]. First, recall from Appendix A.1
that the feature map was previously defined as ϕ(x)x′,P = 1{x ∈ Tx′,P } for P ∈ S(geo), x′ ∈ XP .
Second, instead of using LASSO (ℓ1-regularized regression), our proposed algorithm uses ridge
regression.

With this algorithm, we obtain the following guarantee.
Theorem 12 (Constant sample complexity; Detailed restatement of Theorem 4). Let 1/e >
ϵ1, ϵ2, ϵ3 > 0 and δ > 0. Given training data {(xℓ, yℓ)}Nℓ=1 of size

N = log(1/δ)2O(log(1/ϵ3)+polylog(1/ϵ1)), (B.3)

where xℓ is sampled from D and yℓ is an estimator of tr(Oρ(xℓ)) such that |yℓ − tr(Oρ(xℓ))| ≤ ϵ2,
the ML algorithm can produce h∗(x) that achieves prediction error

E
x∼D

|h∗(x)− tr(Oρ(x))|2 ≤ (ϵ1 + ϵ2)
2 + ϵ3 (B.4)

with probability at least 1− δ. The training time for constructing the hypothesis function h∗ and the
prediction time for computing h∗(x) are upper bounded by

O(n)polylog(1/δ)2O(log(1/ϵ3)+polylog(1/ϵ1)). (B.5)

Comparing to Theorem 7, notice that our sample complexity guarantee is completely independent of
system size n.

23

33984 https://doi.org/10.52202/079017-1070



The theorem in the main text corresponds to ϵ1 = 0.2ϵ, ϵ2 = ϵ, and ϵ3 = 0.4ϵ. In this way,
(ϵ1 + ϵ2)

2 ≤ 1.44ϵ2 ≤ 0.53ϵ and (ϵ1 + ϵ2)
2 + ϵ3 ≤ ϵ.

So far, we have only considered the setting in which we learn a specific ground state property
tr(Oρ(x)) for a fixed observable O. Because our training data is given in the form {(xℓ, yℓ)}Nℓ=1,
where yℓ approximates tr(Oρ(x)) for this fixed observable O, if we want to predict a new property
for the same ground state ρ(x), we would need to generate new training data. Thus, it may be
more useful to learn a ground state representation, from which we could predict tr(Oρ(x)) for
many different choices of observables O without requiring new training data. In this case, suppose
we are instead given training data {xℓ, σT (ρ(xℓ))}Nℓ=1, where σT (ρ(xℓ)) is a classical shadow
representation [52, 68, 69, 70, 71] of the ground state ρ(xℓ). An immediate corollary of Theorem 12
is that we can predict ground state representations with the same sample complexity. This follows
from the same proof as Corollary 5 in [2].

Corollary 3 (Learning representations of ground states; detailed restatement of Corollary 1). Let
1/e > ϵ1, ϵ2, ϵ3 > 0 and δ > 0. Given training data {(xℓ, σT (ρ(xℓ))}Nℓ=1 of size

N = log(1/δ)2O(log(1/ϵ3)+polylog(1/ϵ1)), (B.6)

where xℓ is sampled from D and σT (ρ(xℓ) is the classical shadow representation of the ground state
ρ(xℓ) using T randomized Pauli measurements. For T = O(log(nN/δ)/ϵ22) = Õ(log(n/δ)/ϵ22), the
ML algorithm can produce a ground state representation ρ̂N,T (x) that achieves

E
x∼D

| tr(Oρ̂N,T (x))− tr(Oρ(x))|2 ≤ (ϵ1 + ϵ2)
2 + ϵ3 (B.7)

with probability at least 1− δ, for any observable with eigenvalues between −1 and 1 that can be
written as a sum of geometrically local observables.

We note that the number of measurements T needed to generate the training data scales as log(n),
but the amount of training data still remains constant with respect to system size. We do not consider
the number of measurements as contributing to the sample complexity because in our setting, the ML
algorithm is given this training data as input and does not generate it itself.

B.1 Training error bound

To prove Theorem 12, we first derive a bound on the training error. Recall that the training error is
defined as

R̂(h) = min
w

1

N

N∑
ℓ=1

|h(xℓ)− yℓ|2. (B.8)

Define the vector w̃ with entries indexed by P ∈ S(geo), x′ ∈ XP by

w̃x′,P ≜
√
|αP | tr(Pρ(χP (x))), (B.9)

where χP (x) is defined in Equation (A.16). Then, notice that

g̃(x) ≜ w̃ · ϕ̃(x) (B.10)

=
∑

P∈S(geo)

∑
x′∈XP

sign(αP )|αP | tr(Pρ(χP (x)))1{x ∈ Tx′,P } (B.11)

=
∑

P∈S(geo)

∑
x′∈XP

αP tr(Pρ(χP (x)))1{x ∈ Tx′,P } (B.12)

= w′ · ϕ(x) (B.13)
= g(x), (B.14)

where g(x) = w′ ·ϕ(x) with w′
x′,P = αP tr(Pρ(χP (x))), ϕ(x)x′,P = 1{x ∈ Tx′,P }. By Lemma 1,

we know that g(x) approximates the ground state property with low training error, and thus, in turn,
g̃(x) also approximates the ground state property well. The existence of w̃ such that g̃(x) = w̃ · ϕ̃(x)
guarantees that the function h∗(x) = w∗ · ϕ̃(x) found by performing via ridge regression will also
yield a small training error. More formally, we have the following guarantee
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Lemma 6 (Training error). The function

g̃(x) = w̃ · ϕ̃(x) =
∑

P∈S(geo)

∑
x′∈XP

αP tr(Pρ(χP (x)))1{x ∈ Tx′,P } (B.15)

achieves training error
R̂(g̃) ≤ (ϵ1 + ϵ2)

2. (B.16)

Since g̃(x) = g(x), this follows directly from Lemma 1. Moreover, we can obtain an ℓ2-norm bound
on w̃. We can utilize this upper bound to choose the hyperparameter Λ > 0 such that ∥w∥2 ≤ Λ.
Thus, we have the following lemma,

Lemma 7 (ℓ2-Norm bound). Let w̃ be the vector of coefficients defined in Equation (B.9). Then, we
have

∥w̃∥22 =
∑

P∈S(geo)

∑
x′∈XP

|αP || tr(Pρ(χP (x)))|2 = 2O(polylog(1/ϵ1)). (B.17)

Proof. This is a simple consequence of Lemma 4. Explicitly, we have

∥w̃∥2 =
∑

P∈S(geo)

∑
x′∈XP

|αP || tr(Pρ(χP (x)))|2 (B.18)

≤
∑

P∈S(geo)

∑
x′∈XP

|αP || tr(Pρ(χP (x)))| (B.19)

= 2O(polylog(1/ϵ1)), (B.20)

where the second line follows because tr(Pρ(χP (x))) ≤ 1 and the last line follows by Lemma 4.

This justifies our choice of Λ = 2O(polylog(1/ϵ1)). Now consider the learned function h∗(x) =

w∗ ·ϕ̃(x), where w∗ is found by minimizing the training error subject to the constraint that ∥w∥2 ≤ Λ.
We do not require the learned function to achieve the minimum training error, but it can be some
amount ϵ3/2 above it, i.e.,

R̂(h∗) ≤ ϵ3
2

+ min
w

∥w∥2≤Λ

1

N

N∑
ℓ=1

|w · ϕ̃(xℓ)− yℓ|2. (B.21)

Since we chose Λ = 2O(polylog(1/ϵ1)) and we showed in Lemma 7 that ∥w̃∥2 ≤ Λ, then the minimum
training error is at most R̂(g̃). We also know that this is bounded by (ϵ1 + ϵ2)

2 by Lemma 6. This
then implies

R̂(h∗) ≤ ϵ3
2

+ R̂(g) ≤ (ϵ1 + ϵ2)
2 +

ϵ3
2
. (B.22)

B.2 Prediction error bound

To prove Theorem 12, it remains to bound the prediction error. We can use a standard result from
machine learning theory on the prediction error of ridge regression algorithms [66, 64].

Theorem 13 (Theorem 26.12 in [66]). Suppose that D is a distribution over X × Y such that with
probability 1 we have that ∥x∥2 ≤ R. Let H = {x 7→ w · x : ∥w∥2≤ Λ} and let ℓ : H× Z → R
be a loss function of the form ℓ(w, (x, y)) = ϕ(w · x, y) such that for all y ∈ Y, a 7→ ϕ(a, y) is
a ρ-Lipschitz function and such that maxa∈[−ΛR,ΛR] |ϕ(a, y)| ≤ c. Then, for any δ ∈ (0, 1), with
probability of at least 1− δ over the choice of an i.i.d. sample of size N , for all h ∈ H,

R(h) ≤ R̂S(h) +
2ρΛR√

N
+ c

√
2 log(2/δ)

N
. (B.23)

Here, R(h) denotes the prediction error for the hypothesis h. With this, we can complete the proof of
Theorem 12.
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Proof of Theorem 12. First, let us reframe the theorem in our setting. Consider the input space X
to be the parameter space [−1, 1]m and our input variable is x = ϕ̃(x). Since the observables we
consider have spectral norm at most 1, the output space fulfils Y ⊆ [−1, 1]. The hypothesis set is
H = {x 7→ w · ϕ̃(x) : ∥w∥2 ≤ Λ}, where in the previous section, we set Λ = 2O(polylog(1/ϵ1)).

It remains to check the conditions of the theorem. We begin by showing that ∥x∥2 ≤ R for some
R > 0. We have the following computation:

∥x∥2 = ϕ̃(x) · ϕ̃(x) =
∥∥∥ϕ̃(x)∥∥∥2

2
(B.24)

=
∑

P∈S(geo)

∑
x′∈XP

|sign(αP )
√
|αP |1{x ∈ Tx′,P }|2 (B.25)

=
∑

P∈S(geo)

∑
x′∈XP

|αP |1{x ∈ Tx′,P } (B.26)

=
∑

P∈S(geo)

|αP | (B.27)

= O(1), (B.28)
where the second to last line follows because for a given P , x ∈ Tx′,P for exactly one x′ ∈ XP .
This is shown in Corollary 3 of [2]. Also, the last line follows by Theorem 8. Thus, we can take
R = O(1).

Finally, note that ℓ(w, (x, y)) = |w · x − y| = ϕ(w · x, y). Therefore, ϕ(a, y) is a 1-Lipschitz
function and fulfils

max
a∈[−ΛR,ΛR]

|ϕ(a, y)| = max
a∈[−ΛR,ΛR]

|a− y| ≤ ΛR+ 1. (B.29)

Thus, we can consider ρ = 1 and c = O(1) · 2O(polylog(1/ϵ1)) + 1.

By Equation (B.22), we know that the learned model h∗(x) = w∗ · ϕ̃(x) achieves

R̂(h∗) ≤ (ϵ1 + ϵ2)
2 +

ϵ3
2
. (B.30)

Plugging in R = O(1), ρ = 1, Λ = 2O(polylog(1/ϵ1)) and c = O(1) · 2O(polylog(1/ϵ1)) + 1 into
Theorem 13, we have

R(h∗) ≤ (ϵ1 + ϵ2)
2 +

ϵ3
2

(B.31)

+
1√
N

(
2O(1) · 2O(polylog(1/ϵ1)) +

(
O(1) · 2O(polylog(1/ϵ1)) + 1

)√
2 log(2/δ)

)
(B.32)

with probability at least 1− δ. In order to bound the prediction error by (ϵ1 + ϵ2)
2 + ϵ3, we need N

to be large enough such that
1√
N

(
2O(1) · 2O(polylog(1/ϵ1)) +

(
O(1) · 2O(polylog(1/ϵ1)) + 1

)√
2 log(2/δ)

)
≤ ϵ3

2
. (B.33)

Solving for N in this inequality and simplifying we have

N =
4

ϵ23
2O(polylog(1/ϵ1))(1 +

√
log(1/δ))2 = 2O(log(1/ϵ3)+polylog(1/ϵ1)) log(1/δ). (B.34)

Thus, for this N , we can guarantee that R(h∗) ≤ (ϵ1 + ϵ2)
2 + ϵ3, as claimed.

On another note, when considering a scenario with a fixed number of parameters m = O(1), much
like the setting in [51], the expression derived from the result in Lemma 10 exhibits polynomial
dependence on ϵ. One can incorporate the constant number of parameters by setting m̃ = m. Thus,
we recover the exact ground state properties tr(Pρ(x)) in fP and the approximation error resulting
from applying Lemma 2 vanishes completely. Furthermore, we can slightly adapt the proof of
Lemma 7 and obtain
∥w̃∥22 =

∑
P∈S(geo)

∑
x′∈XP

|αP || tr(Pρ(χP (x)))| = max
P∈S(geo)

|XP |
∑

Q∈S(geo)

|αP | = O(ϵ−m), (B.35)

where the last step is performed similarly as in the proof of Lemma 4.
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B.3 Computational time for training and prediction

It remains to analyze the computational time for the ML algorithm’s training and prediction.

Proof of computational time in Theorem 12. The training time is dominated by the time required for
ridge regression over the feature space defined by the feature map ϕ. Recall that the optimization
problem under considerations is

min
w∈Rmϕ

∥w∥2≤Λ

1

N

N∑
ℓ=1

|w · ϕ̃(xℓ)− yℓ|2. (B.36)

One can show that this is a convex optimization problem so that we can solve its equivalent dual
problem instead. This dual optimization problem is given by

max
α∈RN

−α⊺(K + λI)α+ 2α · Y, (B.37)

where the kernel matrix is K = X⊺X , for the feature matrix X ∈ Rmϕ×N defined by X =
(ϕ̃(x1) · · · ϕ̃(xN )) and the response vector Y = (y1, . . . , yN )⊺. If κ is the maximum time it takes
to compute a kernel entry K(x, x′) = ϕ̃(x) · ϕ̃(x′), then one can show that the time to solve this dual
problem is O(κN2 +N3). Moreover, prediction can be executed in O(κN). For more details in this
analysis, we refer the reader to, e.g., Section 11.3.2 of [64].

In our case, κ = O(mϕ) since ϕ̃(x) ∈ Rmϕ and the kernel is simply the dot product of two of these
vectors. By Equation (A.8), we know that

mϕ = O(n)2O(polylog(1/ϵ1)) (B.38)

so that κ = O(n)2O(polylog(1/ϵ1)). Moreover, by Theorem 12,

N = log(1/δ)2O(log(1/ϵ3)+polylog(1/ϵ1)). (B.39)

Plugging this into the time required to solve the dual problem for kernel ridge regression, we have

O(κN2 +N3) = O(n)polylog(1/δ)2O(log(1/ϵ3)+polylog(1/ϵ1)). (B.40)

Moreover, the prediction time is given by

O(κN) = O(n)polylog(1/δ)2O(log(1/ϵ3)+polylog(1/ϵ1)). (B.41)

C Rigorous guarantees for neural networks

In this section, we derive a rigorous guarantee on the sample complexity of a deep-learning based
model for predicting ground state properties. Similarly to the previous sections, let 1/e > ϵ1, ϵ2, ϵ3 >
0 throughout. One can think of ϵ1 as the approximation error caused by our neural network model not
exactly capturing the ground state property; ϵ2 represents the noise in the training data; ϵ3 corresponds
to the generalization error.

Recall again the setup, where we consider a family of n-qubit Hamiltonians H(x) =
∑L

j=1 hj(x⃗j)

parameterized by an m-dimensional vector x ∈ [−1, 1]m, which satisfies the assumptions (a)-(c) in
Appendix A.1. Let ρ(x) denote the ground state of H(x). We consider the task of predicting ground
state properties tr(Oρ(x)) for some observable O that satisfies assumption (d) in Appendix A.1,
where we are given training data {(xℓ, yℓ)}Nℓ=1 with yℓ ≈ tr(Oρ(xℓ)). In particular, suppose
|yℓ − tr(Oρ(xℓ))| ≤ ϵ2. Furthermore, we also assume that all mixed partial derivatives of order
m̃ ≜ |IP | of hj are bounded as ∥∥∥∥ ∂m̃

∂x1∂x2 . . . ∂xm̃
hj(x)

∥∥∥∥
∞

≤ 1, (C.1)

where IP is the set of local coordinates defined in Equation (A.2). Here, we denote the number of
local coordinates by m̃ = |IP | for ease of notation. This is similar in spirit to assumption (b), in
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which we assume that the local terms have bounded directional derivatives: ∥∂hj/∂û∥∞ ≤ 1, where
û is a unit vector in parameter space.

Let S(geo) denote the set of geometrically local Pauli observables. Our deep neural network model
consists of |S(geo)| = O(n) “local” multi-layer perceptron models (defined in generally in Ap-
pendix A.2) with two hidden layers and tanh activation functions. Their outputs are combined
through a linear layer without activation function. Formally, our model is defined as follows.
Definition 6 (Deep neural network model). The neural network model is given by a function
fΘ,w : [−1, 1]m → R defined by

fΘ,w(x) =
∑

P∈S(geo)

wP f
θP
P (x), (C.2)

where the “local models” fθP
P : [−1, 1]m̃ → R are given by

fθP
P (x) = (Wout ◦ tanh ◦ Whidden ◦ tanh ◦ Win ◦ τ−1)(x), (C.3)

with τ−1(x) = (x + 1)/2 and θP = [(Win, bin), (Whidden, bhidden), (Wout, bout)]. Here, Win ∈
Rm̃×W , bin ∈ RW , Whidden ∈ RW×W , bhidden ∈ RW , Wout ∈ RW×1 and bout ∈ R, where W
denotes the width of the hidden layers. The weights are given by Θ = {θP : P ∈ S(geo)} in the local
models and w ∈ R in the last layer. Furthermore, we denote the individual parameters by Θi ∈ R.

Using this model, we can establish an objective function that we aim to minimize during the training
process. Specifically, this objective function comprises the mean square error along with a lasso
penalty applied to the weights w in the final layer.
Definition 7 (Training objective). Let fΘ,w be a neural network model as in Definition 6. Let
{(xℓ, yℓ)}Nℓ=1 be the training data set and λ > 0 be some regularization parameter that may depend
on ϵ1, ϵ2 > 0. The training objective is given by

1

N

N∑
ℓ=1

|fΘ,w(xℓ)− yℓ|2 + λ∥w∥1. (C.4)

Our proposed ML algorithm then operates as in Algorithm 1.

Algorithm 1: Deep learning-based prediction of ground state properties

Sample N low-discrepancy points {xℓ}Nℓ=1;
Collect training labels {yℓ}Nℓ=1, where yℓ ≈ tr(Oρ(xℓ));
Data: {(xℓ, yℓ)}Nℓ=1;
Fix |IP |;
Initialize model architecture according to Definition 6 with appropriate hyperparameter δ1, width
W as in Theorem 16 and weights Θ, w using an appropriate initialization method (e.g., Xavier
initialization [72]);

Train with respect to the objective in Definition 7 with appropriate hyperparameter λ > 0 using a
quasi-Monte Carlo training algorithm, e.g., Adam [73] until convergence;

Obtain locally optimal parameters Θ∗, w∗;
Result: Classical representation fΘ∗,w∗

;

After training our model using Algorithm 1, we obtain the following rigorous guarantee.
Theorem 14 (Neural network sample complexity guarantee). Let 1/e > ϵ1, ϵ2, ϵ3 > 0. Let fΘ∗,w∗

:
[−1, 1]m → R be a neural network model produced from Algorithm 1 trained on data {(xℓ, yℓ)}Nℓ=1
of size

N = 2O(polylog(1/ϵ1)+polylog(1/ϵ3)), (C.5)
where the xℓ’s form a low-discrepancy Sobol sequence and |yℓ − tr(Oρ(xℓ))| ≤ ϵ2. Suppose that
fΘ∗,w∗

achieves a training error of at most ((ϵ1 + ϵ2)
2 + ϵ3)/2. Additionally, suppose that all

parameters Θ∗
i of fΘ∗,w∗

satisfy |Θ∗
i | ≤ Wmax, for some Wmax > 0 that is independent of the system

size n. Then the neural network fΘ∗,w∗
achieves prediction error

E
x∼U [−1,1]m

|fΘ∗,w∗
(x)− tr(Oρ(x))|2 ≤ 2(ϵ1 + ϵ2)

2 + ϵ3, (C.6)

where x ∼ U [−1, 1]m denotes sampling x from a uniform distribution over [−1, 1]m.
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We prove this theorem in the next two sections (Appendices C.1 and C.2). As a corollary of this, we
obtain the theorem stated in the main text. We discuss the assumptions that the distribution D must
satisfy in depth and prove the corollary in Appendix C.3. The theorem in the main text (Theorem 5)
corresponds to ϵ1 = ϵ3 = 0.1ϵ and ϵ2 = ϵ. Hence, 2(ϵ1 + ϵ2)

2 ≤ 2.44ϵ2 ≤ 0.9ϵ for 1/e > ϵ > 0
and so 2(ϵ1 + ϵ2)

2 + ϵ3 ≤ ϵ.
Corollary 4 (Neural network sample complexity guarantee; detailed restatement of Theorem 5). Let
1/e > ϵ1, ϵ2, ϵ3 > 0, D a distribution with PDF g satisfying the following properties: g has full
support and is continuously differentiable on [−1, 1]m. Moreover, g is of the form

g(x) =

L∏
j=1

gj(x⃗j). (C.7)

Let fΘ∗,w∗
: [−1, 1]m → R be a neural network model produced from Algorithm 1 trained on data

{(xℓ, yℓ)}Nℓ=1 of size
N = log(1/δ)2O(polylog(1/ϵ1)+polylog(1/ϵ3)), (C.8)

where the xℓ ∼ D and |yℓ − tr(Oρ(xℓ))| ≤ ϵ2. Suppose that fΘ∗,w∗
achieves a training error

of at most ((ϵ1 + ϵ2)
2 + ϵ3)/2. Additionally, suppose that all parameters Θ∗

i of fΘ∗,w∗
satisfy

|Θ∗
i | ≤ Wmax, for some Wmax > 0 that is independent of the system size n. Then the neural network

fΘ∗,w∗
achieves prediction error

E
x∼D

|fΘ∗,w∗
(x)− tr(Oρ(x))|2 ≤ 2(ϵ1 + ϵ2)

2 + ϵ3, (C.9)

with probability at least 1− δ.

Moreover, while we can show the existence of suitable parameters that achieve a low training error,
quantified by our training objective in Definition 7, in general, we cannot prove that Algorithm 1
converges to parameters close to this optimum because our training objective is not convex. Thus, to
obtain the guarantee in Theorem 14, we need to assume that a low training error is indeed achieved
by Algorithm 1. This is commonly satisfied in practice.

Similar to Corollary 3, if we are instead given training data {xℓ, σT (ρ(xℓ))}Nℓ=1, where σT (ρ(xℓ)) is
a classical shadow representation [52, 68, 69, 70, 71] of the ground state ρ(xℓ), then an immediate
corollary of Theorem 14 is that we can predict ground state representations with the same sample
complexity. This follows from the same proof as Corollary 5 in [2].
Corollary 5 (Learning representations of ground states with neural networks; detailed restatement
of Corollary 2). Let 1/e > ϵ1, ϵ2, ϵ3 > 0 and δ > 0. Given training data {(xℓ, σT (ρ(xℓ))}Nℓ=1 of
size

N = log(1/δ)2O(polylog(1/ϵ3)+polylog(1/ϵ1)), (C.10)
where xℓ is sampled from a distribution D satisfying the same assumptions as Corollary 4 and
σT (ρ(xℓ) is the classical shadow representation of the ground state ρ(xℓ) using T randomized Pauli
measurements. For T = O(log(nN/δ)/ϵ22) = Õ(log(n/δ)/ϵ22), the ML algorithm can produce a
ground state representation ρ̂N,T (x) that achieves

E
x∼D

| tr(Oρ̂N,T (x))− tr(Oρ(x))|2 ≤ 2(ϵ1 + ϵ2)
2 + ϵ3 (C.11)

with probability at least 1− δ, for any observable with eigenvalues between −1 and 1 that can be
written as a sum of geometrically local observables.

We review low-discrepancy sequences and techniques in quasi-Monte Carlo theory in Appendix A.2,
which we use in our proof. To prove Theorem 14, we first show that there exists weights Θ′, w′ such
that our proposed neural network fΘ′,w′

achieves a low training error, i.e., it approximates the ground
state properties tr(Oρ(x)) well. We show this using results in classical deep learning theory about
approximating arbitrary functions with neural networks [53]. Then, we use the Koksma-Hlawka
inequality (Theorem 10) to bound the prediction error of our model, similarly to [54]. As we want to
derive a bound which is independent of the size of the physical system, our approach requires some
additional steps. Since the dimension of the input domain of our model depends on the size of the
physical system, we cannot treat it as constant as in [54]. Therefore, we bound the prediction error
with respect to local functions, whose domain size is independent of the system size.
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Moreover, recall that the Koksma-Hlawka inequality produces a bound in terms of the star-discrepancy
(Definition 2) and the Hardy-Krause variation. The star-discrepancy can be bounded by considering
low-discrepancy sequences (Definition 3), and the Hardy-Krause variation can be bounded by
Equation (A.36). We derive explicit bounds for the Hardy-Krause variation of the ground state
properties tr(Oρ(x)), using tools from the spectral flow formalism [59, 60, 61]. To obtain Corollary 4,
we follow a similar proof but use results relating the discrepancy with respect to the Lebesgue measure
to the discrepancy with respect to arbitrary measures and bounds on the discrepancy of uniformly
random points (Appendix A.2).

In Appendix C.1, we prove that our model approximates the ground state properties well. Then, in
Appendix C.2, we use the Koksma-Hlawka inequality to bound the prediction error of our model.
Technical results explicitly bounding the mixed partial derivatives of the ground state properties are
found in Appendix C.4. We use these in Appendix C.2 to bound the Hardy-Krause variation. We
then generalize this to data sampled from different distributions, as in Corollary 4, in Appendix C.3.

C.1 Approximation of ground state properties by neural networks

In this section, we prove that when choosing the number of parameters and width of the model
appropriately, there exists a parameter set for which the deep neural network model approximates
the ground state properties well. This shows the existence of a neural network with low training
error. The proof is a direct application of the main result from [53], which proves that tanh neural
networks can approximate sufficiently smooth functions, in combination with the bounds on the
mixed derivative of tr(Pρ(x)) we derived in Appendix C.4.

We consider the local functions defined as in Appendix A.1.2. Namely, define f(x) =∑
P∈S(geo) αP fP (x), where fP (x) = tr(Pρ(χP (x))) for O =

∑
P∈{I,X,Y,Z}⊗n αPP and

χP (x)c =

{
xc, c ∈ IP
0 c /∈ IP

(C.12)

for all c ∈ {1, . . . ,m}, for IP defined in Equation (A.2). Note that here, we slightly alter the definition
from Appendix A.1.2, where we do not include the coefficient αP in the definition of fP (x). Because
all parameters with coordinates not in IP are set to 0, we can view fP as a function taking inputs in
[−1, 1]m̃, where recall that we use m̃ = |IP | to denote the number of local coordinates.

We show that there exists a neural network that can approximate these local functions fP well.
In order to apply the result from [53] to approximate tr(Pρ(χP (x))), we need to transform its
inputs, such that it becomes a map [0, 1]m̃ → R. Therefore, we introduce an appropriate function
τ(x) = 2x− 1. To avoid confusion when considering the different domains [−1, 1]m versus [0, 1]m,
if an input x ∈ [−1, 1]m, we simply denote it by x. If x ∈ [0, 1]m, we denote it by x̄. We similarly
use this notation for other domain dimensions.

In the following lemma, we use W k,∞(Ω) for Ω ⊆ Rm to denote the Sobolev space

W k,∞(Ω) ≜

{
f ∈ L∞(Ω) :

∂|α|f

∂xα1
1 · · · ∂xαm

m
∈ L∞(Ω) for all α ∈ Nm

0 with |α| ≤ k

}
(C.13)

so that the Sobolev norm is defined as

∥f∥Wk,∞(Ω) ≜ max
|α|=s

∥∥∥∥ ∂|α|f

∂xα1
1 · · · ∂xαm

m

∥∥∥∥
L∞(Ω)

. (C.14)

for α ∈ Nm
0 and the L∞-norm is defined by

∥f∥L∞(Ω) = sup
x∈Ω

∥f∥. (C.15)

Lemma 8 (Existence of approximating neural network). Let ϵ1 > 0, s,M ∈ N. Let
∥H(x)∥W s,∞([−1,1]m) ≤ 1. Define functions fP : [0, 1]m̃ → R as fP (τ(x̄)) = tr(Pρ(χP (τ(x̄)))),
where τ(x̄) = 2x̄− 1. Then, there exist neural networks f̂M

P , such that∥∥∥fP ◦ τ − f̂M
P

∥∥∥
L∞([0,1]m̃)

≤ ϵ1 (C.16)

with at most ϵ−
m̃+1

s
1 2O(m̃ log(m̃)) parameters. Furthermore, the weights scale as 2poly(log(1/ϵ1),m̃,s).
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To prove this, we utilize the main result from [53], which states that a neural network with tanh
activation functions can approximate effectively any function.

Theorem 15 (Theorem 5.1 in [53]). Let d, s ∈ N, R > 0, d > 0 and f ∈ W s,∞([0, 1]d). There exist
constants C(d, k, s, f), N0(d) > 0, such that for every N ∈ N with N > N0(d) there exists a tanh

neural network f̂N with two hidden layers, one of width at most 3⌈ s
2⌉|Ps−1,d+1|+ d(N − 1) (where

|Pn,d| =
(
n+d−1

n

)
) and another of width at most 3⌈d+2

2 ⌉|Pd+1,d+1|Nd (or 3⌈ s
2⌉+N − 1 and 6N

for d = 1), such that,

∥f − f̂N∥L∞([0,1]d) ≤ (1 + δ)
C(d, 0, s, f)

Ns
, (C.17)

and for k = 1, . . . , s− 1,

∥f − f̂N∥Wk,∞([0,1]d) ≤ 3d(1+ δ)(2(k+1))3k max
{
Rk, lnk

(
βNs+d+2

)} C(d, k, s, f)
Ns−k

, (C.18)

where we define

β =
k32d

√
dmax{1, ∥f∥1/2

Wk,∞([0,1]d)
}

δmin{1,
√

C(d, k, s, f)}
. (C.19)

If f ∈ Cs([0, 1]d), then it holds that

C(d, k, s, f) = max
0≤l≤k

1

(s− l)!

(
3d

2

)s−l

|f |W s,∞([0,1]d), N0(d) =
3d

2
, (C.20)

and else it holds that

C(d, k, s, f) = max
0≤l≤k

π1/4
√
s

(s− l − 1)!

(
5d2
)s−l |f |W s,∞([0,1]d), N0(d) = 5d2. (C.21)

In addition, the weights of f̂N scale as O
(
C−s/2Nd(d+s2+k2)/2(s(s+ 2))3s(s+2)

)
.

The proof of Lemma 8 follows by an application of Theorem 15.

Proof of Lemma 8. We directly apply Theorem 15, with the input space dimension m̃, where m̃ is
the number of local parameters m̃ = |IP |. By Corollary 8, then we have∥∥∥fP ◦ τ − f̂M

P

∥∥∥
L∞([0,1]m̃)

≤ (1 + δ)

s!

(
3m̃Cs2

2M

)s

. (C.22)

We want to show that this is bounded above by ϵ1. By rearranging, we find that this holds when

ϵ
− 1

s
1

(
(1 + δ)

s!

) 1
s 3

2
m̃Cs2 ≤ M. (C.23)

Note that by composing with fP with τ , we acquire an extra factor of 2s, which can be considered a
component of C. Using M = O(ϵ

− 1
s

1 m̃s2), this results in the widths of the two layers being

3
⌈s
2

⌉(s+ m̃

m̃+ 1

)
+ m̃(M − 1) and

⌈
m̃+ 2

2

⌉(
2m̃+ 2

d+ 1

)
M m̃, (C.24)

and therefore at most
(c1m̃)c2m̃ϵ

− m̃+1
s

1 = 2O(m̃(log(m̃)+log(1/ϵ1)/s)) (C.25)

trainable weights in the neural network. The constants c1 and c2 are independent of m̃, but may
depend on s. By Theorem 15, the weights scale as

O
(
C−s/2

(
ϵ
− 1

s
1 m̃s2

)m̃(m̃+s2+k2)/2

(s(s+ 2))3s(s+2)

)
= ϵ

− m̃+1
s

1 2O(m̃ log(m̃)). (C.26)
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Although the dependence on s is not relevant for our final statement, it is important to comment on
the effect of the smoothness of H(x). The result states that the dependence of the required parameters
with respect to 1/ϵ1 improves with the highest degree for which all mixed derivatives of H(x) are
bounded. When H(x) is analytic, s can be chosen to be very large so that the number of parameters in
the neural network almost scales as O(m̃slog(m̃)). The constant scales rather poorly with s; however,
this effect is only be visible for very small ϵ1.

Using Lemma 8, we can show that there exist parameters such that the complete model approximates
tr(Oρ(x)) and obtains a small training objective (defined in Definition 7). The theorem (Theorem 6)
in the main text corresponds to ϵ1 = 0.2ϵ, ϵ2 = ϵ so that (ϵ1 + ϵ2)

2 ≤ 1.44ϵ2 ≤ 0.53ϵ ≤ ϵ.
Theorem 16 (Detailed restatement of Theorem 6). For any 1/e > ϵ1, ϵ2 > 0 and appropriate width
W , there exist weights Θ′, w′ such that the neural network model fΘ′,w′

satisfies

|fΘ′,w′
(x)− tr(Oρ(x))| ≤ ϵ1 (C.27)

for any x ∈ [−1, 1]m. In particular, for any collection of N training data points {(xℓ, yℓ)}Nℓ=1 with
|yℓ − tr(Oρ(xℓ))| ≤ ϵ2, we have

1

N

N∑
ℓ=1

|fΘ′,w′
(xℓ)− yℓ|2 + λ∥w′∥1 ≤ (ϵ1 + ϵ2)

2 (C.28)

for a suitable choice of regularization parameter λ = O(ϵ21). Moreover, each parameter Θi of the
network has a magnitude of |Θi| = 2O(polylog(1/ϵ1)).

Proof. Write O =
∑

P αP tr(Pρ(x)). By Theorem 8, let D = O(1) be a constant such that∑
P

|αP | ≤ D. (C.29)

For every Pauli P , then by Lemma 8, there exist weights θ′P such that a neural network f̄θ′

P :
[0, 1]m̃ → R with two hidden layers as in Definition 6 approximates the local functions fP (τ(x̄)) =
tr(Pρ(χP (τ(x̄)))), where τ(x̄) = 2x̄− 1, up to an error ϵ1/(4D), when the width of their hidden

layers is chosen as W = ϵ
− m̃+1

s
1 2O(m̃ log(m̃)), where the number of local coordinates is given by

m̃ = |IP | and by the smoothness assumption Item (d), s ≥ 1. In other words, we have∣∣∣f̄θ′
P

P (x̄)− tr(Pρ(χP (τ(x̄))))
∣∣∣ ≤ ϵ1

4D
, (C.30)

where x̄ ∈ [0, 1]m̃. Because τ is simply a coordinate transformation, then we also obtain∣∣∣fθ′
P

P (x)− tr(Pρ(χP (x)))
∣∣∣ ≤ ϵ1

4D
, (C.31)

for x ∈ [−1, 1]m̃.

Furthermore, by Lemma 2 in Appendix A.1.2, the sum of the local functions f(x) =
∑

P αP fP (x)
approximates the ground state property tr(Oρ(x)) =

∑
P αP tr(Pρ(x)) well. In particular, combin-

ing Lemma 2 with Theorem 8, we have∣∣∣∣∣∑
P

αP tr(Pρ(χP (x)))−
∑
P

αP tr(Pρ(x))

∣∣∣∣∣ ≤ ϵ1
4
. (C.32)

This holds when choosing the local radius δ1 (defined in Equation (A.5)) to be δ1 = 4C log2(1/ϵ1)
for some constant C. This implies that m̃ = |IP | = O(polylog(1/ϵ1)) (e.g., Equation (S33) of [2]).
Thus, for the model fΘ′,w′

with architecture defined in Definition 6 and weights w′
P = αP and

Θ′ = {θ′P }P , we have

|fΘ′,w′
(x)− tr(Oρ(x))| (C.33)

=

∣∣∣∣∣∑
P

αP f
θ′
P

P (x)−
∑
P

tr(Pρ(χP (x))) +
∑
P

tr(Pρ(χP (x)))−
∑
P

tr(Pρ(x))

∣∣∣∣∣ (C.34)
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≤
∑
P

|αP |
ϵ1
4D

+

∣∣∣∣∣∑
P

tr(Pρ(χP (x)))−
∑
P

tr(Pρ(x))

∣∣∣∣∣ (C.35)

≤ ϵ1
4

+

∣∣∣∣∣∑
P

tr(Pρ(χP (x)))−
∑
P

tr(Pρ(x))

∣∣∣∣∣ (C.36)

≤ ϵ1
2
. (C.37)

Moreover, by definition of the training data, we have |yℓ − tr(Oρ(xℓ))| ≤ ϵ2. Thus, by triangle
inequality and choosing regularization parameter λ = ϵ21/(2D), we have

1

N

N∑
ℓ=1

|fΘ′,w′
(xℓ)− yℓ|2 + λ∥w′∥1 (C.38)

=
1

N

N∑
ℓ=1

|fΘ′,w′
(xℓ)− tr(Oρ(xℓ)) + tr(Oρ(xℓ))− yℓ|2 + λ∥w′∥1 (C.39)

≤ (ϵ1/2 + ϵ2)
2 + λ∥w′∥1 (C.40)

≤
(ϵ1
2

+ ϵ2

)2
+

ϵ21
2

(C.41)

≤ (ϵ1 + ϵ2)
2. (C.42)

Finally, plugging in m̃ = O(polylog(1/ϵ1)), by Lemma 8, then we obtain |Θi| = 2O(polylog(1/ϵ1)),
as required.

C.2 Prediction error bound

In this section, we derive our result on the prediction error to complete the proof of Theorem 14.
The central result we use is the Koksma-Hlawka inequality (Theorem 10) from quasi-Monte Carlo
theory, which produces a bound in terms of the star-discrepancy (Definition 2) and the Hardy-Krause
variation (Equation (A.36)). We review these tools in Appendix A.2. To bound the star-discrepancy,
we consider a specific low-discrepancy sequence with guarantees described in Appendix A.2. The
Hardy-Krause variation can be bounded by considering the mixed derivatives of our target function
tr(Oρ(x)) and our neural network model. We relegate the bounds on the mixed derivatives of
tr(Oρ(x)) to Appendix C.4, as the discussion is fairly technical. To bound the mixed derivatives of
our model, we consider the following lemma.

Lemma 9 (Bound on mixed derivatives of neural network). Let k, d ∈ N. Let f̂ : [−1, 1]d → R be a
tanh neural network with two hidden layers of width W ≥ d and maximal weight Wmax. Then

∥f̂∥Wk,∞([−1,1]d) = 2O(k2 log(k)+k log(dWWmax)). (C.43)

Proof. Recall that a tanh deep neural network with two hidden layers is defined as a function
f̂ : [−1, 1]d → R such that

f̂(x) = (Wout ◦ tanh ◦ Whidden ◦ tanh ◦ Win)(x), (C.44)

where the activation function tanh is applied element-wise. Note that this result holds for any tanh
neural network with two hidden layers, where this neural network does not necessarily have to be the
same model as Definition 6.

Let WL ∈ {Win,Whidden,Wout} denote the layers of the neural network that perform an affine
transformation for L ∈ {in,hidden, out}. We can also use L ∈ {0, 1, 2}, where 0 corresponds to in, 1
corresponds to hidden, and 2 corresponds to out. Let dL denote the width (number of input neurons) in
each layer, where we define d0 = din, d1 = d2 = W,d3 = dout. In this way, WL : RdL → RdL+1 for
L ∈ {0, 1, 2}. Explicitly, we have Win : Rdin → RW , Whidden : RW → RW , Wout : RW → Rdout .

Since WL performs an affine transformation, we can write it has WL(x) = (f1(x), . . . , fdL+1
(x)),

where x ∈ RdL and fi are linear functions fi(x) = w⊺
i x+ bi for wi ∈ RdL , bi ∈ R. For these linear
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layers, we observe for any function g : Rdg → RdL with input dimension dg and for L ∈ {0, 1, 2},
we have

max
1≤i≤dL+1

∥(WL ◦ g)i∥Wk,∞([−1,1]d) = max
1≤i≤dL+1

∥fi(g(x))∥Wk,∞([−1,1]d) (C.45)

≤
dL+1∑
i=1

∥wT
i g(x) + bi∥Wk,∞([−1,1]d) (C.46)

≤ max
1≤j≤dg

∥WL∥1∥g(x)j∥Wk,∞([−1,1]d), (C.47)

where we use the notation

∥WL∥1 ≜
dL+1∑
i=1

|bi|+
dL∑
j=1

|wi,j |

 , (C.48)

where w is a matrix with rows given by the vectors w⊺
i , wi ∈ RdL . To show this inequality, we used

Hölder’s inequality in the last step. With this, by factoring out one layer WL at a time, we can bound
the Sobolev norm of f̂ . In particular, we have

∥f̂∥Wk,∞([−1,1]d) (C.49)

= ∥(Wout ◦ tanh ◦ Whidden ◦ tanh ◦ Win)(x)∥Wk,∞([−1,1]d) (C.50)

≤ ∥Wout∥1 max
1≤j≤W

∥(tanh ◦ Whidden ◦ tanh ◦ Win)j∥Wk,∞([−1,1]d) (C.51)

≤ ∥Wout∥116(e2k4d2)k(2k)k(k+1) max
1≤j≤W

∥(Whidden ◦ tanh ◦ Win)j∥kWk,∞([−1,1]d) (C.52)

≤ ∥Wout∥1∥Whidden∥k1 · 16(e2k4d2)k(2k)k(k+1) max
1≤j≤W

∥(tanh ◦ Win)j∥kWk,∞([−1,1]d) (C.53)

≤ ∥Wout∥1∥Whidden∥k1 · 162(e2k4d2)2k(2k)2k(k+1)∥Win∥k1 . (C.54)

In the second line, we used Equation (C.47). In the third line, we used the two following inequalities:∣∣∣∣ dmdxm
tanh(x)

∣∣∣∣ ≤ (2m)m+1 min{exp(−2x), exp(2x)} (C.55)

for all x ∈ R,m ∈ N (see Lemma A.4 in [53]), and

∥g ◦ f∥Wn,∞ ≤ 16(e2n4md2)n∥g∥Wn,∞ max
1≤i≤m

∥(f)i∥nWn,∞ (C.56)

for any functions f ∈ Cn(Ω1; Ω2) and g ∈ Cn(Ω2;R) defined on Ω1 ⊂ Rd, Ω2 ⊂ Rm with
d,m, n ∈ N (see Lemma A.7 in [53]). In the fourth and fifth lines, we used Equation (C.47) and
these inequalities again. Furthermore, we used that our inputs are absolutely bounded by 1 in the last
step.

We can further bound this term using that Wmax is the maximal weight of f̂ and the width of the
hidden layers is lower bounded by W ≥ d.

∥f̂∥Wk,∞([−1,1]d) ≤ 162(e2k4d2)2k(2k)2k(k+1)W 2k+1
max W 3k+1dk = 2O(k(k log(k)+log(dWWmax))).

(C.57)

Now we have all the necessary tools in order to derive a bound on the generalization error for our
neural network model of the form given in Definition 6. In our proof, we first bound the prediction
error in terms of functions with 2m̃-dimensional domain and on which we can directly apply the
Koksma-Hlawka inequality. Then, we use the previous result to obtain an explicit bound. Due to
the regularity of the parameters αP and our model parameters wP , this prediction error bound is
independent of the system size n.

Before stating the formal result bounding the prediction error, we introduce some notation. We define
the prediction error of a neural network fΘ,w with weights given by Θ, w as

R(Θ) ≜ E
x∼U [−1,1]m

|fΘ,w(x)− tr(Oρ(x))|2, (C.58)
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where in our case, x ∼ U [−1, 1]m denotes x sampled from a uniform distribution over [−1, 1]m. We
suppress w in the notation to avoid cluttering. For a neural network fΘ,w generated from training on
some data {(xℓ, yℓ)}Nℓ=1, we can define the training error as

R̂(Θ) ≜
1

N

N∑
ℓ=1

|fΘ,w(xℓ)− yℓ|2. (C.59)

Moreover, as in our analysis in Appendix C.1, we rely on an approximation of the ground state prop-
erty tr(Oρ(x)) by a sum of smooth local functions

∑
P αP fP (x) (Lemma 2). Namely, combining

Lemma 2 and Theorem 8, we have that for ϵ1 > 0, then choosing δ1 > 0 as in Equation (A.5), i.e.,
δ1 = O(log2(1/ϵ1)), ∣∣∣∣∣∑

P

αP fP (x)− tr(Oρ(x))

∣∣∣∣∣ ≤ ϵ1
2

(C.60)

Note that here, again, we slightly alter the definition from Appendix A.1.2, where we do not include
the coefficient αP in the definition of fP (x). With these definitions, we have the following guarantee
on the prediction error.

Lemma 10 (Prediction error bound). Let 1/e > ϵ1, ϵ2 > 0. Consider a tanh neural network
fΘ,w : [−1, 1]m → R with architecture defined in Definition 7 with weights Θi ≤ Wmax for some
Wmax > 0 independent of the system size n and weights w in the last layer. Suppose we train fΘ,w on
data {(xℓ, yℓ)}Nℓ=1 of size N , where the xℓ’s form a low-discrepancy sequence with star-discrepancy
D∗

N and |yℓ − tr(Oρ(xℓ))| ≤ ϵ2. Then, we have

R(Θ) ≤ R̂(Θ) +
ϵ21
2

+ ϵ22 + (∥w∥1 + ∥w∥21)D∗
N · 2O(polylog(WWmax/ϵ1)). (C.61)

where m̃ = |IP | = O(log2(1/ϵ1)) for IP defined in Equation (A.2).

Proof. Recall the definition of our neural network model in Definition 6. In particular, our model is
given by a function fΘ,w : [−1, 1]m → R defined by

fΘ,w(x) =
∑

P∈S(geo)

wP f
θP
P (x), (C.62)

where we refer to fθP
P : [−1, 1]m̃ → R as the local models. For fP (x) = tr(Pρ(χP (x))) as

considered in Equation (C.60), we can define the following quantities. Define the training error with
respect to this local approximation by

R̂loc(Θ) ≜
1

N

N∑
ℓ=1

∣∣∣∣∣fΘ,w(xℓ)−
∑
P

αP fP (xℓ)

∣∣∣∣∣
2

(C.63)

Also define the prediction error with respect to the local approximation as

Rloc(Θ) ≜ E
x∼U [−1,1]m

∣∣∣∣∣fΘ,w(x)−
∑
P

αP fP (x)

∣∣∣∣∣
2

, (C.64)

where x ∼ U [−1, 1]m means that x is sampled according to the uniform distribution.

By Lemma 2, for our choice of δ1, we have Equation (C.60):∣∣∣∣∣∑
P

αP fP (x)− tr(Oρ(x))

∣∣∣∣∣ ≤ ϵ1
2
. (C.65)

By the triangle inequality, we can bound the prediction error as

R(Θ) = E
x∼U [−1,1]m

∣∣∣∣∣fΘ,w(x)−
∑
P

αP fP (x) +
∑
P

αP fP (x)− tr(Oρ(x))

∣∣∣∣∣
2

≤ Rloc(Θ) +
ϵ21
4
.

(C.66)
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By applying the reverse triangle inequality, we can further bound this as

R(Θ) ≤ ϵ21
4

+ R̂loc(Θ) + |Rloc(Θ)− R̂loc(Θ)| (C.67)

=
ϵ21
4

+ R̂loc(Θ) (C.68)

+

∣∣∣∣∣∣ E
x∼U [−1,1]m

∣∣∣∣∣fΘ,w(x)−
∑
P

αP fP (x)

∣∣∣∣∣
2

− 1

N

N∑
ℓ=1

∣∣fΘ,w(xℓ)− αP fP (xℓ)
∣∣2∣∣∣∣∣∣ (C.69)

=
ϵ21
4

+ R̂loc(Θ) (C.70)

+

∣∣∣∣∣∣ E
x∼U [−1,1]m

(∑
P

wP f
θP
P (x)− αP fP (x)

)2

− 1

N

N∑
ℓ=1

(∑
P

wP f
θP
P (xℓ)− αP fP (xℓ)

)2
∣∣∣∣∣∣

(C.71)

We can expand the term in the expectation/sum as follows(∑
P

wP f
θP
P (x)− αP fP (x)

)2

(C.72)

=

(∑
P

wP f
θP
P (x)

)2

− 2

(∑
P

wP f
θP
P (x)

)(∑
P

αP fP (x)

)
+

(∑
P

αP fP (x)

)2

(C.73)

=
∑
P1,P2

wP1
f
θP1

P1
(x)wP2

f
θP2

P2
(x)− 2wP1

f
θP1

P1
(x)αP2

fP2
(x) + αP1

fP1
(x)αP2

fP2
(x). (C.74)

Plugging this into the absolute value term in Equation (C.71) and upper bounding it with the triangle
inequality, we have

|Rloc(Θ)− R̂loc(Θ)| ≤
∑
P1,P2

|wP1
||wP2

|
∣∣∣∣∣ E
x∼U [−1,1]m

[f
θP1

P1
(x)f

θP2

P2
(x)]− 1

N

N∑
ℓ=1

f
θP1

P1
(xℓ)f

θP2

P2
(xℓ)

∣∣∣∣∣
+ 2|wP1

|αP2
|
∣∣∣∣∣ E
x∼U [−1,1]m

[f
θP1

P1
(x)fP2

(x)]− 1

N

N∑
ℓ=1

f
θP1

P1
(xℓ)fP2

(xℓ)

∣∣∣∣∣
+ |αP1

||αP2
|
∣∣∣∣∣ E
x∼U [−1,1]m

[fP1
(x)fP2

(x)]− 1

N

N∑
ℓ=1

fP1
(xℓ)fP2

(xℓ)

∣∣∣∣∣ .
(C.75)

Notice that in the expectation over [−1, 1]m, we can replace this by an expectation over the set of
local parameters, i.e., the parameters with coordinates in IP1 ∪ IP2 , which we denote by SP1,P2 .
This is because the functions in the expectations are local functions that only depend on these local
parameters. The dimension of the domain we integrate over thus becomes independent of the system
size n, as |SP1,P2

| ≤ 2m̃ = 2|IP |.
We can now bound this term further using the Koksma-Hlawka inequality (Theorem 10). We apply
a simple variable transformation τ(x) = 2x − 1 so that the domain of fP ◦ τ becomes [0, 1]m̃.
Furthermore, we denote the domain associated with SP1,P2

by ΩP1,P2
≜ [0, 1]|SP1,P2

|. Starting with
the first term in Equation (C.75), we obtain∣∣∣∣∣ E

x∼U [0,1]m
[f

θP1

P1
(τ(x̄))f

θP2

P2
(τ(x̄))]− 1

N

N∑
ℓ=1

f
θP1

P1
(τ(x̄ℓ))f

θP2

P2
(τ(x̄ℓ))

∣∣∣∣∣ (C.76)

=

∣∣∣∣∣ E
x∼U(ΩP1,P2

)
[f

θP1

P1
(τ(x̄))f

θP2

P2
(τ(x̄))]− 1

N

N∑
ℓ=1

f
θP1

P1
(τ(x̄ℓ))f

θP2

P2
(τ(x̄ℓ))

∣∣∣∣∣ (C.77)
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=

∣∣∣∣∣
∫
SP1,P2

f
θP1

P1
(τ(x̄))f

θP2

P2
(τ(x̄))dx− 1

N

N∑
ℓ=1

f
θP1

P1
(τ(x̄ℓ))f

θP2

P2
(τ(x̄ℓ))

∣∣∣∣∣ (C.78)

≤ D∗
N (2m̃)VHK

(
(f

θP1

P1
· fθP2

P2
) ◦ τ

)
, (C.79)

where x̄ℓ = τ−1(xℓ), such that Equation (C.76) matches the expression referenced in Equation (C.75).
Note that we also applied in the last step that the star-discrepancy is increasing with respect to the
dimension of the sequence. By application of the chain rule and the Cauchy-Schwartz inequality in
the definition of the Hardy-Krause variation (Equation (A.36)), it is easy to see that

VHK

(
(f

θP1

P1
· fθP2

P2
) ◦ τ

)
≤ 22m̃VHK(f

θP1

P1
· fθP2

P2
). (C.80)

For all subsets S′ ⊆ SP1,P2 , applying the product rule yields∣∣∣∣∣ ∂|S′|

∂xS′
(f

θP1

P1
· fθP2

P2
)

∣∣∣∣∣ ≤ ∑
A⊆S′

∣∣∣∣ ∂|A|

∂xA
f
θP1

P1

∣∣∣∣
∣∣∣∣∣ ∂|S′\A|

∂xS′\A
f
θP2

P2

∣∣∣∣∣ = 2O(m̃ log(WWmax)+m̃2 log(m̃)), (C.81)

where the last equality follows from applying Lemma 9 from Appendix C.4 with d = k = 2m̃ and
|{A : A ⊆ S′}| = 22m̃. Here, we are using the notation ∂|B|

∂xB
to denote the mixed derivative with

respect to all parameters xi ∈ B for some set B. Thus, applying Lemma 9 again, we obtain

VHK(f
θP1

P1
· fθP2

P2
) ≤

∑
S′⊆SP1,P2

∣∣∣∣∣ ∂|S′|

∂xS′
(f

θP1

P1
· fθP2

P2
)

∣∣∣∣∣ = 2O(m̃ log(WWmax)+m̃2 log(m̃)). (C.82)

Thus, putting it all together, we see that∣∣∣∣∣ E
x∼U [−1,1]m

[f
θP1

P1
(x)f

θP2

P2
(x)]− 1

N

N∑
ℓ=1

f
θP1

P1
(xℓ)f

θP2

P2
(xℓ)

∣∣∣∣∣ (C.83)

≤ 22m̃D∗
N (2m̃)2O(m̃ log(WWmax)+m̃2 log(m̃)). (C.84)

The remaining terms in Equation (C.75) can be bounded similarly using Lemma 22 from Ap-
pendix C.4. This lemma is applicable to fP because the derivatives are with respect to the local
parameters. In this way, we can upper bound Equation (C.75) by

|Rloc(Θ)− R̂loc(Θ)| ≤
∑
P1,P2

(
(|wP1 ||wP2 |+ |wP1 ||αP2 |)2O(m̃ log(WWmax)+m̃2 log(m̃)) (C.85)

+|αP1 ||αP2 |2O(m̃ log(m̃))
)
D∗

N (2m̃). (C.86)

Plugging this back in to Equation (C.67), we have

R(Θ) ≤ ϵ21
4

+ R̂loc(Θ) +
∑
P1,P2

(
(|wP1

||wP2
|+ |wP1

||αP2
|)2O(m̃ log(WWmax)+m̃2 log(m̃)) (C.87)

+|αP1
||αP2

|2O(m̃ log(m̃))
)
D∗

N (2m̃). (C.88)

Lastly, we can bound R̂loc(Θ) ≤ ϵ21/4 + ϵ22 + R̂(Θ) in the same way as in Equation (C.66):

R̂loc(Θ) =
1

N

N∑
ℓ=1

∣∣∣∣∣fΘ,w(xℓ)−
∑
P

αP fP (χP (xℓ))

∣∣∣∣∣
2

(C.89)

≤ 1

N

N∑
ℓ=1

∣∣fΘ,w(xℓ)− yℓ
∣∣2 + |yℓ − tr(Oρ(xℓ))|2 +

∣∣∣∣∣tr(Oρ(xℓ))−
∑
P

αP fP (χP (xℓ))

∣∣∣∣∣
2

(C.90)

≤ R̂(Θ) + ϵ22 +
ϵ21
4
. (C.91)
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Inserting m̃ = |IP | = O (polylog (1/ϵ1)) and using that
∑

P |αP | = O(1) (Theorem 8) yields

R(Θ) ≤ R̂(Θ) +
ϵ21
2

+ ϵ22 + (∥w∥1 + ∥w∥21)D∗
N (2m̃)2O(polylog(WWmax/ϵ1)). (C.92)

Using the previous result and the results from low-discrepancy theory (see Appendix A.2 for a
review), we can now show that Algorithm 1 will, under mild assumptions for training, output a model,
which yields low prediction error. Thus, using Lemma 10, we can easily prove Theorem 14.

Proof of Theorem 14. By Theorem 9, we know that for Sobol sequences in base 2 with points in
[0, 1]d, the star-discrepancy is bounded by

D∗
N (d) ≤ C(d)

log(N)
d

N
, (C.93)

where C(d) is a constant such that

C(d) <
1

d!

(
d

log(2d)

)
. (C.94)

Since C(d) = o(1), there exists a constant C, such that C ≥ C(d) for all d > 0. In our case, d = 2m̃,
so we have

D∗
N (2m̃) ≤ C

log(N)
2m̃

N
. (C.95)

Using the assumption that the training objective is not larger than ((ϵ1 + ϵ2)
2 + ϵ3)/2, by Lemma 10,

we have

R(Θ∗) = E
x∼U [−1,1]m

|fΘ∗,w∗
(x)− tr(Oρ(x))|2 (C.96)

≤ ϵ21
2

+ ϵ22 +
(ϵ1 + ϵ2)

2 + ϵ3
2

+ C ′ log(N)
polylog(1/ϵ1)2O(polylog(Wmax/ϵ1))

N
(C.97)

≤ 2(ϵ1 + ϵ2)
2 +

ϵ3
2

+ C ′ log(N)
polylog(1/ϵ1)2O(polylog(Wmax/ϵ1))

N
, (C.98)

where C ′ is a constant. We also used here that m̃ = |IP | = O(polylog(1/ϵ1). Since the training
data has size N = O

(
2polylog(1/ϵ1)+polylog(1/ϵ3)

)
, Wmax can be chosen with respect to ϵ1, ϵ3 and

independent of the system size n such that

C ′ log(N)
polylog(1/ϵ1)2O(polylog(Wmax/ϵ1))

N
≤ ϵ3

4
. (C.99)

In this way, we obtain
R(Θ∗) ≤ 2(ϵ1 + ϵ2)

2 + ϵ3. (C.100)

Since the training objective from Definition 7 is non-convex, we cannot guarantee that our algorithm
converges to a neural network with low training error. However, the assumptions made in Theorem 14
are rather mild in practice. Small training errors are a well-known phenomenon in deep learning and
usually come at the expense of a larger prediction error, which is referred to as overfitting. Overfitting
may arise due to excessive model complexity [89], i.e. too many trainable parameters. This is
reflected by Lemma 10, since the generalization error increases with the width W of the layers.
The major challenge in practice lies in finding an appropriate balance between achieving a small
training objective and model complexity, rather than only the latter. Furthermore, when the inputs are
regularized, the weights usually remain small during training when initialized properly. This was for
example observed in [53].

Finally, it is worth noting that in a scenario with a constant number of parameters m = O(1), similar
to the setup in [51], the expression derived from the outcome in Lemma 10 exhibits nearly linear
dependence on ϵ. When incorporating the constant number of parameters by setting m̃ = m, we
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recover the exact ground state properties tr(Pρ(x)) in fP . Thus, ϵ1 in Lemma 10 becomes 0. Hence,
the ability of LDS training to overcome the curse of dimensionality can unfold its full potential,
since the domain dimension becomes independent of ϵ and expression Equation (C.88) reduces to a
constant multiplied by D∗

N (2m). By Equation (C.95), we obtain R(Θ) = O(ϵ−(1+δ)) for any δ > 0
and ϵ small enough, when the conditions of Theorem 5 are fulfilled.

C.3 Prediction on general distributions

In this section, we generalize our results to hold for a wider class of distributions. Recall that our
rigorous guarantee proven so far (Theorem 14) holds when the training data is generated according
to a low-discrepancy sequence and the prediction error is measured with respect to the uniform
distribution. We want to extend this result for different choices of both training and prediction error
distributions. Notice that our prediction error bound (Lemma 10) is the only place that requires
these assumptions on the distributions. Thus, in this section, we establish bounds on the expected
prediction error for a more general family of distributions. We consider the following two cases.

1. The training data is generated according to a general low-discrepancy sequence (in the
sense of Definitions 4 and 5), and the prediction error is measured with respect to some
distribution D.

2. The training data consists of independently and identically distributed (i.i.d.) random
samples according to a distribution D, and the prediction error is measured with respect to
the same distribution D.

There are some conditions on the distributions that we discuss shortly. In Case 1, suppose for
example that we want to provide rigorous guarantees on the prediction error when the parameters
x ∈ [−1, 1]m are sampled from a standard normal distribution (restricted to [−1, 1]m and normalized
appropriately). As normally distributed test samples are more densely populated around the mean and
more sparse around the boundary of the input domain, we need to predict more accurately around the
mean than close to the boundary. When using a uniform low-discrepancy sequence for training, as in
Algorithm 1, the predictive capabilities of our model are not exploited properly. To remedy this, we
consider the training data to form a general low-discrepancy sequence, where it is low-discrepancy
with respect to a normal distribution. We can relate this general low-discrepancy sequence to an
LDS with respect to the Lebesgue measure, which are the sequences considered in Appendix C.2,
via the probability integral transform (see, e.g., [90]). We sometimes refer to LDS with respect to
the Lebesgue measure as uniform low-discrepancy sequences. Formally, for any random variable X ,
which follows some probability distribution P (X ≥ x) ≜ FX(x), the random variable Y = FX(X)
follows a uniform distribution. It turns out that the same transformation on LDS produces LDS with
respect to other measures than the Lebesgue measure, as illustrated in Figure 3. Moreover, under
some assumptions on the distribution, we can bound the discrepancy with respect to other measures
in terms of the discrepancy with respect to the Lebesgue measure, which we know how to bound as
in Appendix C.2.

In the following, we formalize this argument and adapt it to our problem setting. We refer the reader
to Appendix A.2 to review the necessary concepts of generalized (star-)discrepancy, the Koksma-
Hlawka inequality, and related results. Then, we demonstrate that a generalization of Lemma 10 and
Theorem 14 can be achieved by incorporating these findings with slight adjustments to the proofs.

In Case 2, we consider training data sampled i.i.d. from some distribution D and prediction error
measured with respect to the same distribution D. To obtain a rigorous guarantee on the prediction
error in this case, we leverage a probabilistic bound on the discrepancy of uniformly random points
from [82]. Utilizing the previously established framework from Case 1, we can bound the discrepancy
of points sampled from D in terms of the discrepancy of uniformly random points. This allows us to
establish similar guarantees for Case 2.

Before proving each of these cases, we set up our probabilistic framework and define the Borel
measure with respect to which our low-discrepancy sequence is defined. Let g ≜ PDF(D) be the
probability density function (PDF) of the data distribution and let G ≜ CDF(D) be the corresponding
cumulative distribution function (CDF). In the following, assume that the PDF g satisfies the following
properties.
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Figure 3: Transformed low-discrepancy sequences. The blue circles correspond to two-dimensional
uniform Sobol points x. The orange triangles indicate the corresponding Sobol points with respect
to the CDF of the standard normal distribution, denoted by Φ. The latter forms a low-discrepancy-
sequence with respect to the Borel measure µ = Φ.

(a) Strict positivity: g has full support on [−1, 1]m, i.e., g(x) > 0 if x ∈ [−1, 1]m and g(x) = 0
otherwise.

(b) Continuity: g(x) is continuously differentiable on [−1, 1]m.

(c) Component-wise independence: The (random) variables x⃗i, x⃗j upon which different local
terms hi(x⃗i), hj(x⃗j) of the Hamiltonian depend on, are independent. Hence, the PDF g is
of the form

g(x) =

L∏
j=1

gj(x⃗j) (C.101)

for PDFs gj .

We implicitly assume that g also satisfies all properties of a probability density function. It should be
noted that Assumptions (a), (b) could technically be relaxed. We expand more on this later. Notice
that if g : [−1, 1]m → R meets these requirements, the same holds for ḡ ≜ g ◦ τ : [0, 1]m → R. Here,
we use the notation from the previous section, where a bar denotes that we are working in the domain
[0, 1]m as opposed to [−1, 1]m, and τ((̄x)) = 2x̄− 1. Since the available results hold on [0, 1]m, we
will mostly work with ḡ and the corresponding CDF Ḡ.

We continue to set up the necessary notation to formally state our prediction error bound for Case 1.
Let SP1,P2

, ΩP1,P2
be as in the proof of Lemma 10. Namely, let SP1,P2

be the parameters with
coordinates in IP1

∪ IP2
, where IP is defined in Equation (A.2), and let ΩP1,P2

= [0, 1]|SP1,P2
|.

Additionally, define µP1,P2
≜
∏

j∈SP1,P2
Ḡj( ⃗̄xj) as the probability measure of the marginal for all

(random) variables with indices in SP1,P2
. Due to Assumption (c), µP1,P2

depends on at most 2m̃
variables. Furthermore, we define

µ∗ ≜ argmax
µPi,Pj

DN (|SPi,Pj
|;µPi,Pj

), (C.102)

and denote by S∗ the corresponding coordinate set. S∗ forms the domain of µ∗, and we use d∗ to
denote the dimension of the domain.
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In both Case 1 and Case 2, the idea is to define a transformation F that maps random variables with
an arbitrary distribution to uniformly random variables. Namely, we construct a mapping ϕ such that

E
x∼D

[u(x)] = E
x∼U [−1,1]m

[u(ϕ(x))] (C.103)

for any function u. In the following, we introduce the transform F ≜ ϕ−1, as has been introduced in
[91, 88, 92]. F can nicely be characterized using ḡ and Ḡ, and assumptions on F are easy to verify
for a given data distribution. In fact, if F satisfies a Lipschitz condition, then known results [88]
bound the discrepancy with respect to an arbitrary measure in terms of the discrepancy with respect
to the Lebesgue measure, i.e., we can directly upper-bound DN (d∗;µ∗) in terms of DN (d∗). Our
prediction error bound for more general distributions follows from this result and the results from
Appendix C.2.

Let g∗ be defined such that dµ∗(x) = g∗(x)dx. Also, let A,B ⊆ S∗ be such that A ∩ B = ∅ and
C = S∗ \ (A ∪B). Then, we define the conditional marginal PDF as

g∗(xA|XB = xB) ≜

∫
[0,1]|C| g

∗(x)dxC∫
[0,1]|A|+|C|

∫ (xB)1
0

· · ·
∫ (xB)|B|
0

g∗(x)dx
(C.104)

and the corresponding CDF as

G∗(XA = xA|XB = xB) ≜
∫ (xA)1

0

· · ·
∫ (xA)|A|

0

g∗(xA|xB)dxA. (C.105)

For convenience, we refer to the indices of x in S∗ via x1, x2, . . . , xd∗ . We can do this without loss
of generality by permuting the order of the parameters. Using these definitions, we can now define
the reverse transformation as F : [0, 1]d

∗ → [0, 1]d
∗
, where the indices of F are given by

Fj(x) ≜ G∗(Xj = xj |X1 = x1, . . . , Xj−1 = xj−1). (C.106)

If random variables are distributed as X ∼ G∗, then F (X) ∼ U [−1, 1]d
∗

(or equivalently U [0, 1]d
∗

under the variable transformation τ(x) = 2x− 1), since X1, X2|X1, . . . , Xd∗ |X1, . . . , Xd∗−1 are
independent and ∏

j

Fj(X) = G∗(X). (C.107)

Finally, with this notation set up, we can formally state our result for Case 1.

Corollary 6 (Neural network sample complexity guarantee; generalization of Theorem 14). Let
1/e > ϵ1, ϵ2, ϵ3 > 0, and let D be a distribution with PDF g fulfilling assumptions (a)-(c) and F
according to Equation (C.106). Let fΘ∗,w∗

: [−1, 1]m → R be a neural network model produced
from Algorithm 1 trained on data {(x̂ℓ, ŷℓ)}Nℓ=1 of size

N = 2O(polylog(1/ϵ1)+polylog(1/ϵ3)), (C.108)

where the xℓ’s form a low-discrepancy Sobol sequence, x̂ℓ = F−1(xℓ) and |ŷℓ − tr(Oρ(x̂ℓ))| ≤ ϵ2.
Suppose that fΘ∗,w∗

achieves a training error of at most ((ϵ1 + ϵ2)
2 + ϵ3)/2. Additionally, suppose

that all parameters Θ∗
i of fΘ∗,w∗

satisfy |Θ∗
i | ≤ Wmax, for some Wmax > 0 that is independent of

the system size n. Then the neural network fΘ∗,w∗
achieves prediction error

E
x∼D

|fΘ∗,w∗
(x)− tr(Oρ(x))|2 ≤ 2(ϵ1 + ϵ2)

2 + ϵ3. (C.109)

Similarly, we also have a guarantee for Case 2, which is the version we state in the main text and the
beginning of this appendix.

Corollary 7 (Neural network sample complexity guarantee; generalization of Corollary 6 for random
data). Let 1/e > ϵ1, ϵ2, ϵ3 > 0, D a distribution with PDF g satisfying assumptions (a)-(c). Let
fΘ∗,w∗

: [−1, 1]m → R be a neural network model produced from Algorithm 1 trained on data
{(xℓ, yℓ)}Nℓ=1 of size

N = log(1/δ)2O(polylog(1/ϵ1)+polylog(1/ϵ3)), (C.110)
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where the xℓ ∼ D and |yℓ − tr(Oρ(xℓ))| ≤ ϵ2. Suppose that fΘ∗,w∗
achieves a training error

of at most ((ϵ1 + ϵ2)
2 + ϵ3)/2. Additionally, suppose that all parameters Θ∗

i of fΘ∗,w∗
satisfy

|Θ∗
i | ≤ Wmax, for some Wmax > 0 that is independent of the system size n. Then the neural network

fΘ∗,w∗
achieves prediction error

E
x∼D

|fΘ∗,w∗
(x)− tr(Oρ(x))|2 ≤ 2(ϵ1 + ϵ2)

2 + ϵ3, (C.111)

with probability at least 1− δ.

We first prove Corollary 6 similarly to how we proved Theorem 14. In particular, we can prove a
generalized version of Lemma 10, where we are given a low-discrepancy sequence with respect to µ∗

and wish to bound the prediction error with respect to D, as in Case 1. Define the prediction error of
a neural network fΘ,w with weights given by Θ, w with respect to a distribution D as

RD(Θ) ≜ E
x∼D

|fΘ,w(x)− tr(Oρ(x))|2 =

∫
[−1,1]m

|fΘ,w(x)− tr(Oρ(x))|2 dG(x), (C.112)

where x ∼ D denotes x sampled from the distribution D over [−1, 1]m and dG(x) = g(x)dx. Again,
we suppress w in the notation to avoid cluttering. Then, we have the following lemma.
Lemma 11 (Generalized prediction error bound). Let 1/e > ϵ1, ϵ2 > 0. Consider a tanh neural
network fΘ,w : [−1, 1]m → R with architecture defined in Definition 7 with weights Θi ≤ Wmax

for some Wmax > 0 independent of the system size n and weights w in the last layer. Assume
that G satisfies assumptions (a)-(c) and |yℓ − tr(Oρ(xℓ))| ≤ ϵ2. Furthermore, suppose we train
fΘ,w on data {(xℓ, yℓ)}Nℓ=1 of size N , where the τ−1(xℓ)’s from a set with star-discrepancy at most
D∗

N (d;µ∗) in each dimension d. Then, we have

RD(Θ) ≤ R̂(Θ) +
ϵ21
2

+ ϵ22 + (∥w∥1 + ∥w∥21)D∗
N (d∗;µ∗) · 2O(polylog(WWmax/ϵ1)). (C.113)

Moreover, if there exist constants b1, b2 such that D∗
N (d) ≤ b1

√
b2 + log(1/δ)

√
d
N with probability

at least 1− δ, then there exists a constant b̃1 such that

RD(Θ) ≤ R̂(Θ)+
ϵ21
2
+ϵ22+(∥w∥1+∥w∥21)b̃1

√
1 + log(1/δ)

√
m̃

N
·2O(polylog(WWmax/ϵ1)) (C.114)

with probability at least 1− δ.

This lemma can be proven in the same fashion as Lemma 10 with two minor adjustments. One change
is the use of a generalization of the Koksma-Hlawka inequality, which we discuss in Theorem 11 in
Appendix A.2. To prove the second part of Lemma 11, we need a technical lemma (Lemma 14) to
handle the probability of failure in the bound on the star-discrepancy. We relegate this to the end of
the section, as it is mainly a technicality.

Proof. We proceed in the same way as in Lemma 10, replacing R(Θ) with RD(Θ) and replacing
Rloc(Θ) with

Rloc,D(Θ) ≜ E
x∼D

∣∣∣∣∣fΘ,w(x)−
∑
P

αP fP (x)

∣∣∣∣∣
2

. (C.115)

We follow the proof of Lemma 10 until Equation (C.75). This gives us

RD(Θ) ≤ ϵ21
4

+ R̂loc(Θ) + |Rloc,D(Θ)− R̂loc(Θ)|, (C.116)

where recall that

R̂loc(Θ) =
1

N

N∑
ℓ=1

∣∣∣∣∣fΘ,w(xℓ)−
∑
P

αP fP (xℓ)

∣∣∣∣∣
2

, (C.117)

as in Equation (C.63). Moreover, we also have the adjusted version of Equation (C.75)

|Rloc,D(Θ)− R̂loc(Θ)| ≤
∑
P1,P2

|wP1 ||wP2 |
∣∣∣∣∣ E
x∼D

[f
θP1

P1
(x)f

θP2

P2
(x)]− 1

N

N∑
ℓ=1

f
θP1

P1
(xℓ)f

θP2

P2
(xℓ)

∣∣∣∣∣
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+ 2|wP1
||αP2

|
∣∣∣∣∣ E
x∼D

[f
θP1

P1
(x)fP2

(x)]− 1

N

N∑
ℓ=1

f
θP1

P1
(xℓ)fP2

(xℓ)

∣∣∣∣∣
+ |αP1

||αP2
|
∣∣∣∣∣ E
x∼D

[fP1
(x)fP2

(x)]− 1

N

N∑
ℓ=1

fP1
(xℓ)fP2

(xℓ)

∣∣∣∣∣ . (C.118)

To bound the first term, we use the generalized Koksma-Hlawka inequality (Theorem 11) to obtain∣∣∣∣∣ E
x∼D

[f
θP1

P1
(x)f

θP2

P2
(x)]− 1

N

N∑
ℓ=1

f
θP1

P1
(xℓ)f

θP2

P2
(xℓ)

∣∣∣∣∣ (C.119)

=

∣∣∣∣∣
∫
[−1,1]m

|fΘ,w(x)− tr(Oρ(x))|2 dG(x)− 1

N

N∑
ℓ=1

f
θP1

P1
(xℓ)f

θP2

P2
(xℓ)

∣∣∣∣∣ (C.120)

=

∣∣∣∣∣
∫
[0,1]m

f
θP1

P1
(τ(x̄))f

θP2

P2
(τ(x̄))

L∏
i=1

ḡi(⃗̄xi)dx̄− 1

N

N∑
ℓ=1

f
θP1

P1
(τ(x̄ℓ))f

θP2

P2
(τ(x̄ℓ))

∣∣∣∣∣ (C.121)

=

∣∣∣∣∣
∫
ΩP1,P2

f
θP1

P1
(τ(x̄))f

θP2

P2
(τ(x̄))dµP1,P2

(x̄)− 1

N

N∑
ℓ=1

f
θP1

P1
(τ(x̄ℓ))f

θP2

P2
(τ(x̄ℓ))

∣∣∣∣∣ (C.122)

≤ D∗
N (d∗;µ∗)VHK

(
(f

θP1

P1
· fθP2

P2
) ◦ τ

)
. (C.123)

Here, in the first equality, we use Assumption (c) on the structure of the PDF g and use the variable
transformation τ(x) = 2x− 1. In the second equality, similarly to Lemma 10, we notice that because
the functions in the expectation are local functions that only depend on parameters in SP1,P2 , we
can replace the expectation over the whole domain [0, 1]m with an expectation over just the domain
ΩP1,P2

. This step also crucially uses Assumption (c), where the factorization of the PDF g due to
independence is needed. The last line uses the generalized Koksma-Hlawka inequality (Theorem 11).
The remainder of the proof follows in the same way as Lemma 10.

The second part of the statement is a direct consequence of Lemma 14. Specifically, following the
proof of Lemma 10, we use Lemma 14 to bound the term in Equation (C.88). This is necessary
because the upper bound on the star-discrepancy only holds probabilistically, so we must show that we
can still use this upper bound on the sum of several star-discrepancy terms. This is more complicated
than a simple union bound, and we relegate the proof and statement of Lemma 14 to the end of this
section.

In addition to this lemma, we also need a result from [88], adapted to our definitions above. In the
following, we use DN (ω; d) to denote the discrepancy with respect to the Lebesgue measure of a
specific sequence ω of length N and dimension d, as in Definition 1. Similarly, we use DN (ω; d;µ)
to denote the discrepancy with respect to a measure µ of a specific sequence ω of length N and
dimension d, as in Definition 4.
Lemma 12 (Theorem 2 in [88]). Let ω = {xℓ}Nℓ=1 be an arbitrary sequence on the open d-
dimensional unit cube with discrepancy DN (ω, d), and let ω̂ = {x̂ℓ}Nℓ=1 be the sequence defined by
Fx̂ℓ = xℓ, where F is defined in Equation (C.106). Moreover, let g be a strictly positive, d-times
continuously differentiable PDF, such that g(x) ≥ m > 0 for all x. Let G be the corresponding
probability measure (i.e., CDF). Furthermore, let F satisfy

∥F (x)− F (y)∥ ≤ K∥x− y∥. (C.124)

Then, the discrepancy of ω̂ with respect to G is bounded as

DN (ω̂; d;G) ≤ c (DN (ω; d))
1
d , (C.125)

where c = 2d · 3d(K + 1)d−1.

The authors in [88] note that the assumption on F in Equation (C.124) is certainly fulfilled when g is
continuously differentiable. This is where Assumption (b) is used, where technically, we only require
this Lipschitz condition on F . With Lemma 11 and Lemma 12, we are ready to prove Corollary 6.
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Proof of Corollary 6. We proceed similarly as in the proof of Theorem 14 but this time using
Lemma 11 instead of Lemma 10. First, we bound the nonuniform discrepancy of our training
inputs ω̂ = {x̂ℓ}Nℓ=1. Recall that x̂ℓ = F−1(xℓ) for xℓ generated according to a low-discrepancy
Sobol sequence (i.e., low-discrepancy with respect to the Lebesgue measure). By definition of F ,
then ω̂ has star-discrepancy D∗

N (ω̂; d∗;µ∗). By Assumption (b), we can apply Lemma 12 to obtain

D∗
N (ω̂; d∗;µ∗) ≤ DN (ω̂; d∗;µ∗) ≤ c (DN (ω; d∗))

1
d∗ ≤ 2d

∗
c (D∗

N (ω; d∗))
1
d∗ . (C.126)

Here, the first inequality follows because D∗
N (d) ≤ DN (d), and the second follows by Lemma 12.

Finally, the last inequality follows from DN (d) ≤ 2dD∗
N (d) (see, e.g., [93]). Because d∗ ≤ 2m̃, we

can proceed as in the proof of Theorem 14 using the bound above.

By Theorem 9, we know that for Sobol sequences in base 2 with points in [0, 1]d
∗
, the star-discrepancy

is bounded by

D∗
N (d∗) ≤ C(d∗)

log(N)
d∗

N
, (C.127)

where C(d) is a constant such that

C(d) <
1

d!

(
d

log(2d)

)
. (C.128)

Since C(d) = o(1), there exists a constant C, such that C ≥ C(d) for all d > 0. Using the
assumption that the training objective is not larger than ((ϵ1 + ϵ2)

2 + ϵ3)/2, by Lemma 11, we have

RD(Θ
∗) = E

x∼D
|fΘ∗,w∗

(x)− tr(Oρ(x))|2 (C.129)

≤ ϵ21
2

+ ϵ22 +
(ϵ1 + ϵ2)

2 + ϵ3
2

+ C ′ log(N)2O(polylog(Wmax/ϵ1))

N1/d∗ (C.130)

≤ 2(ϵ1 + ϵ2)
2 +

ϵ3
2

+ C ′ log(N)2O(polylog(Wmax/ϵ1))

N1/polylog(1/ϵ1)
, (C.131)

where C ′ is a constant. We also used here that d∗ ≤ 2m̃ and m̃ = |IP | = O(polylog(1/ϵ1). Since
the training data has size N = O

(
2polylog(1/ϵ1)+polylog(1/ϵ3)

)
, Wmax can be chosen with respect to

ϵ1, ϵ3 and independent of the system size n such that

C ′′ log(N)2O(polylog(Wmax/ϵ1))

N1/polylog(1/ϵ1)
≤ ϵ3

4
(C.132)

for some constant C ′′. In this way, we obtain

RD(Θ
∗) ≤ 2(ϵ1 + ϵ2)

2 + ϵ3. (C.133)

Finally, we prove Case 2, where the training data is sampled i.i.d. according to a distribution D
and the prediction error is also measured with respect to D. Note that we can drop the assumption
that F−1 is efficiently computable for this case. The key result we need for this is a bound on the
star-discrepancy for uniformly random points (Lemma 5).

Proof of Corollary 7. Let x̂ℓ = Fxℓ, where F is as in Equation (C.106). As stated in [91, 92], F
transforms random variables with distribution D into standard uniform random variables. Hence,
similarly to the proof of Corollary 6, if ω = {xℓ}Nℓ=1 has star-discrepancy D∗

N (ω; d∗;µ∗), we can
bound it with respect to the discrepancy of ω̂ = {x̂ℓ}Nℓ=1:

D∗
N (ω; d∗;µ∗) ≤ DN (ω; d∗;µ∗) ≤ c (DN (ω̂; d∗))

1
d∗ ≤ 2d

∗
c (DN (ω̂; d∗))

1
d∗ . (C.134)

Here, again we use D∗
N (d) ≤ DN (d) ≤ 2dD∗

N (d) and Lemma 12. Then, by Lemma 5, for uniformly
random points, i.e., ω̂ = {x̂ℓ}Nℓ=1, we have

D∗
N (d) ≤ 5.7

√
4.9 + log(1/δ)

√
d

N
(C.135)

with probability at least 1− δ. The rest of the proof follows in the same way as Corollary 6, but using
the above discrepancy bound. Note that because this discrepancy bound only holds probabilistically,
we need to use the second part of Lemma 11.
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Our prediction error bounds for Case 1 and Case 2 (in Corollaries 6 and 7, respectively) look rather
similar. However, one can verify that Corollary 6 only requires about square root of the number of
samples Corollary 7 uses to achieve a certain risk bound with small enough ϵ, but this advantage
is hidden in the polylogarithmic factors in the exponent. Hence, low-discrepancy data yields better
theoretical guarantees. However, they did not yield an improvement in our numerical experiments, as
discussed in Appendix D. The size N of the training set seems to be very large for low-discrepancy
data to have practical effects. In the main text, we present Corollary 7 because it is the more general
theoretical statement.

In fact, one can also improve the polylogarithmic factors in Corollary 6 by imposing stronger
assumptions on the distribution. In particular, the result in Lemma 12 seems surprisingly weak at
first glance. Multidimensional transformations do, however, constitute a major challenge, since they
generally do not preserve properties such as lines remaining straight or parallel. The boxes over
which one optimizes in order to compute the discrepancy can thus change severely in shape, which
can strongly alter the discrepancy and makes it difficult to analyze. This can result in a rather poor
scaling in terms of the discrepancy with respect to the Lebesgue measure and thus N . However, when
g fulfills additional assumptions, we obtain a much better dependence on N by directly applying the
Koksma-Hlawka inequality (with respect to the Lebesgue measure) to f ◦ ϕ. Unsurprisingly, this is
possible when the mixed derivative of F−1 = ϕ is bounded on [0, 1]. This follows, when g’s mixed
derivative is bounded [88]. We restate this result below.
Lemma 13 (Theorem 1 in [88]). Let ω = {xℓ}Nℓ=1 of size N be an arbitrary sequence on the open
d-dimensional unit cube with discrepancy DN (ω, d) and ω̂ = {x̂ℓ}Nℓ=1 the sequence defined by
Fx̂ℓ = xℓ, where F is defined in Equation (C.106). Moreover, let g be a strictly positive, d-times
continuously differentiable PDF, such that g(x) ≥ m > 0 for all x. Let G be the corresponding
probability measure (i.e., CDF). Furthermore, let F satisfy

∂|A|Fj

∂xA
≤ M 1 ≤ j ≤ d, A ⊆ {1, . . . , d}. (C.136)

Then ∣∣∣∣∣
∫
[0,1d]

f(x̂)dG(x̂)− 1

N

N∑
ℓ=1

f(x̂ℓ)

∣∣∣∣∣ ≤ d!

(
M

m

)2d−1

D∗
N (ω; d)VHK(f). (C.137)

On a high level, the proof works via the observation that the Jacobian of F has g as its determinant,
which is strictly positive. Since F ◦ ϕ is the identity, one can write the Jacobian of F ◦ ϕ as a linear
system of equations with the derivatives of ϕ as solution. Using Cramer’s rule and the assumption on
F , one can upper bound the derivative of ϕ. Applying this iteratively, one can show via induction
that the mixed derivatives of ϕ are also bounded when the mixed derivatives of F are bounded. Note
that (as stated in [88]) when D is a product of independent distributions, i.e. g(x) =

∏m
i=1 gi(xi)

and fulfills assumptions (a)-(c), the conditions for Lemma 13 are also fulfilled. It is important to
emphasize that the additional assumption used in Lemma 13 yield a much better dependence of ϵ on
N . However, this improvement is hidden in the polylogarithmic factors.

We dedicate the last part of this section to the proof the following statement, which we used in the
proof of Lemma 11. At a high level, this shows that when we have a probabilistic upper bound on the
star-discrepancy, we can still upper bound a sum of star-discrepancies with high probability.

Lemma 14. Suppose there exist constants b1, b2 such that D∗
N (d) ≤ b1

√
b2 + log(1/δ)

√
d
N with

probability 1− δ. Then, there exists a constant b̃1, such that for any t > 0

Pr

 ∑
P1,P2∈S(geo)

(c1|αP1
||αP2

|+ c2(|wP1
||αP2

|+ |wP1
||wP2

|))D∗
N (xP1,P2

) ≥ t

 (C.138)

≤ exp

(
− Nt2

b̃1(c1∥α∥21 + c2(∥w∥1∥α∥1 + ∥w∥21))2

)
, (C.139)

where recall SP1,P2
is the set of parameters with coordinates in IP1

∪ IP2
(Equation (A.2)), c1 =

2O(m̃ log(m̃)) and c2 = 2O(m̃ log(WWmax)+m̃2 log(m̃)). Thus D∗
N (xP1,P2

) denotes the star-discrepancy
of this set of parameters in the training data.
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First, we introduce two useful tools for the proof.

Theorem 17 (Azuma’s Inequality for Martingales with Subgaussian Tails; Adapted from Theorem
2 in [94]). Let Z1, Z2, . . . , Zn be a martingale difference sequence with respect to a sequence
X1, X2, . . . , Xn, and suppose there are constants b > 1, c1, . . . , cn > 0, such that for any j and any
t > 0 it holds that

Pr(Zj > t|X1, . . . , Xj−1) ≤ b exp

(
− t2

c2j

)
. (C.140)

Then, it holds that

Pr

 n∑
j=1

Zj > t

 ≤ exp

(
− t2

28b
∑n

j=1 c
2
j

)
. (C.141)

Proof of Theorem 17. Following the steps of the proof of Theorem 2 in [94], but taking the sum over
Zj instead of the empirical average, we obtain for any s > 0

Pr

 n∑
j=1

Zj > t

 ≤ e−ste7bc
2
ns

2

E

 n∏
j=1

esZj

∣∣∣∣X1, . . . , Xn−1

 ≤ e−st+7bs2
∑n

j=1 c2j . (C.142)

We refer to [94] for further details of this calculation. Choosing s = t/
(
14b

∑n
j=1 c

2
j

)
, the expres-

sion above equals e−t2/(28b
∑n

j=1 c2j), and we get the claim:

Pr

 n∑
j=1

Zj > t

 ≤ exp

(
− t2

28b
∑n

j=1 c
2
j

)
. (C.143)

We also need the following two small lemmas.

Lemma 15. Let δ > 0. Let X : ΩX → X and Y : ΩY → Y be independent random variables and
f : X × Y → R+ be a function such that PrXY (f(X,Y ) ≥ t) ≤ δ for t > 0. Then,

E[f(X,Y )|X] ≤ t

2
(C.144)

with probability at least 1− 2δ.

Proof. First, we show that Pr(f(X,Y ) ≥ t|X) ≥ 1/2 with high probability. Then, we show that
this implies the claim by Markov’s inequality.

First, suppose for the sake of contradiction that Pr
(
E[1{f(X,Y ) ≥ t}|X] ≥ 1

2

)
> 2δ. Using the

independence of X and Y applying Markov’s inequality, we obtain

Pr(f(X,Y ) ≥ t) = E[E[1{f(X,Y ) ≥ t}|X]] ≥ 1

2
Pr

(
E [1{f(X,Y ) ≥ t}|X] ≥ 1

2

)
> 2δ·1

2
= δ,

(C.145)
which contradicts our initial assumption. Therefore, with probability at most 2δ (w.r.t. X),
Pr(f(X,Y ) ≥ t|X) ≥ 1

2 and hence

1

2
≤ Pr(f(X,Y ) ≥ t|X) ≤ E[f(X,Y )|X]

t
(C.146)

by Markov’s inequality. The result follows immediately.

Lemma 16. Let j ∈ [m] be a coordinate of the parameters. Then, |{P ∈ S(geo) : j ∈ IP }| = tildem,
where m̃ = O(|IP |).
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Proof. Recall that
IP = {c ∈ {1, . . . ,m} : dobs(hj(c), P ) ≤ δ1}. (C.147)

Fixing c instead of P also results in a set of geometrically local terms in a radius δ1 around a
geometrically local term. Hence, the size of the set {P ∈ S(geo) : j ∈ IP } also scales as |IP |, which
is at most m̃.

Now we are able to provide a partial proof to Lemma 14.

Lemma 17. Let SP1,P2
be the set of parameters with coordinates in IP1

∪ IP2
and let xP1,P2

≜
{{x ∈ SP1,P2

}ℓ}Nℓ=1 denote the training data set only for these local parameters. If there exist

constants b1, b2 such that D∗
N (d) ≤ b1

√
b2 + log(1/δ)

√
d
N with probability at least 1− δ, then

Pr

 ∑
P2∈S(geo)

|αP2
|D∗

N (xP1,P2
) ≥ t

 ≤ exp

(
− Nt2

224∥α∥22(m̃)2 exp(b1)b2

)
(C.148)

for any P1 ∈ S(geo) and any t > 0.

Proof. Let P1 ∈ S(geo). Define

Xj ≜ E

 ∑
P2∈S(geo)

|αP2 |D∗
N (xP1,P2)

∣∣∣∣Yj−1, . . . , Y0

 , (C.149)

where we omit the dependence xP1,P2 = xP1,P2(Y1, . . . , Ym) and Yj ≜ {(xj)ℓ}Nℓ=1 and xj param-
eterize hj . We consider all increments, which are not contained in IP1

. Hence, with slight abuse
of notation, let index j = 0 refer to all coordinates in IP1

and Y0 ≜ {{(xj) : j ∈ IP1
}ℓ}Nℓ=1.

Furthermore, let

X0 ≜ E

 ∑
P2∈S(geo)

|αP2 |D∗
N (xP1,P2

)

∣∣∣∣Y0

 (C.150)

and Z1 ≜ X1 −X0. Clearly, X0, . . . , Xm is a martingale sequence and Z1, . . . , Zm the respective
martingale difference sequence. Furthermore, note that Xm =

∑
P2∈S(geo) |αP2

|D∗
N (xP1,P2

) and by
definition of Y0, j /∈ IP1 for all j > 0. Now, since D∗

N (xP1,P2) ≥ 0 and |αP2 |D∗
N (xP1,P2) cancel

out if j /∈ IP2 ,

Zj ≤ E

 ∑
P2∈S(geo):j∈IP2

\IP1

|αP2
|D∗

N (xP1,P2
)

∣∣∣∣Yj−1, . . . , Y0

 (C.151)

=
∑

P2∈S(geo):j∈IP2
\IP1

|αP2 |E
[
D∗

N (xP1,P2)

∣∣∣∣Yj−1, . . . , Y0

]
(C.152)

=
∑

P2∈S(geo):j∈IP2
\IP1

|αP2
|E
[
D∗

N (xP1,P2
)

∣∣∣∣(Yk)k<j,k∈IP1

]
. (C.153)

Then, for any t > 0, we have

Pr(Zj ≥ t) ≤ Pr

 ∑
P2∈S(geo):j∈IP2

\IP1

|αP2
|E
[
D∗

N (xP1,P2
)

∣∣∣∣(Yk)k<j,k∈IP1
∪IP2

]
≥ t

 (C.154)

≤
∑

P2∈S(geo):j∈IP2

Pr

(
E

[
D∗

N (xP1,P2
)

∣∣∣∣(Yk)k<j,k∈IP1
∪IP2

]
≥ t

|αP2
|

)
(C.155)

≤ 2
∑

P2∈S(geo):j∈IP2

Pr

(
D∗

N (xP1,P2
) ≥ t

2|αP2 |

)
(C.156)
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≤ 2
∑

P2∈S(geo):j∈IP2

exp(b1) exp

(
− Nt2

4|αP2
|2b2m̃

)
(C.157)

≤ 2|{P2 ∈ S(geo) : j ∈ IP2}| exp(b1) exp
(
− Nt2

4b2m̃
∑

P2∈S(geo):j∈IP2
|αP2

|2

)
(C.158)

≤ 2m̃ exp(b1) exp

(
− Nt2

4b2m̃
∑

P2∈S(geo):j∈IP2
|αP2

|2

)
, (C.159)

In the second line, we use a union bound. In the third line, we use Lemma 15 with X =
(Yk)k<j,k∈IP1

∪IP2
and Y = (Y0, . . . , Yj−1). In the fourth line, we use a rearrangement of the

probabilistic upper bound on the star-discrepancy. In the last line, we use the definition of m̃. Now,
by Theorem 17, for any t > 0

Pr

 ∑
P2∈S(geo)

|αP2
|D∗

N (xP1,P2
) ≥ t

 ≤ exp

(
− t2

28b′
∑m

i=1 c
2
i

)
(C.160)

with b′ = 2m̃ exp(b1) and c2i = 4b2m̃
N

∑
P2∈S(geo):i∈IP2

|αP2 |2. Furthermore,

m∑
i=1

∑
P2∈S(geo):i∈IP2

|αP2
|2 =

∑
P2∈S(geo)

|αP2
|2

m∑
i=1

1{i ∈ IP2
} = m̃

∑
P2∈S(geo)

|αP2
|2 = m̃∥α∥22.

(C.161)
The result follows from this.

Now, we are finally able to prove Lemma 14.

Proof of Lemma 14. We need to bound the weighted sum of the star-discrepancies we consider.
This requires an extra step, since the star-discrepancy may vary among the sequences in the sum.
Note that simply applying the union bound would result in a log(n)-factor. Luckily, only the sum
needs to be small, rather than all individual terms needing to be small at once. Recall that we
use SP1,P2

to denote the set of parameters with coordinates in IP1
∪ IP2

. In the following, we use
D∗

N (xP1,P2) to denote the star-discrepancy of {x ∈ SP1,P2}Nℓ=1, i.e., the training data points restricted
to local parameters in SP1,P2 . We aim to apply Theorem 17 to

∑
P1,P2∈S(geo) |αP1 ||αP2 |D∗

N (xP1,P2),∑
P1,P2

|wP1
||αP2

|D∗
N (xP1,P2

) and
∑

P1,P2∈S(geo) |wP1
||wP2

|D∗
N (xP1,P2

)).

For illustrative purposes, we only consider the first term for now. We proceed similarly to the proof
of Lemma 17. Define

Xj ≜ E

 ∑
P1,P2∈S(geo)

|αP1
||αP2

|D∗
N (xP1,P2

)

∣∣∣∣Yj−1, . . . , Y1

 , (C.162)

where the expectation is with respect to the inputs Yj ≜ {(xj)ℓ}Nℓ=1 and xj parametrize hj . Further-
more, let

X0 ≜ E

 ∑
P1,P2∈S(geo)

|αP1
||αP2

|D∗
N (xSP1,P2

)

 (C.163)

and Z1 ≜ X1 −X0. Clearly, X0, . . . , Xm is a martingale sequence and Z1, . . . , Zm the respective
martingale difference sequence. Furthermore, Xm =

∑
P1,P2∈S(geo) |αP1 ||αP2 |D∗

N (xP1,P2). Now,
since D∗

N (xP1,P2) ≥ 0 and |αP1 ||αP2 |D∗
N (xP1,P2) cancel out if j /∈ IP1 ∪ IP2 ,

Zj ≥ E

 ∑
P1,P2∈S(geo):j∈IP1

∪IP2

|αP1 ||αP2 |D∗
N (xP1,P2)

∣∣∣∣Yj−1, . . . , Y1

 (C.164)

=
∑

P1,P2∈S(geo):j∈IP1
∪IP2

|αP1
||αP2

|E
[
D∗

N (xP1,P2
)

∣∣∣∣Yj−1, . . . , Y1

]
(C.165)
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= 2
∑

P1∈S(geo):j∈IP1

∑
P2∈S(geo)

|αP1
||αP2

|E
[
D∗

N (xP1,P2
)

∣∣∣∣Yj−1, . . . , Y1

]
. (C.166)

In the last step, we used the observation that for j to be contained in IP1
∪ IP2

, it has to be contained
in at least one of the two sets. Hence, we can enumerate the admissible coordinate sets by fixing P1,
such that IP1

contains j and combine it with all IP2
. The factor two arises from doing the same with

P1 when fixing P2.

Now, for any t > 0, we have

Pr(Zj ≥ t) ≤ Pr

2
∑

P1∈S(geo):j∈IP1

∑
P2∈S(geo)

|αP1
||αP2

|E
[
D∗

N (xP1,P2
)

∣∣∣∣Yj−1, . . . , Y1

]
≥ t


(C.167)

≤ 2
∑

P1∈S(geo):j∈IP1

Pr

 ∑
P2∈S(geo)

|αP2
|D∗

N (xP1,P2
) ≥ t

4|αP1
|

 (C.168)

≤ 2
∑

P1∈S(geo):j∈IP1

exp

(
− Nt2

16 · 224|αP1
|2∥α∥22(m̃)2 exp(b1)b2

)
(C.169)

≤ 2|{P1 ∈ S(geo) : j ∈ IP1}| exp
(
− Nt2

16 · 224∥α∥22(m̃)2 exp(b1)b2
∑

P1∈S(geo):j∈IP1
|αP1

|2

)
(C.170)

≤ 2m̃ exp

(
− Nt2

16 · 224∥α∥22(m̃)2 exp(b1)b2
∑

P2∈S(geo):j∈IP1
|αP1

|2

)
. (C.171)

In second line, we use the union bound and Lemma 15 with X = (Yk)k<j,k∈IP1
∪IP2

and Y =

(Yk)k>j,k∈IP1
∪IP2

. In the third line, we use Lemma 17. In the last line, we use the definition of m̃.
Applying Theorem 17 and bounding

∑
j c

2
j exactly as in the proof of Lemma 17 yields

Pr

 ∑
P1,P2∈S(geo)

|αP1
||αP2

|D∗
N (xP1,P2

) ≥ t

 ≤ exp

(
− Nt2

b̃1∥α∥42

)
. (C.172)

One can similarly repeat this argument for the remaining terms of∑
P1,P2∈S(geo)

(c1|αP1
||αP2

|+ c2(|wP1
||αP2

|+ |wP1
||wP2

|))D∗
N (xP1,P2

)). (C.173)

Using that ∥α∥22 ≤ ∥α∥21 and solving for the appropriate δ yields the desired result.

C.4 Bound on the mixed derivatives

Let O =
∑

P∈{I,X,Y,Z}⊗n αPP be an observable that can be written as a sum of geometrically
local observables. In the following, we derive an expression for the mixed partial derivatives of
tr(Pρ(x)), using tools from the spectral flow formalism [59, 60, 61]. This allows us to bound the
Hardy-Krause variation (Equation (A.36)) in Appendix C.2. Let the spectral gap of H(x) be lower
bounded by some constant γ for all choices of parameters x ∈ [−1, 1]m. Then, by the spectral flow
formalism [59, 60, 61], the directional derivative of a ground state of H(x) in the direction defined
by the parameter unit vector û is given by

∂

∂û
ρ(x) = û · ∇xρ(x) = i[Dû(x), ρ(x)] (C.174)

where

Dû(x) =

∫ +∞

−∞
Wγ(t)e

itH(x) ∂H

∂û
(x)e−itH(x)dt, (C.175)
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and Wγ(t) is defined by

|Wγ(t)| ≤
{

1
2 0 ≤ γ|t| ≤ θ,

35e2(γ|t|)4e−
2
7

γ|t|
log2(γ|t|) γ|t| > θ.

(C.176)

The parameter θ is chosen to be the largest real solution of 35e2(γ|t|)4 exp
(
− 2

7
γ|t|

log2(γ|t|)

)
= 1/2.

This allows to us to obtain an expression of the first order derivative of ρ(x) with respect to some
parameter xk. Consider the unit vector û = êk ≜ (0, . . . 0, 1, 0, . . . 0)T , where the 1 is in the kth
position. Then, the directional derivative in the direction given by ek is

∂

∂êk
ρ(x) = êk · ∇xρ(x) =

∂

∂xk
ρ(x) = i[Dêk(x), ρ(x)]. (C.177)

Hence, we obtain

∂

∂x1
tr(Pρ(x)) = tr

(
P

∂

∂x1
ρ(x)

)
= i tr(P [Dê1(x), ρ(x)]) = i tr([P,Dê1(x)]ρ(x)). (C.178)

In order to compute the mixed derivative of second order, we now apply the product rule to this
expression, which yields

∂2

∂x1∂x2
αP tr(Pρ(x)) =

∂

∂x2
iαP tr([P,Dê1(x)]ρ(x)) (C.179)

= iαP

(
tr

([
P,

∂

∂x2
Dê1(x)

]
ρ(x)

)
− tr

(
[P,Dê1(x)]

∂

∂x2
ρ(x)

))
(C.180)

= αP tr

(
i

[
P,

∂

∂x2
Dê1(x)

]
ρ(x)

)
− tr([[P,Dê1(x)], Dê2(x)]ρ(x)).

(C.181)

Note that the terms of this expression can be treated similarly as the first partial derivative. For each
additional partial derivative, we obtain terms consisting of the product with nested commutators with
ρ(x) under the trace. The nested commutators contain Dêj (x) or partial derivatives of it, for which
we will later derive an explicit form. Hence, we can apply the same scheme until we arrive at the k-th
partial derivative. In order to formalize this statement, we need to introduce some additional notation.

Throughout the rest of this section, we use the notation ∂|B|

∂xB
to denote the mixed derivative with

respect to all parameters xi ∈ B for some set B.
Definition 8. Let k ∈ N. Let A ⊆ [k] be a set of size |A| = m. Define an ordering l1 < l2 < · · · < lm
over the elements l1, l2, . . . , lm ∈ A of A. Then, we define

‚
⊙
l∈A

∂Bl l ≜ im tr

([[
· · ·
[[

P,
∂|Bl1

|

∂xBl1

Dêl1
(x)

]
,
∂|Bl2

|

∂xBl2

Dêl2
(x)

]
· · ·
]
,
∂|Blm |

∂xBlm

Dêlm
(x)

]
ρ(x)

)
,

(C.182)
where Bj ⊂ [k]. We refer to the nested commutators under the trace as summands. The set A and
collection {Bl}l∈A ≜ BA satisfy the following conditions:

1. Each summand contains Dê1(x).

2. The sets A,B1, . . . , Bm satisfy A ∪⋃m
j=1 Bj = [k] and A ∩Bj = ∅, Bi ∩Bj = ∅.

3. For each (Bl, l) pair, it holds that i > l for all i ∈ Bl.

This notation gives a compact way of expressing the terms of the mixed derivative and allows us
to address each mixed derivative of the terms Dêj individually. Each term ‚

⊙
l∈A ∂Bl l contains the

product of m+1 matrix-valued functions (including ρ(x), which depend on x. The set A denotes the
partial derivatives on the factor ρ(x), which have been differentiated using Equation (C.174) when
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applying the product rule. We will address the partial derivatives on Dêj later in this section, when
we derive an upper bound for ‚

⊙
l∈A ∂Bl l.

The first condition underlines that the first partial derivative on ρ(x) is necessarily computed via
Equation (C.174) and thus contained in each term. The second condition reflects that each partial
derivative operates on exactly one factor in each summand when applying the product rule. The third
condition arises from the order, by which the partial derivatives are computed. For example, when we
apply ∂

∂x′
j

after ∂
∂xj

, the ∂
∂xj

Dê′j
can not occur in any term, since no term contained Dê′j

when the

partial derivatives ∂
∂xj

were computed.

We can show that the mixed partial derivatives of αP tr(Pρ(x)) can be written in terms of ‚
⊙

l∈A ∂Bl l.

Lemma 18 (Mixed derivative). Let Ak = {A ⊆ [k] : 1 ∈ A} and BA be as in Definition 8. The
mixed derivative of the ground state property tr(Pρ(x)) is given by

∂k

∂x1 . . . ∂xk
αP tr(Pρ(x)) = αP

∑
A∈Ak

∑
(B1,...,B|A|)∈BA

‚
⊙
l∈A

∂Bl l. (C.183)

Proof. We proceed via induction. First, we verify that ∂
∂xk

‚
⊙

l∈A ∂Bl l with A ∈ Ak−1 and A ∪⋃m
j=1 Bj = [k − 1] yield summands which fulfill the criteria for summands of the k-th partial

derivative stated in Definition 8. Then, we show that each summand of the k-th derivative stems from
a unique summand from the (k − 1)-th partial derivative.

For the first part, let |A| = m. Furthermore, let

Is(j) =

{{j} if s = k

∅ else
. (C.184)

Then,
∂

∂xk
‚
⊙
l∈A

∂Bl l =

m∑
j=1

‚
⊙
lj∈A

∂Blj
∪Ij(l)l + ‚

⊙
l∈A∪{k}

∂Bl l, (C.185)

where each summand fulfills the properties, since k > l for all l ∈ A.

Next, let A′ ∈ Ak and let BA′ be the corresponding collection. Then, it is easy to see that, if k ∈ Blj ,
it stems from the summand ‚

⊙
l∈A′ ∂Bl l with Bl1 , . . . , Blj \ {k}, . . . , Blm . If k ∈ A′, it stems from

‚
⊙

l∈A\{k} ∂
Bl l.

With this expression in hand, we can move forward to bounding the mixed derivative, which we need
in order to bound the Hardy-Krause variation. First, we will upper bound the number of terms in
‚
⊙

l∈A ∂Bl l. Then, we derive an upper bound on the individual terms. For the first step, we exploit
the conditions on the sets defining the mixed derivative. When we drop the third requirement in
definition Definition 8, |BA| corresponds to the number of ways of assigning k −m distinct balls to
m bins. Thus, we obtain the following result on the number of terms ‚

⊙
l∈A ∂Bl l in the k-th mixed

derivative.

Lemma 19. Let A denote the set of all subsets of [k]. Then, the number of summands in the expression
‚
⊙

l∈A ∂Bl l is upper bounded by

|BA| ≤
k∑

s=1

(
k

s

)
sk−s. (C.186)

Proof. There are |A| =∑k
s=1

(
k
s

)
different subsets of [k]. For each set A with |A| = s, there are s

sets Bl. Dropping the third condition in Definition 8, we observe that each of the k − s elements in
[k] \A can be in any of the s sets. Thus, we obtain the claimed upper bound.

In the next step, we aim to bound each individual term of the mixed derivative ‚
⊙

l∈A ∂Bl l. Therefore,
a crucial step is to bound the spectral norm of each factor. We first derive a preliminary result on the
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mixed derivatives of the factors in Dêj (x), which depend on x. This can be done using Duhamel’s
Formula for the derivative of the exponential map on eH(x), where we exploit that we only compute
the derivative with respect to one parameter at a time, such that we can treat H(x) as a function,
which only depends on one parameter.
Theorem 18 (Derivative of the exponential map; Theorem 3a in [95])). Let A(t) : R → Cn×n. Then,

d

dt
eA(t) =

∫ 1

0

e(1−s)A(t)

(
dA(t)

dt

)
esA(t)ds. (C.187)

Lemma 20. Let k ∈ [n], B ⊆ [n] \ {k}, such that
∥∥∥∂|C|hj

∂xC

∥∥∥
∞

≤ 1 ∀C ⊆ B ∪ {k}. Then∥∥∥∥ ∂|B|

∂xB

(
eitH(x)

(
∂hj

∂xk

)
e−itH(x)

)∥∥∥∥
∞

≤ 2|B|+1(|B|+ 1)|B|+1 (C.188)

Proof. By Theorem 18, the mixed derivative equals the sum of terms of the form

T =

∫ 1

0

· · ·
∫ 1

0

∏
l

fl(sl)dsl . . . ds1, (C.189)

where fl(sl) can be any of e(1−sl)iH(x), esliH(x), ∂lhj

∂xBl
or 1. By our assumption and the Cauchy-

Schwartz inequality, each term T satisfies ∥T∥∞ ≤ 1. Furthermore, by the product rule, the number
of terms is smaller than

∏|B|
j=1(2j + 1). Since each term of the lth partial derivative (including k) is

the product of at most 2l + 1 factors depending on x, such that the (l + 1)th derivative contains at
most 2l + 1-times as many factors. Thus, the number of terms is bounded above by

|B|∏
j=1

(2j + 1) ≤
|B|+1∏
j=1

(2j) = 2nn! ≤ 2|B|+1(|B|+ 1)|B|+1, (C.190)

as required.

Now we can bound the terms ‚
⊙

l∈A ∂Bl l.

Lemma 21 (Bound components of the derivative). Let ‚
⊙

l∈A ∂Bl l be as in Definition 8. Then∣∣∣∣∣ ‚
⊙
l∈A

∂Bl l

∣∣∣∣∣ ≤ (2Cγ)
|A|

|A|∏
s=1

2|Bls |+1(|Bls |+ 1)|Bls |+1. (C.191)

Proof. Recall that

Dû(x) =

∫ +∞

−∞
Wγ(t)e

itH(x) ∂H

∂û
(x)e−itH(x)dt, (C.192)

where Wγ(t), such that

|Wγ(t)| ≤
{

1
2 0 ≤ γ|t| ≤ θ,

35e2(γ|t|)4e−
2
7

γ|t|
log2(γ|t|) γ|t| > θ,

(C.193)

where θ is chosen to be the largest real solution of 35e2(γ|t|)4 exp
(
− 2

7
γ|t|

log2(γ|t|)

)
= 1/2. It is also

useful to note that supt |Wγ(t)| = 1/2.

By definition of the terms ‚
⊙

l∈A ∂Bl l, the Cauchy-Schwartz inequality, and ∥[A,B]∥∞ ≤
2∥A∥∞∥B∥∞, we obtain∣∣∣∣∣ ‚

⊙
l∈A

∂Bl l

∣∣∣∣∣ ≤
(∫ +∞

−∞
|Wγ(t)|dt

)|A|

2|A|
|A|∏
s=1

sup
t

∥∥∥∥ ∂|Bls |

∂xBls

(
eitH(x)

(
∂hjs

∂xs

)
e−itH(x)

)∥∥∥∥
∞

.

(C.194)
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We bound each term individually. For the first term, we proceed in a similar manner as in [2] (Lemma
3). Namely, by Equation (S32) in [2], we can bound this integral by∫ +∞

t∗
|Wγ(t)|dt ≤

245

2
e2γ−1

 1

1− 35 log2(γt∗)
γt∗

 (γt∗)10e
− 2

7
γt∗

log2(γt∗) ≜ C ′
γ , (C.195)

by choosing t∗ such that γt∗ = max(5900, α, 7(d+ 11), θ) for some constant α. Here, we use C ′
γ

to denote a constant that depends only on γ. Moreover, since |Wγ(t)| ≤ 1
2 , we can conclude that∫ +∞

−∞
|Wγ(t)|dt ≤

∫ t∗

−t∗

1

2
dt+ 2

∫ +∞

t∗
|Wγ(t)| dt ≤

max(5900, α, 7(d+ 11), θ)

γ
+ 2C ′

γ ≜ Cγ ,

(C.196)
where Cγ is also a constant that only depends on γ. By Lemma 20, we obtain the desired statement.

Lemma 22 (Bounding the k-th mixed derivative). The k-th mixed derivative of αP tr(Pρ(x)) is
bounded by ∣∣∣∣ ∂k

∂x1 . . . ∂xk
αP tr(Pρ(x))

∣∣∣∣ ≤ |αP | 2O(k log(k)) (C.197)

Proof. First, we derive an upper bound on the terms ‚
⊙

l∈A ∂Bl l, which is independent of A and BA.
Proceeding from the result of Lemma 21, we obtain

(2Cγ)
|A|

|A|∏
s=1

2|Bls |+1(|Bls |+ 1)|Bls |+1 ≤ (2Cγ)
|A|2k

|A|∏
s=1

k|Bls |+1 ≤ (C1k)
k, (C.198)

where we used |A| ≤ k and
∑

l(|Bl|+ 1) = k and C1 = 4Cγ . Furthermore, from Lemma 19, it is
easy to see that |BA| ≤ kk. Thus, we obtain∣∣∣∣ ∂k

∂x1 . . . ∂xk
αP tr(Pρ(x))

∣∣∣∣ ≤ |BA||αP |(C1k)
k ≤ |αP |Ck

1 k
2k = |αP |2O(k log(k)). (C.199)

Note that when deriving this result, we do not require that the parameters for the mixed derivatives
are distinct. Assuming that ∥H(x)∥Wk,∞([−1,1]m) ≤ 1, we can induce an order recover the above
bound for any mixed derivative of order k.

Corollary 8. If ∥H(x)∥Wk,∞([−1,1]m) ≤ 1, then ∥αP tr(Pρ(x))∥Wk,∞ ≤ |αP |2O(k log(k)).

Proof. Note that the bound from Lemma 22 is agnostic to the explicit directions êj of the derivatives.
Thus, we can choose any mixed derivative λ ∈ Nk

0 such that
∑k

j=1 λj = k and fix an order
o : dom(λ) → [k]. Then, we can bound the mixed derivative on o(λ) using the same approach as in
Lemma 22 to obtain the bound.

D Details of numerical experiments

In this section, we discuss the numerical experiments in detail.

D.1 Experimental setup

As in [2], we consider the two-dimensional antiferromagnetic Heisenberg model with spin-1/2
particles placed on sites in a two-dimensional lattice. The corresponding Hamiltonian is

H =
∑
⟨ij⟩

Jij(XiXj + YiYj + ZiZj), (D.1)
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where ⟨ij⟩ denotes all pairs of neighboring sites on the lattice. The coupling terms Jij correspond to
the parameters x of the Hamiltonian and are sampled uniformly from [0, 2] (and then mapped to lie
in [−1, 1] for our ML algorithm). The goal of the numerical experiment is to predict the two-body
correlation functions, i.e., the expectation value of

Cij =
1

3
(XiXj + YiYj + ZiZj) (D.2)

for all neighboring sites ⟨ij⟩.
To this end, we generate data similarly to [1, 2], approximating the ground state and corresponding
correlation functions for the Hamiltonian Equation (D.1) of different lattice sizes and choices of
coupling parameters Jij . We consider lattice sizes of 4 × 5 = 20 up to 9 × 5 = 45. For each
lattice size, we generate two datasets of size 4096, one with uniformly randomly distributed Jij and
one where the coupling parameters are distributed as a Sobol sequence. We obtained the data by
approximating the ground state using the density-matrix renormalization group (DMRG) [96] based
on matrix-product-states (MPS) [97], as has been done in [1, 2]. The simulations were performed on
Nvidia T4 and A40 graphical processing units (GPUs). The former were used for lattice sizes from
4× 5 up to 7× 5 while the latter were used for lattice sizes 8× 5 and 9× 5. Depending on system
size, we required between ≈ 50 and 200 hours on the respective hardware component to simulate
one dataset of size 4096.

Our deep learning model was also trained on Nvidia T4 and A40 GPUs. We trained the models for
all respective correlation terms in parallel, by training a full model fΘ,w

ij (we omit the indices for the
model’s parameters) for each term and minimizing the combined loss function∑

⟨ij⟩

N∑
ℓ=1

|fΘ,w
ij (xℓ)− (Cij)ℓ|2 (D.3)

for the sake of time efficiency. For each data point, we trained a combined model for 500 epochs.
For the terms of the local models fθP

P , as defined in Definition 6, we used fully connected deep
neural networks with five hidden layers of width 200. For training, we used the AdamW optimization
algorithm [83]. Depending on the system size and the amount of training data, this took between 0.5
and 20 hours. As a baseline, we compared against the best model from [2]. The code can be found at
https://github.com/marcwannerchalmers/learning_ground_states.git.

D.2 Additional experiments and discussion

In this section, we discuss the results of the numerical experiments and additional experiments
performed that are not mentioned in the main text.

First, we perform additional experiments that analyze the scaling of the training/prediction error
with respect to various parameters such as system size, local neighborhood size, and training set size
(Figures 4 to 6). Importantly, in each of these, we see that the training error is small, as required by
Theorem 5. Thus, as discussed in the main text, this assumption is satisfied in practice.

Moreover, as shown in Figure 2 (Left), the empirical prediction accuracy (RMSE) of the deep
learning model is approximately constant with respect to the size of the lattice. Figure 4 (Right)
further underlines this statement. The slight increase in prediction error for δ1 > 0 (size of the local
neighborhood in Equation (A.2)) present in Figure 4 (Right) when increasing the system size from
4× 5 to 5× 5 may occur due to numerical errors in the data. From system size 5× 5 onwards, we
rather witness random fluctuations in test errors than a systematic increase.

Furthermore, we observe that the deep learning model significantly outperforms the regression model
with random Fourier features from [2]. On the one hand, we notice that the performance of the latter
could be improved, since the hyperparameters considered for hyperparameter tuning were selected for
a substantially smaller dataset. This is underlined by the drop in RMSE for the regression model on
Figure 5 for δ1 = 1, whereas a smaller RMSE is possible when choosing δ1 = 0. On the other hand,
we think that the vast body of deep learning research also offers room for practical improvement of
our deep learning model.

For δ1 = 0, we believe that our model achieves the best possible prediction error. For training set size
larger than 2048, there is little improvement on the prediction error, as opposed to all experiments
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Figure 4: Training/Prediction Error vs. System Size. This figure shows the scaling of the training
(left) and prediction (right) RMSE with respect to system size for different values of δ1. All training
sets are distributed as Sobol sequences and were trained on N = 3686 samples. The shaded areas
denote the 1-sigma error bars across the assessed ground state properties.
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Figure 5: Training/Prediction Error vs. Local Neighborhood Size. This figure shows the scaling
of the training (left) and prediction (right) RMSE with respect to the local neighborhood size δ1. All
training sets are of size N = 3686 with system size 9× 5. The shaded areas denote the 1-sigma error
bars across the assessed ground state properties.

with δ1 > 0 (see Figure 2 (Center)). Furthermore, the training error remains relatively large compared
to other choices of δ1 (see Figure 4). Hence, we conclude that the error arising from approximating
the ground state property via local functions dominates the prediction error.

When increasing δ1, we witness an increase in prediction error, especially for small training sets. This
is consistent with Lemma 10, which states that the bound on the prediction error is a combination
of the training error and a term proportional to the star-discrepancy (and thus increases with the
dimension of the domain of the local models). Our experimental results underline the balance which
must be achieved between the two in order to obtain a small prediction error. This can clearly be
observed in Figure 6. The training error decreases when increasing δ1 and increases with the size of
the training set. Meanwhile, the test error increases when increasing δ1 and decreases with the size of
the training set.

Another interesting observation is that the ML algorithm’s performance on LDS seem to be almost
the same as that of uniformly random points. We believe this is due to the dominance of the local
approximation error for small δ1 and the drastic increase in dimensionality of the local models with
increasing δ1 outweighing the benefit of using LDS in practice. The dominance of approximation
error is also a possible explanation for the slight decrease in prediction error with respect to the
system size in Figure 2 (Left) and Figure 5. For our concrete choice of lattice shape and ground state
properties, the local approximation error may be decreasing with respect to system size. However,
we do not expect this to be the case in general.
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Figure 6: Training/Prediction Error vs. Training Set Size. This figure shows training (left) and
prediction (right) RMSE with respect to training set size for different values of δ1. All training sets
are distributed as Sobol sequences and the grid size is 9× 5. The shaded areas denote the 1-sigma
error bars across the assessed ground state properties.

D.3 Experiments with non-geometrically-local Hamiltonians

In this section, we assess the necessity of the geometric locality assumption by conducting numerical
experiments for non-geometrically-local systems. We conclude that geometric locality is necessary
for our theoretical results.

We conduct experiments on for a Hamiltonian given by

H =
∑
j<i

Jij(XiXj + YiYj + ZiZj). (D.4)

The difference between this Hamiltonian and Equation (D.1) is that the sites i and j are not required
to be neighboring, thus violating the geomtric locality assumption needed for our rigorous guarantees.
We predict the same ground state properties as in the previous section, i.e., two-body correlation
functions on neighboring sites. Our ML model still uses the local coordinate set IP from Equa-
tion (2.3). However, notice that the non-geometric-locality of the terms in the Hamiltonian impacts
the number of parameters used. In other words, a larger number of parameters now affects a site in
the neighborhood of each local Pauli. Furthermore, our adapted ML model assumes observables with
2-local terms1. Hence, the adapted ML model reads∑

P∈S(2-local)

fθP
P . (D.5)

Due to the lack of geometric locality and the larger number of terms of the Hamiltonian, the ground
state properties are substantially harder to simulate, compared to the previous ones. We limit ourselves
to uniformly random parameters and lattice shapes 4 × 5, 5 × 5 and 6 × 5. The former two were
simulated on Nvidia T4 GPUs and the latter on Nvidia A40 GPUs, using approximately 100− 500
hours per data set of size 4096. We also notice that the approximation error due to MPS may be
larger in this dataset than in the previous one. As for the previous results, we trained the models for
each ground state property in parallel, by optimizing the sum of their training objectives. For the
local models fθP

P , we used fully connected neural networks with five hidden layers of width 100.
This may not be optimal, but sufficient for the purpose of assessing the scaling of the prediciton
error. We trained the models for different training set sizes using δ1 = 0. Since the adapted models
consisted substantially more terms than the previous ones, training them for 500 epochs took between
5 and 35 hours on Nvidia T4 GPUs for lattice shapes 4× 5 and 5× 5 and on Nvidia A40 GPUs on a
6× 5-lattice.

In Figure 7 (Right), we witness system size-dependent prediction error for the smallest training set
size we investigate. Since the respective training error is very small, the respective prediction errors
arise due to overfitting. This effect diminishes for larger training sets. This is what one would expect
when directly applying the techniques of our theoretical results to this setting. Since the number

12-local in the sense that P does not act on more than two not necessarily neighboring sites.
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Figure 7: Training/Prediction Error vs. System Size for Non-Geometrically-Local Systems. This
figure shows training (left) and prediction (right) RMSE with respect to the system size for the model
given in Equation (D.4), which violates geometric locality. All training sets are of size N = 3686 and
δ1 = 0. The shaded areas denote the 1-sigma error bars across the assessed ground state properties.

of terms increases quadratically in system size, the norm of the weights in the final layer can not
be bounded by a constant anymore. Furthermore, the properties of the local approximation do not
hold true anymore. Hence, the predictive capabilities of a model with δ1 = 0 may be more limited
here than in the geometrically local case. However, the prediction error may also be impacted by
possible numerical errors in the training data, as well as the architecture of the local deep neural
networks. Overall, these experiments illustrate the necessity of the geometric locality assumption in
our theoretical results.
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: We state, albeit informally, our results and assumptions in the abstract and
instruction.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: Section 3 includes a detailed discussion of the assumptions needed in the
paper.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [Yes]
Justification: The assumptions are detailed in Section 3. The appendices contain the full
proofs.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: The code and data for the numerical experiments are provided in the supple-
mentary material. The details of the numerical experiments are also described in Section D
of the appendices.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.
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5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: The code and data for the numerical experiments is provided in the supple-
mental material, and the details regarding the experiments are described in the Appendix
D.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: This is detailed in Appendix D.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment Statistical Significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: Error bars are included in the numerical experiments.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [Yes]
Justification: This is detailed in Appendix D.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: This research conforms with the code of ethics.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [NA]
Justification: There are no societal impacts of the work performed.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
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• Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: The paper poses no such risks.
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [Yes]
Justification: When using data or parts of code from previous papers, this is cited.
Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.
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• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [NA]
Justification: This paper does not release new assets.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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