Bridge the Modality and Capability Gaps in
Vision-Language Model Selection

Chao Yi, Yu-Hang He, De-Chuan Zhan, Han-Jia Ye™
State Key Laboratory for Novel Software Technology, Nanjing University
{yic,heyh,zhandc,yehj}@lamda.nju.edu.cn

Abstract

Vision Language Models (VLMs) excel in zero-shot image classification by pairing
images with textual category names. The expanding variety of Pre-Trained VLMs
enhances the likelihood of identifying a suitable VLM for specific tasks. To
better reuse the VLM resource and fully leverage its potential on different zero-
shot image classification tasks, a promising strategy is selecting appropriate Pre-
Trained VLMs from the VLM Zoo, relying solely on the text data of the target
dataset without access to the dataset’s images. In this paper, we analyze two
inherent challenges in assessing the ability of a VLM in this Language-Only VLM
selection: the “Modality Gap”—the disparity in VLM’s embeddings across two
different modalities, making text a less reliable substitute for images; and the
“Capability Gap”— the discrepancy between the VLM’s overall ranking and its
ranking for target dataset, hindering direct prediction of a model’s dataset-specific
performance from its general performance. We propose VLM Selection With
gAp Bridging (SWAB) to mitigate the negative impact of two gaps. SWAB first
adopts optimal transport to capture the relevance between open-source and target
datasets with a transportation matrix. It then uses this matrix to transfer useful
statistics of VLMs from open-source datasets to the target dataset for bridging two
gaps. By bridging two gaps to obtain better substitutes for test images, SWAB can
accurately predict the performance ranking of different VLMs on the target task
without the need for the dataset’s images. Experiments across various VLMs and
image classification datasets validate SWAB’s effectiveness. Code is available at:
https://github.com/YCaigogogo/SWAB.

1 Introduction

Vision-Language Models (VLMs) [46, 22, 48, 68] have demonstrated impressive image-text matching
ability. One notable application of VLMs is zero-shot image classification [46, 40, 14, 37], where
VLMs are leveraged to generate image classifiers using only class names directly. This zero-shot
approach has shown considerable success in scenarios with scarce or no training images [35, 18].

Despite the success of VLM in image classification, the performance of a VLM may vary substantially
according to the datasets and domains [11], making it challenging to use a single model to handle
all tasks. Fortunately, many open-source VLMs are available [21], and these VLMs form a vast
VLM Zoo. With different architectures, pre-training datasets, or training methods, these VLMs have
different strengths. The diverse pre-trained VLMs increase the likelihood of pinpointing at least one
VLM that excels in a given target dataset in most cases.! To more effectively reuse the VLM Zoo
across diverse target tasks and unlock its full potential, we need a model selection method to choose
suitable VLMs from the VLM Zoo for the target task. However, in scenarios such as zero-shot image

'"Throughout this paper, the term “VLM” specifically refers to a pre-trained VLM.
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Figure 1: Paradigm of Language-Only VLM Selection (LOVM). Users describe the details of
their target tasks in text form, such as class names and image domains. Then, LOVM utilizes this
information to generate class-related labeled texts through ChatGPT. These texts serve as substitutes
for image samples in subsequent model selection algorithms. The model selection algorithm uses
two types of data, including the open-source datasets (which have image and text data) and the text
data from the target dataset, to predict the VLM’s absolute or relative performance on a target dataset.
It then selects the most appropriate VLM based on the predicted performance.
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classification, many users might not have labeled images for their target tasks, especially those who
are not Machine Learning researchers. They prefer to describe their needs in text and use a Model
Search Engine to find the most suitable model. So one solution is identifying the most suitable VLMs
in the zoo for a target dataset without access to the dataset’s images. This VLM selection is termed
as “Language-Only VLM Selection” (LOVM) [73], and the paradigm is illustrated in Figure 1.

Two key types of information are available for LOVM. One is the target dataset’s text data, i.e.,
names of the target classes and class-related labeled texts generated by LLMs (Details described
in Section B.1). The other is the open-source datasets, collected in the form of images with their
corresponding class names. Based on these data, the goal is to estimate a VLM’s zero-shot image
classification capability ranking among the VLM zoo on the target dataset. LOVM encounters two
challenges stemming from the inherent heterogeneity in models and datasets. The first challenge is
the Modality Gap across different modal features extracted by a VLM. Since the visual and textual
features extracted by VLMs tend to cluster into two distinct groups and have gap vectors between
them [31], using text data as image proxies to rank VLMs is inaccurate. The second challenge is the
Capability Gap between the VLM’s overall ranking and its ranking in the specific dataset. Owing
to the VLM’s performance variation across different datasets, the VLM’s average performance on
open-source datasets is hard to reflect its performance on a specific target dataset. Thus, selecting a
VLM based solely on its general strength may prove to be a less effective strategy.

In this paper, we propose VLM Selection With gAp Bridging (SWAB) to address both gaps. The
key idea is to reuse VLMs’ statistics from open-source datasets to estimate their statistics on the
target dataset, which mitigates the negative impact of these two gaps. In particular, SWAB first uses
optimal transport to calculate the transport matrix based on textual similarity between class names of
open-source and target datasets. After applying VLMs on open-source datasets to calculate VLMs’
statistics, i.e., the class-specific modality gap vectors and performance rankings of different VLMs,
SWAB utilizes these statistics to estimate the same type of statistics on the target dataset. After that,
SWAB uses the estimated gap vectors to align the features of texts with the features of images from
the corresponding category, which bridges the modality gap. Meanwhile, SWAB’s estimated VLMs’
ranking also improves the prediction of their rankings on the target task, bridging the capability gap.
The related work is in the appendix C. The main contributions are:

* We analyze two key challenges in LOVM — the modality gap across VLM’s modal features and
the capability gap between the VLM’s overall ranking and its ranking on the target dataset.

* We propose SWAB, which utilizes optimal transport to transform useful statistics of VLMs on
open-source datasets to the target dataset to bridge two gaps.

» Experimental results on a LOVM benchmark composed of a wide range of VLMs and image
classification datasets demonstrate the effectiveness of SWAB.

https://doi.org/10.52202/079017-1085 34430



2 Preliminary

We formally introduce the LOVM setting, a baseline method for LOVM, and analyze the two kinds
of gaps in LOVM. We use || - || to represent the Euclidean norm of a vector unless otherwise defined.

2.1 Selecting VLMs from a Model Zoo

Zero-Shot Image Classification of VLM. Assume there is a pre-trained VLM f = (f!, f7)
consisting of an image encoder f! and a text encoder 7. Given an image classification dataset 7~

with k7 class names C'r = {clT, cee ckTT}, we input the class names C'1 (probably with templates
like “A photo of {class}”) into the VLM’s text encoder f7 to get the image classifiers {fj }?;. Then,
given a test image x;, we use the image encoder f! to extract its feature ;. Finally, we predict
the label via the cosine similarity between the image feature &; and image classifiers {t; };Z 1- The
class with the highest cosine similarity to the image is selected as the predicted class g;. Given
&; = fl(z;), t; = fT(ch), Equation 1 describes this zero-shot image classification process:
A T A

x, t;

§i = f(xi, Cr) = argmax ———I—.

7 eton) Il - 5]

ey

VLM Zoo. In recent years, a large number of (pre-trained) VLMs have emerged. Assume a

collection of M VLM:s constitute a VLM Zoo M = { fm = ( 1 f;ﬂ) }Z_l. The capability of f,,
is determined by three key factors: the model architecture (e.g., Transformer [57], ConvNeXt [34]),
the pre-trained dataset (e.g., LAION-400M [47], MS-COCO [32]), and the training method (e.g.,
contrastive loss [46], caption loss [67]). Combinations of these factors result in “good and diverse”
VLMs in M. Given a dataset T, it is probable to find a suitable VLM from the VLM zoo with high
zero-shot image classification performance on 7.

Language-Only VLM Selection (LOVM). Rather than using images from the target dataset, LOVM
focuses on the zero-shot scenario where only the target dataset’s text data, such as its class names
C'r, are available for VLM selection. Besides, we can obtain some open-source image classifi-
cation datasets S. The set of class names in S is Cs = {c{,--- ,c‘,fs}, and the D% denote the
labelled images in these classes. Given a target task 7, the VLM selection method h estimates the
zero-shot classification ability of f,, based on Cr, Cs, and D5 via 7], = h(f,, | Cr,Cs, D),
where m € [1,---, M]. #7 is the predicted ranking of the m-th VLM f,, on 7. The higher
the ranking, the more probable f,, achieves higher zero-shot image classification performance
on 7. Assuming we can obtain the test image set D”Ir of the target dataset 7 with \DIT| im-
ages, then we can calculate the zero-shot image classification accuracy p/, of f,, is calculated by

Pm = 151 >0 I(yi = fm (@i, C7)). fm (i, C7) represents the predicted class with the
T
(z4i,y:)€DL
same manner as Equation 1. I( 72 is the indicator function, which outputs 1 if the condition is satisfied,

and 0 otherwise. Based on {p/ }_ . we obtain the true ranking of M VLMs r7 = [r] ... 7],]
by assigning higher ranking r to models with higher accuracy p. However, in the zero-shot sce-
nario, we can’t obtain the test images set D%- in advance. Therefore, the goal of LOVM is to make
the predicted ranking #7 = [#],---,#],] be an accurate estimation of the ground truth ranking

r7 = [r],...,r],] so that the best VLM can be selected.

Evaluation of LOVM Methods. We measure the performance of the LOVM algorithm by comparing
the ranking similarity between 7 and 77 . Specifically, we calculate the Top-5 Recall R (ranges
from O to 1) and Kendall’s Rank Correlation 7 (ranges from -1 to 1). The larger the better.

2.2 Possible Paradigms for LOVM

Non-Learning-based LOVM. There are three main paradigms for LOVM. The first paradigm is to
neglect the visual encoder and select VLM solely on texts. In detail, we can utilize ChatGPT [43] to
generate auxiliary texts D7 based on class names C'y- of 7. More details are described in Section
B.1. These class-specific texts act as “image proxies”. Then, whether a VLM f,,, fits 7 could be
measured by transferability metrics, e.g., H-Score [2] and LogME [65], between the VLM’s text

encoder f1 and generated text dataset Dy. The second paradigm relies on the general performance
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of a certain VLM f,,,. We use open-source datasets to measure a VLM’s general performance. If f,,
achieves high zero-shot classification performance over open-source datasets, then it is expected to be
competitive on 7. These methods assume that a VLM’s ranking is relatively consistent across tasks.

Learning-based LOVM. The third paradigm is based on the learning process. In detall the ability of
a VLM could be predicted based on a ranker model fz. The input of fr is a vector s , depicting the
dataset-specific representation of f,,, on 7, while the output of fr is the relatlve/absolute performance
f)ﬁ € R of f,,, on T. The fgr could be learned on open-source datasets S [70, 73]. Due to the
availability of both class names Cs and images D5 in the open-source dataset S such as ImageNet [8],

we can calculate each VLM’s representation {sm} 1 and true zero-shot image classification

mln

accuracy {pm}m 1,n—1- Here N refers to the number of datasets in S. After constructing the train

set, the ranker model f is learned based on the {s”, p7, } 2N =1’

mm Z Z Lfr(sh), D). (2)

m=1n=1

¢ is a loss function that measures the discrepancy between the prediction and the ground truth,
which can be Mean Squared Error Loss and Huber Loss, among others. leen T, the learned fr
is able to predict the performance {pTIM_, over {ST}M L via p7 = fr(s’). Finally, we can
get the predicted VLMs’ ranking 7 based on {p7 }M_ . This approach has sumlarmes with meta-
learning [12, 3]. Meta-learning attempts to use data from multiple datasets to learn a model adaptable
to the target task, while Learning-based LOVM employs data from multiple datasets to learn a ranker
model for selecting the suitable model from a VLM Zoo for the target task. The representation ST is
one of the keys in this paradlgm and ModelGPT [73] calculates values s’ via the capability of a
VLM’s text encoder

77L

ModelGPT uses generated text data D+ as substitutes for images to calculate some metrics, which
measures the zero-shot ability of f,,, on unseen images by the classification ability of f,, on Dy:

sT ;= Metric, ( Fons DT) . 3)

Here Metric; indicates the i-th metrics function such as Top-1 Accuracy and F1-Score. For example,
the Top-1 Accuracy 877;,1 could be calculated in a similar manner as Equation I, with the only
difference being that the test samples were replaced with text samples ¢; instead of image samples x;:

1
shoai=—=— Y T(yi=fultCr). “

D _
D71 4 aer

Besides, ModelGPT uses some metrics for assessing the features’ quality extracted by the VLM’s text
encoder f1. More details are in the Sect1on B.2. Moreover, the zero-shot classification performance
of f,,, on ImageNet is also included in s”, as a general ability measure of f,,,. ModelGPT implements
fr as a simple linear model.

2.3 Analysis of the Two Gaps in LOVM

There are two main challenges that limit the application of the aforementioned paradigms in LOVM.
The first is the modality gap across different modalities’ features in VLM’s feature space, and the
second is the capability gap between VLM’s overall performance and dataset-specific performance.
Modality Gap. As described in Section 2.2, methods like H-Score, LogME, and ModelGPT utilize
the ChatGPT generated auxiliary texts D7 as image proxies to calculate metrics that measure the zero-
shot accuracy on the target dataset 7. In other words, the zero-shot classification ability across text
and image modalities is estimated by the intra-modality classification ability. The latent assumption
is that the generated texts and their corresponding images are closely aligned in VLM’s feature space.
However, this assumption is difficult to meet [31], and instances’ features are more likely to cluster
according to their modalities. In particular, we define the modality gap vector g between the features
of an image-text pair (x;,t;) as gm ; == fL (x;) — fL(t;). Values in the gap vector are generally not
close to zero. We name this phenomenon as Modality Gap in LOVM, which makes the scores on D
hard to reveal the true zero-shot image classification capability of a VLM on a given dataset.
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Figure 2: Validation Experiments on the Modality Gap and Capability Gap. (a) Predicted VLMs’
zero-shot image classification accuracy based on generated text data vs. VLM’s true accuracy based
on test images. Each point in the graph represents a model. From the result, we can find that the
predicted accuracy poorly aligns with the true accuracy, indicating these text data are ineffective
substitutes for image data. (b) We calculate the zero-shot image classification performance rankings
of 43 VLMs across 23 datasets. We compute the average standard deviations and the mean value of
differences between each VLM’s maximum and minimum ranking. The result shows the performance
of a VLM varies greatly across different datasets.

We conduct a validation experiment on ImageNet with 43 VLMs. We first generate 50 auxiliary texts
per class as Dy and then calculate the predicted Top-1 accuracy via Equation 4. Next, we use test
images to calculate the VLM’s true Top-1 accuracy. The consistency between the predicted Top-1
accuracy and true zero-shot image classification accuracy p,, 7 is measured by the Kendall Rank
Correlation (7, higher is better) and Mean Absolute Error (MAE, lower is better). It can be observed
from the left part of Figure 2 that the predicted accuracy derived from auxiliary texts D+ does not
closely match the true accuracy, indicating that these generated auxiliary texts in D are not effective
proxies for images.

To make the auxiliary texts act as better image proxies, one intuitive idea is to estimate the gap
vector g for each image-text pair. Then we can add it to the feature f.£ (¢;) of the text ¢; to eliminate
the modality gap, which may lead to more accurate scores SZ; ; in Equation 3. However, the gap
vector cannot be calculated directly without the target dataset’s images. Furthermore, gap vectors for
different classes are diverse, so using a shared vector across all datasets may not be a good choice.

Capability Gap. To select one VLM from the model zoo given a target dataset, one direct approach
is to select the VLM that performs the best on average across multiple datasets. For example, we
may first estimate the VLM’s zero-shot classification ability on open-source datasets and then select
the VLM with the highest performance. The key question is whether a VLM’s average ranking on
the open-source datasets can reveal its true ranking on the target dataset. Our empirical analyses
indicate that there exists a discrepancy between the VLM’s overall ranking and its ranking on a
specific dataset. We name the discrepancy between the VLM’s average ability and its specific ability
as the Capability Gap, which results from the fact that a VLM’s performance fluctuates significantly
across various datasets.

To verify the claim, we test 43 VLMs on 23 target datasets provided by [73] and obtain the rankings
of each VLM across these datasets. Based on these ranking results, we calculate the average standard
deviation and the mean value of the difference between each VLM’s maximum and minimum ranking.
The experiment process is illustrated in the right part of Figure 2. We find that the mean difference
between one VLM’s maximum and the minimum ranking is 38.86. Since the total number of VLMs
is 43, such a difference demonstrates that the top-performing VLM in one dataset could likely be
among the worst in another.

One solution to bridge such a capability gap is to consider the VLMs’ ranking on a related dataset. In
other words, the ranking of VLMs on datasets from open-source datasets collections that are relevant
to the target task may provide more useful insights than a general performance ranking across all
tasks. The main challenge is to figure out which open-source datasets are similar to the target dataset
and transform the VLM’s ranking on these datasets to the target dataset.
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Figure 3: The workflow of SWAB. SWAB first constructs a transport matrix v* € R*s*¥7 ysing
optimal transport, based on textual semantic similarity between classes in the open-source datasets
Cs={cf, Cfs} and the target dataset’s classes C1 = {c] ,- -, ckTT}. Using this matrix, SWAB
estimates VLM f,,,’s class-specific gap vectors {g/ |,---} on the target dataset 7 from the gap

vectors G, € R¥s*? in the open-source datasets. These estimated gap vectors help modify text data
to act as more effective substitutes for image data. The modified text data will then be input into the

Ranker Model fr, which predlcts VLM’s performance rT ‘M on the target dataset. Besides, SWAB
also uses the transport matrix v* to predlct VLM’s performance ranking on the target dataset based

on VLM’s class-specific rankings rm € R¥s on open-source datasets. Finally, SWAB combines these

AT()

two ranking predictions 7, ' and rg “®) {0 determine the VLM’s final ranking prediction.

Summary. We emphasize two kinds of gaps in LOVM, i.e., the modality gap across features of
different modalities generated by a VLM, and the capability gap between a VLM’s overall ranking
and its ranking given a specific target dataset. Both two gaps pose obstacles to previous model
selection methods, such as LogME and ModelGPT, and degrade their abilities in VLM selection.
Moreover, those intuitive approaches to bridge the gaps still face challenges.

3 VLM Selection with Gap Bridging

To mitigate the impact of both gaps on LOVM and integrate non-learning-based and learning-based
LOVM methods, we propose VLM Selection With gAp Bridging (SWAB). The key idea of SWAB is
to bridge modality and capability gaps by utilizing class-level statistics of VLLMs from open-source
datasets. By measuring the textual similarity between the target dataset’s class names and those in
open-source datasets, we construct a bridge matrix. Based on it, we estimate the gap vectors between
image and text modalities, which rectifies the text-derived scores in ModelGPT. In addition, we
predict the VLM’s performance ranking for the target dataset based on the bridge matrix and VLM’s
ranking on the open-source dataset. Both estimated statistics will be used to obtain a more accurate
language-only VLM selection. The workflow of SWAB is illustrated in Figure 3.

3.1 Construct the Bridge Matrix Using Optimal Transport

Benefiting from the open-source datasets, some useful class-level statistics, such as modality gap
vectors and zero-shot classification accuracy of a certain VLM, could be calculated, which can help
the performance ranking estimation of a VLM on the target dataset. To better utilize these class-level
statistics for predicting the corresponding statistics of a VLM on the target task, we introduce semantic
relevance information between open-source datasets’ classes and target dataset’s classes into the
statistics reusing process, which is automatically generated through Optimal Transport [7, 45].

Recall that the sets of class names of the open-source datasets and the target dataset are Cs = {cf }k s

and O = {c] }%7,, respectively. The semantic relevance between two classes could be measured
by the textual similarity between their class names. In detail, we use a pre-trained text encoder
# (e.g., MPNet [49]), which extracts text features for these class names, i.e., {¢(cy), -, (b(cfs )}
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S\T T

and {¢(c]),--- ,¢(CZT)}. Then, we can calculate the cosine similarity % between
i 7

the text feature of the i-th class in the open-source datasets ¢(c5) and that of the j-th class in the

target dataset gb(cJT). The larger the cosine similarity, the more similar the two classes are. After that,

S\T T
we construct the cost matrix in optimal transport via cost;; = 1 — % In practice, we
i j
exponentiate each element in cost € R’;SOX kT using the base e to amplify its differences. We then
solve the optimal transport problem with the constructed cost matrix to get the transport matrix ~*.
Since optimal transport aims to obtain a transport matrix that minimizes the transmission cost, the
transport matrix v* will reuse more information between semantically similar classes:
~* = argmin Z%J cost; j , s.t. vyl =u; ¥'1 =w; 4, > 0. Q)

kg Xk .
YERSL T iy

The cost matrix quantifies the expense of moving elements between all class pairs, and v* € RFs*k7
is the transport matrix. OT minimizes the cost indicated by the matrix cost and moves elements
from one distribution u to another v. In SWAB, we define u and v as uniformly distributed vector
u = 1/ks € R*s and v = 1/ks € R¥7. This indicates that we treat all classes as equally important.
We may also incorporate prior knowledge of class importance to define v and v.

The solution v* of the OT problem in Equation 5 could be solved efficiently [13], and v* acts as a
bridge matrix between open-source datasets’ classes and target dataset’s classes. Usually, the smaller
cost;; is, the larger the corresponding element ~y;" ; obtained by OT, indicating statistics of the i-th
class of open-source datasets may help more when we estimate the statistics of the j-th target class.

3.2 Bridge the Modality Gap and Capability Gap

Bridge the Modality Gap. Given the m-th VLM f,,, in the model zoo, we want to estimate the
modality gap g7 . between the extracted image and text features for the j-th class in the target
dataset 7 to bridge the modality gap. However, in the zero-shot scenario, we can’t get the target
dataset’s images in advance, so we can’t directly calculate the gap vectors using image-text pairs.
To solve this problem, SWAB estimates the target dataset’s gap vectors based on the open-source
datasets’ gap vectors with v*. Given the k-th open-source class c‘g, we can get the set of images
D% = {(zi,y:) | (xi,y:) € D%, y; = ¢ } from the open-source datasets. [ D} | is the number of
images in D‘ng. Then, the modality gap vector g;i’ . for class ¢f and model f,, can be calculated
S

fL (@) F(ex)

s _ _
through g, ;, = @I~ 75 ()]

‘D%‘ ( ‘ ) . gfl’ i, 18 the average difference between
Sk (wuyi)EDék
the normalized class text prototype embedding and all normalized image embeddings from the

class c. In a similar manner, the gap vectors of all open-source classes {g;%’17 RN gfu ks ) can be

obtained given f,,,. We use a matrix G<, € R¥s*dm to represent those ks gap vectors for the m-th
VLM in the VLM Zoo, and d,, is the dimensionality of features extracted by f,,.

The gap vectors { gl&, cee g% kT} for the target dataset could be estimated based on the G, and
the transport matrix *. If two classes are semantically similar, then we can reuse the gap vector from
the similar class. We set the predicted gap vector for the j-th target class g; ; as a weighted sum of

G4, and the weight comes from v*, whichis g7, ; = |C7|(v;;) " Gy, . 7 is the j-th column of v*.

We use scaling factors |C'1| to ensure that for each target class, the sum of ~."; equals 1. This scale

operation has also been used in previous work [62, 63]. After that, we modify the step of ModelGPT
in Equation 3, where the metrics over the generated auxiliary texts D7 are calculated. We add the
gap vector g;fm ; to the embeddings of the auxiliary texts D7 from the j-th class in the target dataset:

fm,i = fvjr;(tz) Jrgan,j , Vi € D%— . (6)

The modified text embedding t~m,i serves as better image proxies. In other words, classification

metrics on f.X(¢;) only reveal the discerning ability of the text encoder of f,,, which is far from
the (cross-modal) zero-shot classification ability due to the modality gap. By bridging such a
gap with modified text embedding, classification metrics on &, ; are closer to the classification

metrics on images with textual classifier. Therefore, we use {t,,1,---} in Equation 6 as better

34435 https://doi.org/10.52202/079017-1085



inputs to calculate s’ in Equation 3. The updated score vectors s’ are then 1nput to the ranker

model fr, which is able to get more accurate VLM’s performance prediction pm Based on the

performance predlctlon {pT }M_. we can obtain the VLMs’ ranking #7 (1) = [AlT (1), . ,fAT/[’(l)] =
Ranking ([p7,- -+ ,p];]). Ranking(-) transforms the accuracies into models’ ranking.

Bridge the Capability Gap. Whether the m-th VLM f,, fits the target task 7 could also be estimated
by the performance of f,, on the open-source datasets related to 7. We first calculate the VLM’s
class-level performance ranking over the whole open-source datasets. Given the k-th open-source

class cf and the corresponding set of images Dfsk , we calculate the zero-shot classification accuracy

pz’ « via Equation 1. We then determine each VLM’s ranking on the k-th open-source class c;f using

Equation 7. We calculate VLMs’ ranking for other open-source classes in the same way.

rlf = [Tis,kv T 7r]{1,k} = Ranking ([pf,k> T ’p‘]%/[,k}) : (N

Next, we estimate the ranking of a certain VLM f,,, on the target dataset 7. By re-organizing the
ranking values in Equation 7, the performance ranking vector of f,, on all ks open-source classes

isrs = [rSq, 15 ] € Z5S . If £, ranks high on certain open-source classes related to the
classes in the target dataset, the performance ranking of f,, on the target dataset may also be high.
Thus, we perform a weighted sum of ranking values in 7> and assign larger weights to those classes

related to the target dataset. This can be done by using v*:

A )

Elements in 7/ € R*T are the predicted ranklng of the m-th VLM f,, for k7 target classes. Since
we only need the relative order of ranks, there is no additional scale factor in Equation 8. After

that, we average class-specific ranking values in rm, and use 7, T2 — Mean (ﬂ;) to denote the
estimated ranking of f,,, on the target dataset 7. In summary, we predict the ranking of models
on each class in the target dataset based on their rankings in classes of the open-source datasets,
guided by the semantic relevance between the classes. We predict the ranking of models on each
category in the target dataset based on their rankings in categories of the open-source dataset, guided
by the semantic relevance between the categories. Benefiting from the models’ consistently aligned
classification performance ranking across similar classes, this approach bridges the capability gap in
VLM selection.

3.3 Summary of SWAB

As is described in Section 3.2, given a target dataset 7 and a VLM f,,,, we denote the two performance
ranking predictions obtained by bridging the modality gap and capability gap as 7‘% (1) 8 (2)

respectively. 7"2 (4

and 7y,

is predicted based on ModelGPT with our modified embeddings of the generated
auxiliary texts for 7. rﬂ’@) is predicted by the weighted sum of VLM’s class-specific ranking values
on the open-source datasets. These two predictions, respectively, originate from learning-based and
non-learning-based LOVM methods. We ensemble two predictions together and achieve a more

accurate model ranking estimation. We utilize the weighted Borda Count to aggregate two rankings:
Flens — o ;T (1 — ) - 7703, )

We set a = 0.5. Ultimately, SWAB determines the final predicted ranking of the VLMs in the VLM
Zoo based on 7/ °"S, The pseudo-code of SWAB is listed in Algorithm 1.

4 Experiments

4.1 Evaluation on LOVM Benchmark

Setups. We follow LOVM [73] to use its provided VLM Zoo. In addition, to further enhance
the diversity of the VLM Zoo, we add some representative VLMs such as BLIP [28] and BEiT-
3 [59] to expand the VLM Zoo. The final VLM Zoo contains a total of 43 models, which differ in
aspects such as model architecture, pre-training datasets, and training methods. In the appendix, we
also provide experimental results of different model selection methods on the 35 models originally
offered by LOVM. We evaluate different methods on 23 datasets, i.e. ImageNet [8], Aircraft [36],
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Table 1: Results on LOVM Benchmark. We evaluate our method across 23 datasets and 43 pre-
trained VLMs. The results are averaged over all datasets. Our SWAB achieves the best results across
all metrics. For methods that involve adding random noise to data features, we report the standard
deviation of metrics across 10 experiments to mitigate the impact of randomness on result reliability.

Methods | H-Score NCE LEEP LogME || INB  AvgRank || ModelGPT SWAB

R5(1) 0.174 0.235 0.161  0.191 0.443 0.443 0.44640.004  0.504+0.000
(1) 0.000  -0.014 0.014 -0.014 || 0.267 0.246 0.270+0.009  0.318+0.002

Rs+7(1) | 0174 0221 0175 0177 || 0710 0689 || 0.716+0011 0.822-0.002

CIFAR100 [26] and so on. We obtain VLM’s ground truth ranking based on VLM’s Top-1 Accuracy
calculated on the target dataset’s test image set.

Baseline. We select representative methods for each of the three paradigms mentioned in Section 2.2
as our baselines. For the first paradigm, we use four classic model selection methods: H-Score [2],
NCE [55], LEEP [56] and LogME [65]. For the second paradigm, we use the VLM’s ranking on
ImageNet (INB) and VLM’s average ranking (Avg Rank) on classes of the open-source datasets in
the LOVM Benchmark. For the third paradigm, we compare our method with ModelGPT [73].

Evaluations. We use Top-5 Recall and Kendall’s Rank Correlation to measure the similarity between
the predicted and the ground truth model rankings to evaluate the LOVM method’s performance. We
also calculate the sum of these two metrics to consider the method’s comprehensive capability.

Implementation Details. For a fair comparison, SWAB follow ModelGPT [73] to sequentially extract
a target dataset from each of the 23 datasets in the LOVM Benchmark and treat the remaining datasets
as open-source datasets. Besides, SWAB adopts ModelGPT’s approach of adding Gaussian noise to
corrupt the target dataset’s generated text embeddings. Since LOVM does not provide the specific
image data for the 23 datasets, we download these datasets ourselves and adopt their standard data
splits. Using the templates provided by LOVM, we construct classifiers and recalculate each VLM’s
zero-shot image classification accuracy on these datasets. Additionally, we utilize the code provided
by LOVM to generate class-related text data using ChatGPT. For H-Score, NCE, LEEP, LogME,
INB, and Avg Rank, we follow the practices of previous work and do not add noise to the model’s
inputs. To ensure reliable results, we conduct ten repeated experiments using random seeds from 1
to 10 and report the mean value and standard deviation of ModelGPT’s performance and SWAB’s
performance in Table 1.

Results Analysis. From Table 1, we can draw the following conclusions: (1) Metric-based non-
learning model selection methods such as LogME show poor performance on the LOVM Benchmark.
This is primarily because such algorithms rely on the target dataset’s images, thus the modality gap
has a greater negative impact on them when using generated text data as a substitute for images.
(2) Using open-source datasets is helpful for LOVM. We find that using open-source datasets in a
non-learning way (e.g. INB, Avg Rank) or a learning way (e.g. ModelGPT) all helps LOVM, since
their performance significantly surpasses that of methods not utilizing open-source datasets (e.g.
LogME). (3) Despite leveraging more open-source datasets, the performance of Average Rank is
worse than INB. This confirms our analysis of the Capability Gap, which suggests a discrepancy
between the average ranking of a VLM and its ranking on a specific dataset. (4) Our SWAB achieves
the best performance across all evaluation metrics. Notably, our final performance of R5 + 7 (0.822)
represents a significant improvement of 14.8% over the original SOTA method ModelGPT (0.716).

4.2 Ablation Study

Table 2: Ablation Study of SwAB. SWAB-C,
SWAB-M, and SWAB indicates only bridging
the Capability Gap, only bridging the Modality
Gap, and bridging both gaps in SWAB.

‘We conduct an ablation study to demonstrate that
bridging the Modality Gap and Capability Gap are
both essential for SWAB. Table 2 presents our ex-
periment results, from which we can observe that M
. thod Rs Rs
SwAB achieves the best performance across all met- ethod | Rs(1) (1) +7(1)
rics when both gaps are bridged simultaneously. SWAB-C | 0.487x0012  0.296+0018  0.783+0019

. . SWAB-M | 0.47440006 0.31620019  0.790+0.017
The ablation study confirms our analysis. SWAB 0.50d0000 0.31840002  0.82240002
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4.3 Influence of Key Components in SWAB

Will Bridge the Capability Gap Be Beneficial for VLM Selection? We compare the LOVM
performance directly using the VLM’s average ranking on each class of open-source datasets and
weighted-sum ranking based on transport matrix «y*. The results are shown in Table 3. We can find
that utilizing class relevance to bridge the Capability Gap is beneficial for VLM’s Model Selection.

Will Bridge the Modality Gap Be Beneficial for VLM Selection? To eliminate the interference of

other factors, we solely utilize the learning-based predicted rankings fl’(l) in SWAB, and the input to

the ranker model f;,, only consists of metrics calculated on the generated text data D+, which serves
as substitutes for images. In this way, the method’s performance depends solely on the quality of the

generated text data D From the Table 4, we can find that the generated text data D become better
substitutes for image data after bridging the Modality Gap.

Table 3: Results of 7%7;’(2) on the LOVM before Table 4: Results of f;’(g) before and after bridg-

and after bridging the Capability Gap. ing the Modality Gap (MG).
Method | Rs(t)  7(1) Rs+7(1) Method | Rs(1) 7(1) Rs+7(1)
Average Rank 0.443  0.246 0.689 Before Bridging MG | 0.216 0.061 0.277
OT Weighted Rank | 0.513 0.217 0.730 After Bridging MG | 0.371  0.080  0.451

Which Kind of Gap Vectors Should We Use? When utilizing the gap vectors from open-source
datasets, we have two options: (1) Use the dataset-level mean gap vector calculated on the whole
dataset’s image-text pairs. (2) Use the class-level mean gap vector calculated on the corresponding
class’s image-text pairs. We hope that the gap vectors are as close to each other as possible so that
their mean vector can substitute well for the whole set. Based on this idea, we calculate the statistics
of the gap vectors within a dataset and within each class. We calculate three metrics which include:
(1) the standard deviation of these gap vectors’ magnitude; (2) the mean cosine similarity between
these gap vectors and their corresponding mean gap vectors; and (3) the standard deviation of these
cosine similarities. These metrics reflect the consistency of the gap vectors. Table 5 shows the results.

Table 5: Results of metrics measuring gap vec- Table 6: Results of SWAB-M on the LOVM
tors’ consistency belonging to the same dataset Benchmark using the dataset-level mean gap
or the same class. M: Magnitude, D: Direction.  vectors and class-level mean gap vectors.

ImageNet Gap Vector R T Rs+1
Gap Vector ‘ M-Std(J) D-Mean(1) D-Std(}) p ‘ 5(T) (T) 5 (T)
Datasot Moan 004 068 007 Dataset Mean | 0.443 0.304 0.747
Class Mean 0.03 0.85 0.04 Class Mean 0474 0.316 0.790

From the Table 5, we can find that the class-level gap vectors tend to be more consistent, which
inspires us to use the class-level mean gap vectors. We also compare the results of SWAB-M on the
LOVM Benchmark using the dataset-level mean gap vectors and the class-level mean gap vectors,
respectively. The implementation details are the same as Table 2. Table 6 shows the results, which
verifies that using the class-level mean gap vectors is a better choice.

5 Conclusion

We analyze and address two key challenges in Language-Only VLM Selection (LOVM), which are
VLM’s modality gap across different modal features and VLM’s Capability gap between its overall
and dataset-specific rankings. Our key insight is that we can reuse the model’s useful statistics on
open-source datasets to help the model selection on the target dataset. SWAB utilizes a transport
matrix between classes of the target dataset and open-source datasets to transfer VLM’s class-specific
modality gap vectors and class-specific rank from open-source datasets to the target dataset, which
mitigates the negative impacts of these two gaps. Experiment results on the LOVM benchmark show
the superiority of our method.
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In the Appendix, we introduce more details about the LOVM Benchmark as well as our extensions to
it. Besides, we introduce ModelGPT’s implementation and our SWAB’s implementation. We also
provide more experimental results of SWAB. The structure of the Appendix is as follows:

¢ In section A, we introduce the relevant information of the 43 models and 23 datasets used in
our experiments. We also introduce the evaluation metrics used in LOVM Benchmark [73].

* In section B, we introduce the metrics used in Equation 3.

* In section C, we introduce the related work of the paper.

* In section D, we provide some details on SWAB’s implementation.
* In section E, we provide more experimental results of SWAB.

A LOVM Benchmark Details

LOVM Benchmark [73] consists of 35 pre-trained VLMs and 23 datasets, with a total of 35x23 = 805
evaluations. To further enhance the diversity of the VLM Zoo, we add some representative VLMs
such as BLIP [28] and BEiT-3 [59] to expand the VLM Zoo. The final VLM Zoo contains a total
of 43 models, with a total of 43 x 23 = 989 evaluations. For each evaluation, LOVM provides the
VLM’s zero-shot image classification accuracy on the corresponding dataset. Therefore, we can get
the ground truth performance ranking of 43 VLMs on the 23 datasets.

A.1 VLMs of LOVM Benchmark

To cover as many types of models as possible, the LOVM Benchmark uses OpenCLIP library [21] to
get diverse VLMs. These VLMs differ from each other in terms of the model architecture (ResNet [17],
Transformer [57], ConvNext [34]), the pre-trained dataset (OpenAl’s Data [46], LAION 2b [47]), the
training method (loss function/hyperparameter/data augmentation) and so on. Table 7 displays the
relevant information of each VLM. We further add BLIP and BEiT-3 to the original VLM Zoo. It
should be noted that in addition to the image-text pair data listed in the Table 7, BEiT-3’s pre-training
data also includes unimodal image dataset (ImageNet-21K) and text datasets (English Wikipedia,
BookCorpus, OpenWebText, CC-News, Stories). The diversity of these VLMs ensures that the
experimental results calculated on them can reflect the performance of the VLM model selection
algorithm in real-world situations.

A.2 Datasets of LOVM Benchmark

To cover as wide a distribution of image classification tasks as possible, the LOVM Benchmark
collects 23 diverse datasets. These datasets differ from each other in terms of the number of categories,
category semantics, image domains, and so on. Table 8 displays the relevant information of each
dataset. The diversity of these tasks ensures that the experimental results calculated on them can
reflect the performance of the VLM model selection method in real-world situations.

A.3 Evaluation Metrics of LOVM Benchmark

In LOVM, our aim is to maximize the rank similarity between the prediction of VLMs’ ranking
77 = {#7IM_, and VLMs’ ground truth ranking 77 = {r7 }M_, on the target dataset, especially
the rank similarity of the top 5 VLMs in 77 and 7. This is because we tend to focus only on whether
those appropriate models can be chosen. To ensure fair comparability, we follow the evaluation
metrics used by LOVM [73] to assess different model selection methods and directly utilize the code

provided by LOVM [73] to calculate these metrics:

* Top-5 Recall (R5) — Top-5 Recall R5 measures the model selection algorithm’s accuracy
in identifying the true top five best-performing models within its predicted top five models.
The calculation method is shown in Equation 11. Here IND(#5-) and IND(r%-) indicates
the model indices sets of the top 5 VLMs in 77 and 7, respectively. A Top 5 Recall closer
to 1 signifies greater accuracy in the predicted rankings.

F = IND(#5) N IND(r5). (10)
F
Ry = 1L (an
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Table 7: The detailed information of 43 models used in the LOVM Benchmark. Some of the
information in the table comes from [73].

ID | Model Name | Dataset Name
1 RN50 RN50 openai WIT
2 RN101 RN101 openai WIT
3 RN50x4 RN50x4 openai WIT
4 RN50-16 RNS50x16 openai WIT
5 RN50x64 RN50x64 openai WIT
6 ViT-B-32 ViT-B/32 laion400m_e31 L400m
7 ViT-B-32 ViT-B/32 laion400m_e32 L400m
8 ViT-B-32-quickgelu ViT-B/32 laion400m_e32 L400m
9 ViT-B-32 ViT-B/32 openai WIT
10 ViT-B-32 ViT-B/32 laion2b_s34b_b79k L2b-b
11 ViT-B-32 ViT-B/32 laion2b_e16 L2b-c
12 ViT-B-16 ViT-B/16 laion400m_e32 L400m
13 ViT-B-16 ViT-B/16 openai WIT
14 ViT-B-16-240 ViT-B/16-240 laion400m_e32 L400m
15 ViT-L-14 ViT-L/14 laion400m_e31 L400m
16 ViT-L-14 ViT-L/14 laion400m_e32 L400m
17 ViT-L-14 ViT-L/14 laion2b_s32b_b82k L2b-b
18 ViT-L-14 ViT-L/14 openai WIT
19 ViT-L-14-336 ViT-L/14-336 openai WIT
20 ViT-G-14 ViT-G/14 laion2b_s12b_b42k L2b-a
21 ViT-G-14 ViT-G/14 laion2b_s34b_b88k L2b-a
22 ViT-H-14 ViT-H/14 laion2b_s32b_b79k L2b-b
23 coca_ViT-B-32 CoCa-ViT-B/32 laion2b_s13b_b90k L2b-c
24 coca_ViT-B-32 CoCa-ViT-B/32 mscoco_finetuned_laion2b_s13b_b90k L2b-c + coco
25 coca_ViT-L-14 CoCa-ViT-L/14 laion2b_s13b_b90k L2b-c
26 coca_ViT-L-14 CoCa-ViT-L/14 mscoco_finetuned_laion2b_s13b_b90k L2b-c + coco
27 convnext_base ConvNEXT-B laion400m_s13b_b51k L400m-c
28 convnext_base_w ConvNEXT-BW laion2b_s13b_b82k L2b-d
29 convnext_base_w ConvNEXT-BW laion2b_s13b_b82k_augreg L2b-e
30 convnext_base_w ConvNEXT-BW laion_aesthetic_s13b_b82k L2b-f
31 convnext_base_w_320 ConvNEXT-BW-320 laion_aesthetic_s13b_b82k L2b-f
32 convnext_base_w_320 ConvNEXT-BW-320 laion_aesthetic_s13b_b82k_augreg L2b-g
33 convnext_large_d ConvNEXT-LD laion2b_s26b_b102k_augreg L2b-h
34 convnext_large_d_320 ConvNEXT-LD-320 laion2b_s29b_b131k_ft L2b-i
35 convnext_large_d_320 ConvNEXT-LD-320 laion2b_s29b_b131k_ft_soup L2b-j
36 | BLIP_retrieval_base_coco BLIP_retrieval_base_coco COCO+VG+CC+CC12M+SBU BLIP-Dataset
37 BLIP_retrieval_base_f30k BLIP_retrieval_base_f30k COCO+VG+CC+CC12M+SBU+Flickr30k BLIP-Dataset-f
38 | BLIP_retrieval_large_coco BLIP_retrieval_large_coco COCO+VG+CC+CCI2M+SBU BLIP-Dataset
39 BLIP_retrieval_large_f30k BLIP_retrieval_large_f30k COCO+VG+CC+CC12M+SBU+Flickr30k BLIP-Dataset-f
40 | BEIT-3_retrieval_base_coco  BEiT-3_retrieval_base_coco CCI12M+CC3M+SBU+COCO+VG BEiT-Dataset
41 | BEiT-3_retrieval_base_f30k  BEiT-3_retrieval_base_f30k | CC12M+CC3M+SBU+COCO+VG+Flickr30k BEiT-Dataset-f
42 | BEIT-3_retrieval_large_coco BEiT-3_retrieval_large_coco CCI12M+CC3M+SBU+COCO+VG BEiT-Dataset

~
<«

BEiT-3_retrieval_large_f30k

BEiT-3_retrieval_large_f30k

CC12M+CC3M+SBU+COCO+VG+Flickr30k

BEiT-Dataset-f

Table 8: Detailed information of 23 tasks used in the LOVM Benchmark. This table comes from [73].

Dataset \ Classes Task Domain
Imagenet [8] 1000 classification natural image
SUN397 [60] 397 scene und. natural image

Country211 [46] 211 geolocation natural image
Stanford Cars [25] 196 classification natural image
Flowers102 [42] 102 classification natural image
CIFAR100 [26] 100 classification natural image
DTD [5] 46 classification textural image
RESISC45 [4] 45 classification satellite images
GTSRB [50] 43 classification natural image
Oxford Pets [44] 37 classification natural image
VOC2007 [10] 20 classification natural image
STL10 [6] 10 classification natural image
EuroSAT [19] 10 classification satellite images
MNIST [27] 10 classification hand-writing
SVHN [41] 10 OCR natural image
CLEVR-C [23] 8 object counting  natural image
CLEVR-D [23] 8 distance est. natural image
FER2013 [16] 7 fac. exp. rec. natural image
DMLab [69] 6 distance est. synthetic
Retinopathy [24] 5 classification retina scan
KITTI [15] 4 distance est. natural image
PCam [58] 2 classification histopathology
Rendered SST2 [46] 2 OCR text image
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* Kendall’s Rank Correlation (7) — Kendall’s Rank Correlation 7 measures the ranking
consistency between two ranking lists. We follow LOVM [73] to focus on the VLMs within
the intersection of the top 5 VLMs in 77 and 77 and use 7 to evaluate a model selection
method’s capability.

B ModelGPT Details

ModelGPT is a method proposed by LOVM [73]. In this section, we introduce the metrics that
ModelGPT used in Equation 3.

B.1 The Generation Process of Auxiliary Text Samples

ModelGPT [73] utilizes ChatGPT [43] to generate auxiliary text data by designing prompts to query
ChatGPT. This extra text data mainly includes the Captions Dataset and the Synonyms Dataset.

Captions Dataset. ModelGPT uses the following prompt to guide LLM to generate realistic and
confusing text data corresponding to the user-provided classes. The reason for requiring ChatGPT to
generate confusing texts is to increase the classification difficulty of the text data, thereby enhancing
its ability to distinguish the performance of different models.

Generate long and confusing image captions for the {domain} domain, which
will be used to evaluate a Vision-Language Model’s {task} performance.
Generate 50 captions for {classname}:

We show some generated auxiliary text examples. For example, in the category of dog, one of the text
samples generated by ChatGPT is "An adorable dog perfect for cuddles and playtime." ModelGPT
collects the results from this prompt to form the captions dataset, D

Synonyms Dataset. ModelGPT uses synonyms to evaluate VLM’s text encoder. For example, we
expect an excellent VLM to extract similar embeddings for the words “chair” and “seat”. The prompt
to guide LLM to generate synonyms is as follows.

Please list the superclasses/synonyms for {classname}. For example:
chair: [furniture, seat, bench, armchair, sofa]
{classname}:

ModelGPT collects the results from this prompt to form the synonyms dataset, D",

B.2 Text-Derived Scores

ModelGPT uses six metrics for model selection, which can be divided into Text Classification scores
and Dataset Granularity scores. Text Classification scores include the Text top-1 accuracy score
and Text f1-score. While Granularity scores include the Fisher criterion, Silhouette score, Class
Dispersion score and Synonym Consistency score. Here we focus on introducing the various metrics
included in the Granularity scores. We refer to the relevant content in LOVM.

Fisher Criterion ¢fg;. The Fisher score measures the closeness of VLM’s text classifier to one
another. Equation 12 shows the calculation process of it where ¢; is the text classifier of the i-th class
derived using the prompt ensemble strategies proposed in [46], 6(-, -) is a function that calculates the
cosine similarity between two vectors, and |C| is the number of classes.

IC]
1 A
¢ﬁsher = m Zmaxi,i;éj [e(tivtj)] ' (12)
j=1

Silhouette Score ¢g. The Silhouette Score measures the separation of different-class samples in
the caption dataset DP. To calculate it, ModelGPT averages the cosine similarity of captions to the
nearest other class’s classifier by:

1€

N
1 1 .
Osil = el E max; ;; lN g o(D* p[]]k7ti)] : (13)
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where £; is the text classifier of the i-th class derived using the prompt ensemble strategies proposed
in [46], 0(-, -) is a function that calculates the cosine similarity between two vectors, and |C| is the
number of classes. D®P[j];, representing sample & of class j in the caption dataset D, There is a
total of N such samples for each class.

Class Dispersion Score pgis,. Class Dispersion Score quantifies the degree of same-class tightness or
data cone radius, which is calculated using the following Equation:

ICl N

1 A
Pdisp = N Z Z O(D“[i], t;). (14)

i=1 k=1
The definitions of all symbols in Equation 14 are consistent with those in Equation 13.

Synonym Consistency Score 7,y,. Synonym consistency allows us to evaluate the degree of content
shift between the VLMSs’ pre-training and target dataset. The calculation process is shown as follows:

ICl N

1 synfp, r
Yo = G >N 0D iy, t:). (15)

i=1 k=1

The definitions of #;, (-, -), |C| and N in Equation 15 are consistent with those in Equation 13.
D" [i], representing sample k of class 7 in the synonym dataset D*¥".

C Related Work

Vision-Language Models. Deep learning has achieved competitive performance [39, 74, 30] and
the vision-language model is a new research hotspot of it. Vision-Language Models represent a
class of multimodal models adept at correlating textual and visual information. These VLMs can
comprehend rich semantics and possess strong generalization capabilities. Hence, they are often used
in data-limited scenarios [61, 29]. Many VLMs are pre-trained or fine-tuned on extensive text-image
pairs using loss functions such as contrastive loss, endowing them with powerful text-image matching
capability. Prominent VLMs include CLIP [46], ALIGN [22], FLAVA [48], Florence [68], and
CoCa [67]. These VLMs possess robust zero-shot image classification capabilities [46], which enables
its widespread application in tasks characterized by long-tail distributions or those where collecting
substantial training data is challenging, such as medical image analysis. Some work [40, 64] has also
shown that by incorporating external knowledge, the zero-shot capabilities of CLIP can be further
enhanced. In recent years, the number of open-source VLMs has been increasing [21]. Previous
work [73] has pointed out that different VLMs possess varying image classification capabilities. This
indicates that the performance of VLMs can vary significantly across different tasks and domains.
These models with diverse capabilities constitute a VLM Zoo rich in knowledge. This VLM Zoo
enables us to utilize different VLMs for various classification tasks, thereby changing the paradigm
of using a single VLM to complete diverse classification tasks. This paper focuses on selecting the
most suitable VLM for the target task from the VLM Zoo.

Model Selection. In recent years, how to select the most suitable model for the target task from
the model zoo has received widespread attention. For example, a series of works on learnware [53,
52,71, 72, 33, 51, 54] have attempted to solve this problem. The essence of the model selection
problem lies in measuring the transferability of the model to the target task. Previous model selection
methods [55, 56, 65, 66, 9, 20] evaluate the PTM’s transferability by performing a forward pass
of the PTM on the target task’s data and calculating the metric of transferability based on the
forward pass’s result. For example, H-Score [2], NCE [55], LEEP [56], LogME [65] estimate
transferred log-likelihood, negative conditional entropy, log expectation, marginalized likelihood to
obtain proxy metric of transferability, respectively. Some new methods, such as Task2Vec [1] and
Model Spider [70], generate representation vectors for both the models and the tasks and measure
the transferability of the model to the task by calculating the similarity between these vectors.
However, VLMs are typically used in zero-shot or few-shot scenarios, where we are unable to obtain
a large amount of data for the target task in advance, making traditional model selection approaches
unsuitable for VLMs. Additionally, previous methods have mainly focused on single-modal models,
overlooking the characteristics of VLMs. Therefore, in this paper, we concentrate on designing
model selection algorithms that are suitable for scenarios with limited data and take into account the
characteristics of VLMs.
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D Implementation Details of SWAB

In this section, we provide some details on the implementation of SWAB, which are not mentioned in
the main text due to space constraints.

D.1 Filtering the Open-Source Tasks’ Classes

The statistics of classes unrelated to the target class are generally not valuable for reuse. Meanwhile,
when the number of classes |C's| in open-source datasets S is large, solving the optimal transport
problem in Equation 5 can be time-consuming (as current optimal transport toolkits generally compute
via CPU). To reduce the runtime of optimal transport, we can first filter the classes C's. Consider
that only statistics of classes relevant to the target dataset are helpful. Therefore, we can filter out
the classes in C's that are irrelevant to the target dataset 7 based on the class-level textual semantic
similarity between the open-source datasets’ classes and the target dataset’s classes. This process is
shown in the following Equation:

o(c5)To(cT)
S, = ! J . 16
P T el (16)
Cs = {cf|max(S;.) > A}, |C)] = K. (17)

Here S, . refers to the i-th row of the semantic similarity matrix calculated using Equation 16,
which represents the vector formed by the similarity between the i-th class ¢ in C's and each class
Cr={c], ,ckTT} of the target task. A is a threshold and we set A = 0.5. ks refers to the number

of classes in the filtered set C’:S. Then we use the filter classes C:S to calculate the transport matrix
v* € R¥s k7 and continue with the following steps.

D.2 Using Partial Optimal Transport for Bridging the Capability Gap

Partial optimal transport extends the optimal transport framework, enabling the selective transfer of
elements from a source to a target distribution, rather than moving all elements. Its optimization
problem is defined as in Equation 18. Here mass refers to the total amount of mass actually be
transferred. We set mass = 0.9 in our implementation.

¥ .
Y = argmin Yi,j COSt; 4
klg Xk Z I "

'ye]RJr Y]
. (18)
st.yl <wu; y'1<w; 5, >0;

174"1 = mass < min {|Jul|1, |v|1} .

We found that when using Equation 8 to bridge the Capability Gap, the transport matrix v* obtained
using partial optimal transport yields better results than the one obtained using the original optimal
transport via solving the Equation 5. Therefore, in our implementation, we use the transport matrix
derived from partial optimal transport to bridge the capability gap. This also indicates that when
estimating VLM’s statistics on the target dataset, different types of statistics have different preferences
for the estimation methods used. This variability is worth further investigation.

D.3 Data Normalization in Bridging the Modality Gap.

When bridging the Modality Gap as described in Section 3.2, we find that applying z-score normal-
ization to the text and image features used in this process yields better results. Therefore, in our
implementation, we normalize the features of all text and image samples during the modality bridging
process using the following Equation:

z =

19)
o

Here = € R represents the image sample’s or text sample’s feature, while u € R? and o € R? are
calculated using the features of all samples of the same modality within its respective dataset.
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Algorithm 1 SWAB

1: Input: Target dataset’s class names C'r, open-source datasets’ class names C's, open-source
datasets’ images D%.

2: Use ChatGPT to generate auxiliary text data Dgs and DT based on C's and C'y.

3: Calculate VLM’s class-level zero-shot image classification rankings {r5 ,} "= M-i=ks

itm=1,i=1
m=M,i=ks
m=1,i=1 -

and class-

level gap vectors {g> ;}

4: for kg datasets do

5:  Calculate textual similarity between the current dataset’s class names and other open-source

datasets’ class names to construct a cost matrix.

6:  Solve Optimal Transport Problem based on the cost matrix to get transport matrix ~*.

7:  Use ~* and other open-source datasets’ class-level gap vectors to predict the current dataset’s
class-level gap vectors. Add the predicted class-level gap vectors to the corresponding text
data’s feature of Dg to get modified text data.

end for

9: Calculate textual similarity between open-source datasets’ class names Cs and target dataset’s
class names C'y to construct cost matrix.

10: Solve Optimal Transport Problem based on the cost matrix to get transport matrix ~*.

11: Use v* and {gil}zzﬁzks to predict the class-level vectors {Q;Z}zi%:h of the target

gataset. Add {gg Z}zzf IZSIW to corresponding text data’s feature of D to get modified text
ata.

12: Use open-source datasets’ modified text data and VLMs’ ground truth zero-shot image classifica-

tion performance to train the ranker model f,,.

13: Use the ranker model f,,, to predict VLMs’ rankings {7%,(1) }m=M on the target dataset based

on the target dataset’s modified text data.

14: Use v* and {rs, ; zzi\{zks to predict the VLMs’ class-level zero-shot image classification

m=M ,i=kT
itm=1,i=1

o]

rankings {77, of the target dataset.

15: Calculate the average prediction rankings across all classes in the target dataset {f;’(g)},’,ﬁj” of

{7 . gii\{zlﬁ for each VLM as the VLM’s overall prediction ranking on the target dataset.

16: Ensemble {77, }m=M and {7#];}m=M (o get final predicted rankings {775 }m=M

m m m m=

D.4 Pseudo Code of SWAB

Algorithm 1 shows the pseudo-code of SWAB.

E More Experiment Results

In this section, we provide more experimental results of SWAB.

E.1 Bridging the Modality Gap Leads to Better Image Proxies

In Section 2.3 and Figure 2, we analyze whether generated text data can act as good image proxies.
Our conclusion is that due to the Modality Gap, text samples cannot directly serve as an effective
substitute for images in model evaluation. To demonstrate that our method SWAB can bridge this
Modality Gap and thereby make text samples a better substitute for images, we conduct the following
experiment.

From the Figure 4, it is evident that the predicted model accuracy calculated using the modified
text samples is closer to the true model accuracy compared to that calculated with the original text
samples. This suggests that bridging the Modality Gap leads to better image proxies.

We use ImageNet as our dataset. First, we employ the method introduced in Section 3.2 to predict
the gap vectors for each class of the target dataset based on gap vectors calculated on open-source
datasets. Then, we add the corresponding class’s predicted gap vectors to the generated text data of
ImageNet to bridge the modality gap. Finally, we calculate the zero-shot classification accuracy of
different models on these modified text data. To measure the consistency between the predicted Top-1
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Figure 4: Comparison of the consistency metrics between the accuracy calculated using text data
before and after bridging the gap and the model’s true accuracy. After bridging the modality gap, the
text data act as better substitutes for image data to evaluate the model’s performance.

accuracy and the true image classification accuracy, we calculate the Kendall Rank Correlation (7,
higher is better) and Mean Absolute Error (MAE, lower is better). We compare the consistency
metrics of text data and modified text data. It can be observed that the consistency metrics of modified
text data are better, which proves our method can reduce the gap between the generated text data and
the image data.

E.2 Analysis of the Modality Gap in BLIP and BEiT-3

We expand the VLM Zoo provided by LOVM by adding various variants of BLIP and BEiT-3 to
enhance the diversity of the VLM Zoo. We find that the zero-shot image classification performance
of the base models of BLIP and BEiT-3 is poor. Therefore, we use the retrieval version of the
models provided officially. These models are obtained by fine-tuning the base models on COCO
and Flickr30k through contrastive learning, thereby possessing better zero-shot image classification
performance. During the pre-training of BLIP and BEiT-3, they may have used multiple loss functions
in addition to the contrastive loss (BLIP), or perhaps they did not use contrastive loss at all (BEiT-3).
Therefore, the existence of the Modality Gap in the feature spaces of these two models requires
further investigation.

We use image samples from the STL-10 dataset and class-related text samples generated by ChatGPT.
For each modality, we randomly extract 200 samples and calculate image-to-image, text-to-text, and
image-to-text similarities, and plot histograms. We also observe the presence of Modality Gaps in
different models through UMAP visualization [38]. Figure 5 and Figure 6 show the experiment result.
Through our experiments, we verify that the feature spaces of the BLIP and BEiT-3 retrieval models
still exhibit the Modality Gap phenomenon.

(BEIT3", retrieval I_base_coco') (BEIT3:, retrieval I_base_f30k) (BEIT3., retrieval_large_coco’) (BEIT3:, retrieval_large_f30K)

100

CBLIP, retrie

200 200
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0l o 4 o L o
o 02 04 06 ) 10 02 04 06 08 To ) 02 04 06 ) 10
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Figure 5: The distribution of image-to-image (i2i) cosine similarity, text-to-text (t2t) cosine similarity,
and image-to-text (i2t) cosine similarity values for different BEiT-3 and BLIP models.
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Figure 6: UMAP visualization of image sample features and text sample features from different
BEiT-3 and BLIP models.

E.3 Experiment Result on LOVM’s original VLM Zoo

We have provided experimental results on the VLM Zoo originally provided by LOVM [73]. This
VLM Zoo contains 35 VLMs. Table 9 shows the experimental results, and we can see that SWAB
achieves the best performance across all evaluation metrics.

Table 9: Results on LOVM’s original VLM Zoo. We evaluate our method across 23 datasets and 35
pre-trained VLMs. The results are averaged over all datasets.

Methods | H-Score NCE LEEP LogME || INB  AvgRank || ModelGPT SWAB

(1) 0.000  0.000 0.014 -0.014 || 0.267 0.261 0.272+0.010  0.310+0.012

R5(1) 0.183  0.235 0.139  0.200 H 0.443 0.443 H 0.446+0.004  0.498-+0.005
|

Rs+7(1) | 0183 0235 0.153 0.186 || 0.710 0.704 || 0.718+0013  0.808=0.011

E.4 Per-Dataset Experiment Result

We present the per-dataset performance comparison between our methods SWAB and ModelGPT on
various datasets of LOVM benchmark in Table 10.

Table 10: LOVM Benchmark (top-1 accuracy). We compare the per-dataset experiment result (fixing
the random seed) between ModelGPT and SWAB.
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SWAB 0.80 0.80 0.00 0.60 0.40 0.20 0.00 0.80 0.60 0.60 0.80 0.60 1.00 0.00 0.40 0.00 0.80 0.20 1.00 0.20 0.60 0.60 0.60 |0.504

ModelGPT | 0.67 0.67 0.00 0.00 -0.33 0.00 0.00 0.67 1.00 0.00 0.67 1.00 0.67 0.00 0.00 0.00 0.00 0.00 0.67 0.00 -1.00 0.33 1.00 |0.261
SWAB 0.67 0.91 0.00 0.33 0.00 0.00 0.00 0.55 1.00 0.33 0.33 1.00 0.89 0.00 0.00 0.00 0.33 0.00 0.67 0.00 -0.82 0.82 0.33 |0.320

» ModelGPT | 0.80 0.80 0.00 0.40 0.60 0.00 0.00 0.80 0.60 0.40 0.80 0.60 0.80 0.00 0.00 0.00 0.80 0.20 0.80 0.20 0.60 0.60 0.60 ‘0.452
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NeurlIPS Paper Checklist

1.

Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: Please refer to the bullet point summary at the end of the Introduction.

. Limitations

Question: Does the paper discuss the limitations of the work performed by the authors?
Answer:

Justification: We did not find significant drawbacks in the method.

. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]

Justification: Our work does not involve theoretical result.

. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We provide our experiment details in Section 4.1 and Appendix D.

. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: We will open-source our code, models, and datasets in the GitHub repository.

. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: We provide these details in Section 4.1.

. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: To ensure the reliability of our results, we conducted multiple experiments for
results with randomness and reported the mean performance and standard deviation in Table
1.

. Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer:

Justification: We will place the relevant information in the GitHub repository.

. Code Of Ethics
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10.

11.

12.

13.

14.

15.

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: We have read and fully comply with the Code of Ethics.
Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer:
Justification: Our work does not involve negative social impacts.
Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: Our paper does not involve these situations.
Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: We ensure this requirement is met.
New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: Our paper does not involve new assets.
Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: Our paper does not involve crowdsourcing and research with human subjects.

Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: Our paper does not involve this.
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