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Abstract

Recent work has shown the immense potential of synthetically generated datasets
for training large language models (LLMs), especially for acquiring targeted skills.
Current large-scale math instruction tuning datasets such as MetaMathQA [1]] and
MAmmoTH [2] are constructed using outputs from closed-source LLMs with com-
mercially restrictive licenses. A key reason limiting the use of open-source LLMs
in these data generation pipelines has been the wide gap between the mathematical
skills of the best closed-source LLMs, such as GPT-4, and the best open-source
LLMs. Building on our proposed prompting novelty, the recent progress in open-
source LLMs, and some brute-force scaling, we construct OpenMathlInstruct-1, a
high-quality math instruction tuning dataset with 1.8M problem-solution pairs. The
dataset is constructed by synthesizing code-interpreter solutions for GSM8K and
MATH, two popular math reasoning benchmarks, using the recently released and
permissively licensed Mixtral model. Our best model, OpenMath-CodeL.lama-70B,
trained on a subset of OpenMathInstruct-1, achieves a score of 84.6% on GSM8K
and 50.7% on MATH, which is competitive with the best gpz-distilled models.
To support the open-source efforts, we have released our code, models, and the
OpenMathlInstruct-1 dataset under a commercially permissive licenseﬂ

1 Introduction

The huge development and inference costs associated with general-purpose large language models
(LLMs) have led to the rise of smaller, task-specific LLMs. Recent work has proposed creating these
domain/task-specific LLMs by generating high-quality synthetic data using powerful closed-source
models such as GPT-3.5/4 [3] and training smaller models on the generated distillation data [4} 15, 6].
For mathematical reasoning, our task of interest, all the current state-of-the-art open-source models
are gpt-distilled 7, 12, 18 [9]. However, model development recipes relying on proprietary models
like GPT-4 can have serious limitations: (a) legal restraints on how the finetuned models can be
usedE] (b) generating data with closed-source models is typically costlier than state-of-the-art open-
source models, and (c) these recipes lack reproducibility as closed-source model behaviors can vary
significantly over time [10].

For developing mathematical reasoning models, why are open-source models not used in place
of closed-source models? To answer this, we compare GPT-4 with the Mixtral 8x7B model [11],
one of the best open-source LLMs at mathematical reasoning in early 2024, by generating code-
interpreter style solutions for two popular mathematical reasoning benchmarks, namely GSMS8K [12]

'Data  and models are available at https://huggingface.co/collections/nvidia/
openmath-65c5619de2ba059be0775014
Code is available at https://github.com/NVIDIA/NeMo-Skills
"https://openai.com/policies/terms-of-use

38th Conference on Neural Information Processing Systems (NeurIPS 2024) Track on Datasets and Benchmarks.
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Figure 1: Training set coverage of Mixtral model generated solutions as a function of number of
solutions sampled per problem (using temperature of 1.0 and top_p = 0.95). The statistics for the
training set coverage of GPT-4 are from [8].

and MATH [13]. We use the metric training set coverage (TSC) to compare the models, where
TSC measures the number of training problems for which any of the generated solutions leads to the
ground truth answer (pass @k). Figure|I|shows the training set coverage (TSC) of the Mixtral model
as a function of the number of sampled solutions. For the relatively easier GSM8K benchmark, the
Mixtral model’s coverage catches up to GPT-4’s with almost 8x the number of solution samples. For
the challenging MATH benchmark, even with 12x the number of solutions, the Mixtral model still
has a lower TSC than GPT-4. This gap in the training set coverage reflects the distillation data quality
and, hence, the quality of the final fine-tuned model. This explains the preference for GPT-4 in the
current distillation pipelines for mathematical reasoning.

Bridging the coverage gap between GPT-4 and Open-source LLMs: We limit our investigation of open-
source LLMs for synthesizing solutions to the Mixtral-base model due to (a) its strong performance on
mathematical reasoning tasks compared to other open-source LLMs, and (b) its permissive licenseE]
As a first attempt, we use a brute-force approach of sampling several solutions per problem. However,
this approach only scales logarithmically, limiting its effectiveness (Figure [I). Next, we explore
the approach of targeted solution generation, where we write few-shot prompts focused on specific
sections of the training data. Concretely, we write few-shot prompts for each mathematics subject in
the MATH dataset and merge the synthesized solutions. The motivation is that these subject-specific
few-shot prompts could better target the latent mathematical capabilities of these general-purpose
LLMs. Unfortunately, we only find a marginal gain in TSC with this approach (Section[2.2.2)). Finally,
we utilize the fact that reference text solutions accompany mathematical benchmarks such as MATH
and GSMS8K. These reference solutions can aid the synthesis of code-interpreter style solutions.
We show that using these reference solutions in our few-shot prompt with a slight modification
substantially increases the coverage and, consequently, the performance of the fine-tuned model

(Section[2.2.3]and [A.1.2).

Our solution synthesis experiments result in OpenMathlnstruct-1, a collection of 1.8M problem-
solution pairs. OpenMathlnstruct-1 has a training set coverage of 93% for MATH and 99.9% for
GSMB8K. Table [I] shows that compared to previous mathematical reasoning fine-tuning datasets,
OpenMathlInstruct-1 is at least four times bigger, and, even more importantly, it is permissively
licensed, allowing unrestricted usage by future work. To illustrate the quality of OpenMathlInstruct-1,
we train and release a range of models based on Mistral-7B [14]], Llama 2 [15]], and CodeLlama [16].
In particular, the CodeLlama-70B model fine-tuned on a subset of OpenMathlnstruct-1, referred
to as OpenMath-Codel.lama-70B, achieves a score of 84.6% on GSMS8K and 50.7% on MATH.
These scores are competitive with the current best GPT-distilled models. Finally, to support the
open-source efforts in this direction, we have publicly released all our fine-tuned models, code,
and the OpenMathlnstruct-1 dataset, along with a further 6.6M incorrect sampled solutions under a
commercially permissive license

*https://mistral.ai/news/mixtral-of-experts/
“The incorrect solution trajectories can be used to train verifier models [12} (17} [18]).
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Table 1: Comparison of OpenMathInstruct-1 with mathematical reasoning fine-tuning datasets used
by current state-of-the-art open-source models. OpenMathlInstruct-1 is 4x bigger than the current
largest dataset, MetaMathQA, and is the only one, except Lila, with a permissive license. Datasets
marked with * have not been publicly released.

Dataset Size Generating LM (Permissive License)
Lila [19] 272K - ()

MathlInstruct [2]] 262K GPT-4 (X)
MetaMathQA [1]] 395K GPT-3.5 (X)
MathCodelnstruct [7]] 80K GPT-4 + Self (X)
WizardMath* [20] 96K GPT-3.5 (X)

ToRA* [8] 16K GPT-4 (X)
OpenMathlnstruct-1 (Ours)  1.8M Mixtral (V')

2 Training Data Synthesis

2.1 Overview

Setup. Let X = {(¢1,a1), - ,(gn,an)} be a typical mathematical reasoning training dataset,
where ¢; and a; denote the i™ question and answer respectively. Optionally, the training dataset may
include reference text solution t¢;, which illustrates a trajectory from ¢; to a; using mathematical
principlesE] Besides the data, we assume access to a foundation LLM like Mixtral-base. The
goal is to generate diverse, high-quality solutions for the training set problems using the LLM: a
popular recipe for reasoning tasks [21) 22]. Recent work has also attempted augmenting training
set problems [1} 2], but we limit our exploration to solution synthesis for existing problems in the
benchmark.

Solution Format. We use the code-interpreter format for the synthesized solutions (see Figure[3]
in Appendix for a sample solution). The code-interpreter format interweaves natural language rea-
soning with Python code blocks. It thus combines the computation precision of coding environments
with the expressiveness of natural language reasoning, which is particularly suitable for mathemat-
ical reasoning tasks [8l 23]. To demarcate the start and end of a code block, we use the strings
(11m-code) and (/11m-code). A code block is followed by its execution block, which is demar-
cated by (11m-code-output) and (/11m-code-output). During inference, the model invokes the
Python interpreter to run the preceding code block after generating (/11m-code), appends the exe-
cution result in between the (11m-code-output) separators, and resumes the autoregressive model
inference [l

Approach. We use few-shot prompting to synthesize solutions for the training sets of GSM8K and
MATH. Formally, the prompt has the form:

T (qi,c1),-,(ax,cx) d

where 7 represents a text-based instruction for the task, {q1,- - , ¢k } represent K problems rep-
resentative of the dataset, {c1,- - , cx } represent their respective solutions in the code-interpreter
format, and ¢’ represents a question from the training set. Given this prompt, the base LLM generates
a candidate solution ¢’ for the question ¢’. If ¢ leads to the correct answer for the question ¢’, we
add the pair (¢’,¢’) to our fine-tuning set. For all our experiments, we choose K = 5, and the
representative problems are chosen from the training set of the corresponding benchmark. In the
instruction Z, we instruct the model to output the answer inside the \boxed{} block. The complete
instruction is in Table[T3]in Appendix

Sampling Details. We sample solutions with temperature=1.0 and top_p=0.95. We use the follow-
ing constraints in our generation pipeline: (a) the total number of input-output tokens is limited to
4096, (b) a maximum of 512 new tokens after each code block, (c) a maximum of 3 code blocks, and
(d) the generation halts after any code execution error. We use the TensorRT-LLM toolkit[]

>Both GSMSK and MATH have these text solutions.
®During training, we don’t mask the code execution output surrounded by (11m-code-output) separators.
"https://github.com/NVIDIA/TensorRT-LLM
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Table 2: Statistics of unique solutions generated by prompts described in Section Default
prompt refers to the single prompt used for the two benchmarks, Mask-Text refers to prompting
the model with masked text solution, and Subj refers to prompting with subject-specific prompts
(applicable only to MATH). Coverage % refers to the percentage of problems in the training set for
which there’s at least one solution among the generated solutions.

Prompt MATH GSMSK
# Samples  # Unique Solns. Coverage (in %) # Samples # Unique Solns. Coverage (in %)
Default 224 177K 80.1 128 434K 99.1
+ Subj 224 191K 80.1 - - -
Mask-Text 224 192K 85.9 128 602K 99.9
+ Subj 224 227K 87.5 - - -
Total 896 787K 93.0 256 1036K 99.9

2.2 Prompting

In the previous section, we described our solution generation pipeline. A key ingredient of this pipeline
is the few-shot prompt examples. We next describe the different prompting strategies explored in this
work.

2.2.1 Default

We choose five representative examples of GSM8K and MATH to create the few-shot prompt for
the respective datasets. For GSM8K, we use a mix of problems that require vanilla Python code
and problems that are best solved using Python’s sympy library. For MATH, we compose a 5-shot
prompt with examples from different subjects. To reflect this diversity of reasoning paths required for
MATH, we choose a mix of problems that require code-based solutions, text-based solutions, and a
combination of both. The prompts used for the two datasets are presented in Appendix [B.6|

For GSMS8K, we sample 128 solutions per training problem, which gets a training set coverage of
99.1%. For MATH, we sample 224 solutions per training problem, which only achieves a training
set coverage of 80.1%. This difference in coverage reflects the difficulty of the MATH benchmark
compared to GSMS8K, which has been noted in previous work as well [8} 9].

2.2.2 Subject-specific Prompting (Subj)

Could the diversity of mathematical topics in MATH be a reason for the low training set coverage
with a single 5-shot prompt? To answer this question, we create subject-specific prompts for the
seven subjects in the MATH benchmark, namely algebra, geometry, intermediate algebra,
number theory, prealgebra, precalculus, and probability (See Table[TT]in the appendix
for the subject-wise split of MATH training data). The MATH benchmark also labels problems by
their hardness level, with levels ranging from 1 to 5, where level 5 is the hardest. For creating
subject-specific 5-shot prompts, we choose one example from each level for a given subject. For each
of the seven prompts, we sample 32 solutions per problem and combine the data generated with all
the prompts, which is equivalent to 32 x 7 = 224 solutions per problem. However, even with this
fine-grained prompting, we only achieve a negligible gain in the training set coverage, though the
total number of correct solutions increases by 14K (177K — 191K, see Table [2).

Combining this fine-tuning dataset with the earlier single default prompt dataset yields a training
coverage of 85.1% for MATH, a boost of 5% absolute. However, achieving this coverage required
sampling almost 450 solutions per problem (224 + 224 = 448). Can we make the solution generation
pipeline more efficient?

2.2.3 Masked Text Solution Prompting (Mask-Text)

GSMS8K and MATH benchmarks come with reference text solutions. Using these text solutions can,
in theory, reduce the problem of code-interpreter solution generation to a translation problem from
text to code. We initially experimented by prompting the LLM with:

I(qlvtlvcl)a'“ 7(qKatchK) q/atl
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Masked Text Solution

Question
Lynne bought 7 books about cats and 2 books about the solar system. She also bought 3 magazines. Each
book cost $7 and each magazine cost $4. How much did Lynne spend in all?

Ground-Truth Text Solution
Lynne bought a total of 7 + 2 = 9 books. The books cost Lynne 9 x 7 = $63. For 3 magazines, Lynne spent 3
x 4 = $12. In total, Lynne spent 63 + 12 = $75

Masked Text Solution
Lynne bought a total of 7 + 2 = M books. The books cost Lynne M x 7 = N. For 3 magazines, Lynne spent 3
x4 =P. In total, Lynne spent N + P = Q

Figure 2: A sample masked solution from GSMS8K training set. The masked text solution only masks
the intermediate computations, such as 9 — M and 63 — N, and doesn’t mask the amounts introduced
in the question, such as 7, 2, and $4.

where ;s represent the text solution of representative problem ¢;’s and ¢’ represents the text solution
of the problem ¢’. Using the text solution in the prompt leads to a considerable increase in training
set coverage. However, our manual analysis revealed that many solutions were shortcuts. E.g., trivial
solutions such as print (ANSWER) or The answer is ANSWER where the ANSWER is copied from
the text solution ¢’ in the prompt. Our attempts to filter out these trivial solutions proved challenging
as there are many creative ways in which the generated solutions were cheating (see Figure [T1]in
Appendix).

To deter the possibility of such shortcut solutions where the results of intermediate computations or
the final answer from the text solution are copied, we propose prompting with a masked text solution.
Such solutions have all numbers in intermediate computations replaced with symbols. A sample
masked text solution is shown in Figure[2] These masked text solutions are generated using few-shot
prompting as follows:

Imask (C]h tla trln(“k)a ) (qK7 tK7 trIn(aSk) q/a t/
where Ty, represents the instruction for the solution masking task, and {#'k ... | t'}é‘“k} represent
masked text solutions corresponding to {¢,- - ,tx }. For a detailed overview of the masked text

solution generation pipeline, we refer the reader to Appendix Using these masked text solutions
in the prompts significantly boosts the training set coverage for MATH, increasing from 80.1% —
85.9% for the single default prompt, and 80.1% — 87.5% for the subject-specific prompts. For
GSMBSK, it leads to the coverage increasing from 99.1% to 99.9%.

Table [2] summarizes the statistics of the solutions dataset generated via different prompts. The
OpenMathlnstruct-1 dataset is obtained by merging and deduplicating the problem-solution pairs
resulting from the above-described prompt strategies. OpenMathInstruct-1 consists of 787K unique
solutions for 6978 problems (out of 7500) in MATH and 1.04M unique solutions for 7469 problems
(out of 7473) in GSM8K. To get to this final dataset, we also perform a few post-processing steps,
which are described next.

2.3 Post-processing
The generated solutions can sometimes be syntactically noisy even if they lead to the right answer.
We fix or remove the following solutions:

¢ Remove solutions with multiple \boxed{} blocks.

* Remove solutions with the (11m-code) string but not the (/11m-code) string.

* Remove text beyond the solution line with the answer, i.e., the \boxed{} block. See

Figure[12)in the Appendix for an example solution where we perform trimming.

While these post-processing steps can fix some of the syntactic errors, filtering semantically noisy,
i.e., solutions that get to the right answer with flawed reasoning [12]], is a much harder problem and
beyond the scope of this work. Anecdotally, we find such solutions to be rare in our corpus. See
Figure|13|in the Appendix for a sample semantically noisy solution.
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Figure 3: Histogram of the number of solutions for problems in a 64K downsampled subset of MATH
instances in OpenMathInstruct-1.

2.4 Data Selection

OpenMathlnstruct-1 on average has hundreds of solutions per problem. These solutions can have
different formats (code vs. text), and problems can have very different numbers of solutions in the
dataset. Careful data selection allows for reduced training times and can also benefit performance.
We detail the data selection strategies explored in this work.

2.4.1 Fair vs. Naive Downsampling

For a dataset like MATH, where problems have divergent difficulty levels, our solution generation
strategy leads to a corpus where easier problems have a lot of solutions and harder problems have
very few solutions (see Appendix[A.2]for a detailed discussion on solution count). A naive strategy for
downsampling treats every instance, i.e., problem-solution pair, as an equal. This problem-agnostic
sampling perpetuates the imbalance of the original corpus, as seen in Figure [3(a)) We propose a
fair sampling alternate in which we iterate over all the problems round-robin and sample without
replacement from the remaining solutions for each problem. This problem-dependent sampling
ensures a more balanced representation of each problem in the downsampled dataset (see Figure[3(b)).
Experimental results show that fair downsampling outperforms naive downsampling (Section 4.1.1).

2.4.2 Code-Preferred Solutions

The code-interpreter format allows for mixing code and text, and also text-based solutions without
any code blocks. For GSM8K, the proportion of text-based solutions is 2%, but for MATH, their
representation is 35.1%@ While natural language reasoning is more expressive, it lacks the precision
of code-based solutions [24]]. Suppose for a problem ¢ there are a total of Ny, correct solutions in
the corpus, out of which N4 represents the number of code-based solutions, and Ny represents
the text-based solutions. We propose the following two code-preferential data selection strategies:

* Majority-Code: If Neoge > Neext, remove all the text-based solutions.

* Any-Code: If N o4e > 0, remove all the text-based solutions.
Ablation experiments over the MATH subset of OpenMathlnstruct-1 show the benefit of code-
preferential data selection (Section d.1.4).

3 Experimental Setup

3.1 Training Details

For all our experiments, including ablations, models of size 34B or smaller are trained for four epochs.
A global batch size of 128 is used along with the AdamW optimizer with a weight decay of le-

8We detect the presence of code by searching for (11m-code) in the solution string.
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Table 3: Comparison of our OpenMath-finetuned models with their gpt-distilled counterparts. We
present results on popular mathematical reasoning tasks, namely, GSM8K, MATH, GSM-Hard,
SVAMP, TabMWP, ASDiv, and MAWPS. For TORA and MAmmoTH, we report the results of their
"-Code(r)" versions whenever available since they are always better than their non-code counterparts.
SC (k=50) denotes self-consistency decoding with 50 samples. We highlight the following results for
a parameter range: best with SC, best and second best with greedy decoding.

Size Base Model Model GSMS8K MATH GSM-Hard SVAMP TabMWP ASDiv MAWPS
- GPT-4 (Code Interpreter) 97.0 69.7 77.6 94.8 95.9 92.6 97.7
L 2 WizardMath 54.9 10.7 - 36.1 - - -
ama- MetaMath 664 194 -
T T T MAmmoTH =~ =~ =~ =~~~ 594 334 - T4 - T oo
ToRA 72.6 44.6 56.0 70.4 51.6 78.7 91.3
CodeLlama + SC (k=50) 76.8 52.5 - - - - -
7B OpenMath-CodeLlama 75.9 43.6 60.1 79.6 56.0 71.7 93.5
+ SC (k=50) 84.8 55.6 - - - - -

MetaMath-Mistral-7B 77.7 28.2 - - - - -
MAmmoTH-7B-Mistral ~ 75.0 40.0 - - - - -

Mistral WizardMath 83.2 33.0 - - - - -
OpenMath-Mistral-7B 80.2 44.5 63.7 82.4 70.0 82.7 95.4
+ SC (k=50) 86.9 57.2 - - - - -
Llama-2 WizardMath 63.9 14.0 - 51.9 - - -
MetaMath 72.3 224 - - - - -
T MAmmoTH ~ =~ =~ 647 363 - 737 - T T T
13B ToRA 75.8 48.1 60.5 75.7 65.4 814 92.5
CodeLlama + SC (k=50) 80.4 55.1 - - - - -
OpenMath-CodeLlama 78.8 45.5 61.9 78.8 59.7 81.2 93.6
+ SC (k=50) 86.8 57.6 - - - - -
MAmmoTH 72.7 43.6 - 84.3 - - -
ToRA 80.7 51.0 63.7 80.5 70.5 84.2 933
34B CodeLlama + SC (k=50) 85.1 60.0 - - - - -
OpenMath-CodeLlama 80.7 48.3 64.0 83.6 66.0 82.7 94.9
+ SC (k=50) 88.0 60.2 - - - - -
WizardMath 81.6 22.7 - 71.8 - - -
MetaMath 82.3 26.6 - - - - -
MAmmoTH 76.9 41.8 - 82.4 - - -
Llama-2 ToRA 84.3 49.7 67.2 82.7 74.0 86.8 93.8
70B + SC (k=50) 88.3 56.9 - - - - -
OpenMath-Llama2 84.7 46.3 65.7 85.0 70.8 84.3 95.6
+ SC (k=50) 90.1 58.3 - - - - -
76056141;11;‘7 OpenMath-CodeLlama =~ ~84.6 ~ 50.7 ~ ~ 666 878 ~ 742 ~ 847 957
+ SC (k=50) 90.8 60.4 - - - - -

2 [235]] and dropout [26]] of 0.1. We save one checkpoint per epoch for ablation experiments and two
checkpoints per epoch for final model runs. The final checkpoint is created by averaging all the saved
checkpoints. All experiments are performed using the NeMo toolkilﬂ [27]. For the full set of training
hyperparameters, see Appendix [B.1]

3.2 Evaluation Setup

We evaluate our models on popular math reasoning benchmarks, namely GSM8K, MATH, GSM-
Hard [24], SVAMP [28]], TabMWP [29], ASDiv [30]], and MAWPS [31]]. For ablation experiments
and hyperparameter selection, we create a validation set of 1K examples from the training set of
GSMS8K and MATH since both datasets lack an actual validation set. All the fine-tuned models are
evaluated in the zero-shot setting. We use greedy decoding and self-consistency/majority voting [32]]
for evaluation. For majority voting, we found that using a lower temperature of 0.7 is beneficial
compared to the data generation setup. We also deviate from the data generation setup by allowing
the model to continue answer generation after code execution errors.

https://github.com/NVIDIA/NeMo
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4 Results

We finetune all the models on a mixture of (a) 512K fair downsampled GSMS8K instances, and (b)
512K MATH instances with any-code filtering (Section Thus, the total finetuning corpus size
is roughly 1.02M. We justify the data selection choices later in the ablation experiments.

Table 3] compares the performance of OpenMath-finetuned models against their GPT-distilled coun-
terparts. Among the 7B models, our OpenMath-Mistral-7B is competitive with all the GPT-distilled
models. It is second-best to WizardMath on GSMS8K, and bested by ToRA by 0.1% on MATHE]
Our models easily outperform both MetaMath [1]] and MAmmoTH [2], even when controlling for the
base fine-tuned model. Since WizardMath and ToRA finetuning datasets are not publicly available
yet, OpenMathlnstruct-1 presents a superior alternative to the publicly available MetaMathQA and
MathlInstruct datasets, which are used to fine-tune MetaMath and MAmmoTH, respectively.

With the increase in model parameters, our models continue to outperform MetaMath and MAmmoTH
substantially. Compared to ToRA, with greedy decoding, we see a meaningful drop in performance
on MATH, though our models are equal or better on GSM8K. With self-consistency (SC) decoding,
however, our models outperform ToRA on both MATH and GSM8K. The substantial gains with SC
can be attributed to the diversity of our fine-tuning data.

4.1 Ablations

We perform ablation experiments with the Mistral-7B as the base model. We report results on the
1K-sized validation subsets for MATH and GSMS8K created by us.

Table 4: Comparison of performance of Fair Table 5: Comparison of Default vs Masked
vs Naive downsampling on our validation sub- prompting on our validation subset of
set of GSM8K and MATH. GSMS8K and MATH.

Sampling GSM8K MATH Prompt GSM8K MATH

Naive 74.3 35.0 Default 73.8 36.9

Fair 75.3 37.0 Masked 71.7 374

4.1.1 Fair vs. Naive Downsampling

We finetune the base model on a dataset of 128K instances created by combining 64K naive or fair
downsampled instances from the GSM8K and MATH portion of the data. Table ] shows that the
model fine-tuned on the data downsampled with fair sampling outperforms the one created by naive
downsampling. The performance gap is particularly substantial for MATH, which suffers from a
graver data imbalance than GSM8K in our corpus.

4.1.2 Default vs Masked Prompting

We finetune the base model on a dataset of 128K instances created by combining 64K fair-sampled
instances from the GSM8K and MATH portion of the data generated using default and masked
prompting. Table [5|shows that the model fine-tuned on the data generated using masked prompting
outperforms the one created by default prompting on both GSM8K and MATH. Thus, the gains in the
training set coverage with masked prompting (Section [2.2.3)) also translate to finetuning performance.

4.1.3 Impact of Fine-Tuning Dataset Size

To determine the impact of the size of the fine-tuning dataset, we create datasets of size
128K/256K/512K by combining 64K/128K/256K fair downsampled equally-sized subsets of GSM8K
and MATH. Table [f] shows that the performance increases for both GSM8K and MATH with the
increase in the fine-tuning dataset size. We didn’t find any benefit from training the models for more
steps, so the performance gain is attributable to the increased data size.

19The actual number of MATH instances is 511,677.

""Our grading script scores the publicly released TORA outputs about 2-3% lower than the reported numbers.
We believe that TORA uses some heuristics to extract answers when the model doesn’t generate answers in the
correct format.
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Table 6: Effect of fine-tuning dataset size on performance on our validation subset of GSM8K and
MATH.

Dataset Size GSM8K MATH

128K 75.3 37.0
256K 79.0 38.6
512K 81.0 41.6

Table 7: Comparison of default vs subject-wise  Table 8: Impact of code-preferential data se-
prompt performance on our MATH validation lection on our MATH validation subset perfor-

subset. mance.
Prompt Pass@1 SC (k=4) Prompt Pass@1 SC (k=4)
Default 39.1 41.7 Default 37.4 452
Subject 38.3 44.5 Majority-Code 39.8 42.6
Any-Code 394 42.6

4.1.4 MATH-only Ablations

This section presents the ablation results for only the MATH portion of OpenMathInstruct-1. We
finetune the base model on a 128K fair downsampled subset to control for data size.

Default vs Subject-Specific Prompting. In section we motivated using subject-specific
prompts, which ultimately didn’t result in much training set coverage difference. But how are the
solutions generated by the combination of subject-wise prompts different from a single default prompt?
To answer this, we create a subset of 128K instances generated with the default prompt/subject-specific
prompts. Table|/|compares the finetuning performance on these two splits on our MATH validation
subset. While the model trained on the subject-specific subset underperforms the model trained on the
default subset with greedy decoding, the trend is decisively reversed for self-consistency decoding
with four samples. This suggests that the subset collected with subject-specific prompts has a higher
diversity of solutions than the ones collected using a single prompt.

Code-Preferential Subsets. In this ablation, we determine the impact of code-preferential solution
selection strategies proposed in Section [2.4.2] Table [§|shows that code-preferential solution strategies
aid the greedy decoding performance. However, the reduction in solution diversity arguably results in
a performance drop with self-consistency decoding (text-based solutions are about one-third of the
original corpus). Based on these results and because Any-Code results in a smaller finetuning dataset
(512K compared to 664K with Majority-Code), we chose to use the Any-Code subset.

5 Analysis

We analyze the performance of the ablation model trained on 512K instances from Section[d.1.3] We
limit the discussion to the MATH benchmark, where the model scores 41.6% on our validation subset.

Performance-split by Subjects and Levels. Figure[d]presents the performance split by subjects and
levels on the MATH validation subset. Among subjects, we see that the model’s worst performance is
on geometry, which can be attributed to the lack of multi-modality in our base models [23]]. We see a
monotonic decrease in performance with the increase in hardness level which is to be expected [23].
The model scores 72.4% on Level 1 problems and only 16.3% on the hardest problems, i.e., Level 5.

Error Analysis. Table[0]shows that the model performs an absolute 13.3% better when using code
for answering questions in comparison to when not using it. We find that some of the errors made
by text-based solution could have been avoided by preferring code-based solution; see Figure [I6]for
a sample solution where the model makes an arithmetic calculation error. This analysis provides
another support for our proposal and use of code-preferred solutions from Section[2.4.2]

Table[I0]presents the count of different error categories. For code-based solutions, we find that almost
74% of the errors in such solutions are due to reasoning errors, and the remaining 26% are attributable
to execution-related issues. We present sample solutions from these error categories in Appendix[B.3]
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Figure 4: Performance split by subjects and levels on our MATH validation subset.

Table 9: Performance split based on solution Table 10: Types of errors and their counts.
format. Solutions without (11m-code-output) Error Type Count
string are considered to be fext-based.

- . Text Reasoning Error 189
Solution Type Accuracy (in %) Count Code Reasoning Error 292
Text-based 32.0 278 Code Execution Error 78
Code + Text 453 722 Code timeout 15

Max code executions reached 10
Total 41.6 1000
Total 584

6 Related Work

Mathematical Reasoning and LLMs. Recently, a plethora of work has been done on enhanc-
ing the mathematical reasoning capabilities of LLMs. Inference techniques such as Chain-of-
Thought [33], its programmatic counterpart, Program of Thought [24} [34]), Self-Consistency [32]], and
Self-Verification [23]] have been shown to significantly improve the reasoning capabilities of LLMs.

Pretraining language models on math-heavy content has resulted in foundation LLMs such as Min-
erva [33]], Galactica [36]], Llemma [37], and DeepSeekMath [38]] with stronger mathematical skills
out-of-the-box. A more direct approach of dataset-specific training does instruction fine-tuning on
problem-solution pairs derived from math reasoning datasets. Our work falls in this latter category
and bears similarity with recent work such as RFT [39], ToRA [8]], MAmmoTH [2], MetaMath []]
and MathCoder [[7]. We differ from the previous work along one factor or a combination of the
following factors: (a) reliance on GPT-3.5/4, (b) solution format, and (c) use of ground truth text
solution in synthesizing code-based solutions.

Knowledge Distillation via Synthetic Data. Recent work exploring the use of targeted synthetic
data generated by large foundation models for pre-training/instruction tuning smaller LLMs has led
to tremendous progress in skills of these smaller LLMs [53] [6] 142]).

7 Conclusion

We introduce OpenMathlnstruct-1, a math instruction tuning dataset with 1.8M problem-solution
pairs which is released with a commercially permissive license. Compared to previous work, the
OpenMathInstruct 1 dataset is at least four times bigger. With our proposed prompting novelty
of using masked text solutions and some brute-force scaling, we achieve training set coverage of
99.9% for the GSM8K benchmark and 93% for the challenging MATH benchmark. The quality of
these synthesized solutions is illustrated by finetuning experiments, which show models achieving
performance comparable to or better than their gpt-distilled counterparts. To support the open-source
efforts in this direction, we publicly release all our fine-tuned models, code, and the OpenMathInstruct-
1 along with a further 6.6M incorrect sampled solutions.
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Limitations and Potential Risks

Our work aims to improve the mathematical reasoning of open-source models using open-source
models. In pursuit of this goal, we create a synthetic dataset, OpenMathlInstruct-1, that our experiments
show aids the performance on existing math benchmarks. Below, we list the key limitations of our
work:

* Our manual analysis reveals solutions that get the right answer but via flawed reasoning
(Figure[I3]in Appendix). Removing these semantically noisy solutions is beyond the scope
of the current work. This means a lack of guarantee about the quality of our synthetically
generated solutions.

* Improving performance on in-domain math benchmarks may not translate to performance
gain on other related tasks. The drop in performance on GSM-Hard compared to GSM
indicates that our models may not be robust to input perturbations, though, they are at par
with previous work.

While we don’t foresee any material risk due to our work, using our imperfect dataset and models to
perform tasks, such as evaluating student assignments or building a math tutor, carries risk.
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1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]
Justification: Our claims match our experimental results.
Guidelines:
* The answer NA means that the abstract and introduction do not include the claims made
in the paper.
* The abstract and/or introduction should clearly state the claims made, including the

contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* Ifapplicable, the authors should discuss possible limitations of their approach to address
problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]

Justification: Empirical paper

34751 https://doi.org/10.52202/079017-1096



Guidelines:

The answer NA means that the paper does not include theoretical results.

All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

All assumptions should be clearly stated or referenced in the statement of any theorems.

The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We provide all the details to the best of our capacity. Some of the details have
been shared in the supplementary material.

Guidelines:

The answer NA means that the paper does not include experiments.
If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct the
dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case authors
are welcome to describe the particular way they provide for reproducibility. In the
case of closed-source models, it may be that access to the model is limited in some
way (e.g., to registered users), but it should be possible for other researchers to have
some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer:

Justification: We are not sharing the data and code as of now. But we will be releasing
everything with open access after the review cycle.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not
be possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

 The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: All the details have been shared in the paper.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer:

Justification: All our fine-tuning runs are quite costly, which limits our capability to do
multiple runs to capture this variability.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confidence
intervals, or statistical significance tests, at least for the experiments that support the
main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).
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« It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

* It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

e If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
8. Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: Details in the Appendix.
Guidelines:

* The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Guidelines:

e The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consider-
ation due to laws or regulations in their jurisdiction).
10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
Justification: We briefly mention it in the Limitations section on Page 10.
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
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to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer:
Justification: Our dataset is related to mathematical reasoning.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: We mention the use of Mixtral models and that these models are released under
permissive license.

Guidelines:

* The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

* If assets are released, the license, copyright information, and terms of use in the pack-
age should be provided. For popular datasets, paperswithcode.com/datasets has
curated licenses for some datasets. Their licensing guide can help determine the license
of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
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Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: We have tried to share details of the dataset generation process and the dataset
ultimately created to the best of our capabilities. We have also clearly communicated that all
the resources will be released under a commercially permissive license.

Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
14. Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: Not a paper which deals with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: Not required for our paper.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

¢ For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

A Data Statistics
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Sample Code-Interpreter Style Solution

Question

A department store displays a 20% discount on all fixtures. What will be the new price of a 25 cm
high bedside lamp that was worth $120?

Code-Interpreter Style Solution

Let’s solve this problem using Python code.

<1lm-code>

discount_percent = 20

price_before_discount = 120

discount = discount_percent / 100
discount_amount = price_before_discount * discount
price = price_before_discount - discount_amount
price

</11lm-code>

<1lm-code-output>

96.0

</11lm-code-output>

So the new price of the lamp is dollars.

Figure 5: Code-Interpreter style solution for a training set problem from GSM8K.

Percentage of Solutions
= [=2) o
(=] (=] o

[
o

1
# of Code Blocks

Figure 6: Distribution of solutions with different code-block counts in OpenMathInstruct-1.

A.1 Code-Block Count Frequencies

We’re using the code-interpreter solution format, which allows for flexible reasoning in text along
with precision in code-based reasoning (see Figure[I0). The code-interpreter allows solving a problem
by breaking it into multiple code blocks. Most of the solutions in OpenMathInstruct-1 have O or 1
code blocks, 16.4% and 81.7% of the solutions, respectively (see Figure |§|) The remaining 2% of the
solutions have two or more code blocks. Figure[7]shows an example of a solution using two code
blocks.

A.2  Frequency of solutions per problem in OpenMathInstruct-1

Figure [8] shows the histogram of the frequency of the number of solutions in OpenMathInstruct-1
for problems in GSM8K and MATH. For GSM8K, 57.4% problems (4292 out of 7473) have more
than half the sampled solutions, i.e., > 128 solutions out of 256 sampled solutions, that are valid. For
MATH, the solution frequency histogram mimics a power-law curve, with most problems having very
few solutions and very few problems with many solutions. Concretely, 19% problems (1324 out of
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Solution with Two Code Blocks

Question

Let d and e denote the solutions of 222 + 3z — 5 = 0. What is the value of (d — 1)(e — 1)?

Generated Solution

Let’s solve the quadratic equation using Sympy:

<llm-code>
from sympy import Symbol, solve, Eq, simplify

# Define the variable x
x = Symbol(’x’)

# Define the equation
eq = 2xx**x2 + 3%x - 5

# Solve the equation
roots = solve(eq, x)

# Print the solutions
print("The solutions are:")
for root in roots:
print("x = ", simplify(root))
</11lm-code>
<1lm-code-output>
The solutions are:
x = -5/2
x =1
</11lm-code-output>

Sod=-5/2and e = 1.
Let’s calculate the answer:

<1lm-code>

d = -5/2

e =1

d_minus_1 =d - 1
e_minus_1 =e - 1

result = d_minus_1 * e_minus_1

print("The value of (d-1)(e-1) is:", result)
</11lm-code>

<1lm-code-output>

The value of (d-1)(e-1) is: -0.0
</11lm-code-output>

So the answer is .

Figure 7: Sample solution with multiple code blocks. The first code block computes the roots of the
given quadratic equation and the second block computes the expression involving them.

6978) with any solutions in OpenMathInstruct-1 have < 10 valid solutions out of the 896 sampled
solutions per problem. To further highlight the hardness of the MATH benchmark in comparison to
GSMBK, just 3.1% problems (233 out of 7500) have more than half the sampled solutions ( > 448
out of 896 sampled solutions), that are valid.
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Figure 8: Histogram of the number of solutions for problems in GSM8K and MATH.

Diversity of Solutions

Question

Lett(z) = 3z + L and f(z) = 5 — t(x). Whatis t(f(5))?

Solution 1

To find ¢(f(5)) we can substi-
tute x = 5 into the functions
t(x) and f(z) and then find the
value of ¢(f(5)). To do the
calculations we’ll use sympy li-

brary.
<1lm-code>

from sympy import symbols,
sqrt, simplify

# Define the symbols
x, £ = symbols(’x £’)

Define the functions
= sqrt(3*x + 1)

=5 -1t

# Evaluate t at f(5)
t.subs(x, f.subs(x, 5))
</11lm-code>
<1lm-code-output>

2

</11lm-code-output>

So the value of ¢(f(5)) is .

Solution 2

First let’s calculate ¢(z) for

T =2>5:
t(5) = V3x5+1 =
V16 = 4.

Then let’s calculate f(x)
for x = 5:
f(B)=5—-t(5)=5—-4=
1.

Finally let’s calculate
t(f(5)):

t(f) = 1) =
VriTi=vi=2
So the answer is .

Solution 3

<1llm-code>

def t(x):
return (3 * x + 1)
** 0.5

def f(x):
return 5 - t(x)

t(£(5))
</1lm-code>
<11lm-code-output>
2.0
</11lm-code-output>

Thus the answer is .

Figure 9: Three representative solutions for a sample problem from MATH training set in
OpenMathlInstruct-1. The first and third solutions use code, with the first one using sympy library.

The second solution is text-based.
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A.3 MATH Training Data Split by Subjects

Table 11: MATH training set decomposition by subjects.

Subject # of Training Instances
Algebra 1744
Geometry 870
Intermediate Algebra 1295
Number Theory 869
Prealgebra 1205
Precalculus 746
Probability 771
Total 7500

B Miscellaneous

B.1 Training Hyperparameters

Table 12: Details of training hyperparameters for finetuning the different base models. LR=Learning
rate, TP=Tensor Parallel, PP=Pipeline Parallel.

Epochs LR #of GPUs TP PP

Mistral-7B 4 le-6 64 4 1
CodeLlama-7B 4 2e-5 64 4 1
CodeLlama-13B 4 2e-5 64 4 1
CodeLlama-34B 4 le-5 128 8 1
Llama 2-70B 2 le-5 256 8 2
CodeLlama-70B 3 le-5 256 8 2

Table [T2] details the hyperparameters used for finetuning the different base models. Due to compute
limitations, for 70B models, we limit the training to 2 epochs for Llama2 and 3 epochs for CodeLlama.
For CodeLlama models, we use the learning rate of 2e-5 used by ToRA models [8]. For the Mistral-7B
model, we use a lower learning rate of 1e-6 based on our hyperparameter search.

B.2 Sample Solutions

In this section, we illustrate sample solutions representative of different phenomena encountered
during the creation of OpenMathlInstruct-1.

* Figure [9] presents a sample problem from the MATH training set with its representative
solutions from the OpenMathInstruct-1 dataset.

* Figure[I0]shows a sample solution that utilizes the strength of the code-interpreter solution
format with reasoning in both code and natural language.

» Figure[[Tdemonstrates a sample solution generated when the reference solution is used in
the few-shot prompt. The model copies the children’s ages from the reference solution and
initializes the child_age variable. Such solutions are the reason why we propose the use
of masked text solutions in the prompt.

* Figure[T2)illustrates a sample solution where the solution goes beyond answering the ques-
tion, with the model generating coherent but unrelated text for the input problem.

* Figure[I3]shows a sample solution where the generated solution gets the right answer but
through flawed reasoning. These semantically noisy solutions are much harder to detect
with simple syntactic filters. One solution might be to use models like GPT-4 to grade
the generated solutions as done in recent work [5]. We leave the work of developing such
semantic filters for future work.
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Question

Let p(x) = /=, and q(x) = 82 + 10z — 3. The domain of p(¢(x)) can be written in the form
a<x<b Findb— a.

Generated Solution

Let’s use sympy to solve for the domain of p(q(z)).

<1lm-code>
import sympy as sp

define the symbols
= sp.symbols(’x’)

Mo

define the functions
= sp.sqrt(-x)
8xx**2 + 10*x - 3

Qoo

# solve for the domain of p(q(x))
domain = sp.solve(q >= 0, x)

# print the domain

print(domain)

</1lm-code>

<1lm-code-output>

((1/4 <= x) & (x < 00)) | ((-o0 < x) & (x <= -3/2))
</1lm-code-output>

So the domain is z € [1/4, 00) U (—o0, —3/2).

The difference between the upper and lower boundsisb —a =|1/4 — (=3/2) |.

Figure 10: Sample solution where the model performs the initial reasoning in code and performs
the last reasoning steps to answer the question in natural language. This shows the strength of the
code-interpreter solution format for mathematical reasoning.

B.3 Error Analysis of Solutions Generated by Fine-tuned Model

In this section, we illustrate instances of the different kinds of errors made by the ablation model
analyzed in Section 3]

* Figure[I4]demonstrates a sample where the model performs correct reasoning while gener-
ating the code. However, the model falters at copying the code output and generates a new
answer.

* Figure[I5]presents an example where the model generates correct but inefficient code that
doesn’t finish in our stipulated execution time and results in the timeout error.

* Figure [16|illustrates a sample where the model performs correct reasoning but falters in
arithmetic calculation (multiplication). Failure at arithmetic computation has been a known
issue with LLMs and justifies our preference for code-based solutions.

* Figure shows an example where the model generates a wrong code block to solve
the problem and repeatedly generates the same code block till it runs into our maximum
execution constraint. This example shows a limitation of our current dataset where we lack
examples in which the model recovers from its error, unlike GPT-4 [23]].

* Figure[I§]shows a sample solution where the code generated in the solution runs into an
execution error. Nevertheless, the model still generates an incorrect answer to the question.
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Question

Jolene and Phil have four children, each with the same birthday. They gave birth to their first child
exactly 15 years ago. They gave birth to their second child exactly one year after the birth of their
first child. They gave birth to their third child on the fourth birthday of their second child. Two
years after the birth of their third child, they gave birth to their fourth child. How old, in years, is
their fourth child?

Reference Solution

Their 1st child was born 15 years ago, and therefore is 15 years old.

Their 2nd child was born 1 year after their 15-year-old child, and therefore is 15-1=14 years old.
Their 3rd child was born 4 years after their 14-year-old child, and therefore is 14-4=10 years old.
Their 4th child was born 2 years after their 10-year-old child, and therefore is 10-2=8 years old.

Generated Solution

Let’s write down a python script to answer this problem.

<1lm-code>

children = [’first’, ’second’, ’third’, ’fourth’]
child_age = [15, 14, 10, 8]

number_of_children = len(children)

children = children[:-1] # let’s get rid of the youngest one since we already know that one
dictionary = dict(zip(children, child_age))
dictionary

</11lm-code>

<llm-code-output>

{’first’: 15, ’second’: 14, ’third’: 10}
</11lm-code-output>

The answer is | 8 | years old.

Figure 11: Sample shortcut solution generated from prompting the LLM with the reference solution
in context. The code initializes the variable child_age with the children’s ages copied from the
reference solution. The generated code then performs ad-hoc computations before answering the
question in the text.

B.4 Instructions for Few-shot Data Generation

Table 13: Instructions for prompting the model.

Task Instruction

Few-shot prompt Here are some examples of questions and solutions followed by a
@ new question that you need to solve. Make sure to put the answer
(and only answer) inside \boxed{ }.

Few-shot prompt Here are some examples of questions, solutions, and their masked

text masking (Zy,.sx)  solutions followed by a new question and solution that you need
to mask. The goal is to ensure that the masked solution doesn’t
have any of the numerical values not mentioned in the question.
So intermediate values calculated in the solution are to be masked
by single letter capital variables, such as M, N.

Zero-shot prompt System: You're an expert Python programmer and mathematician.
for fine-tuned mod- Help the user to solve this problem using code when necessary.
els Make sure to put the answer (and only answer) inside \boxed{}.

Table|13|details the instructions used for the different generation tasks.
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Solution Requiring Trimming

Question

Caroline can make eleven lassis out of two mangoes. How many lassis can she make out of twelve
mangoes?

Generated Solution

Let f(z) be the number of lassis she can make out of 2 mangoes. From the question, we can see

that f(2) = 11. Using basic algebra, we can see that f(12) = .

Let’s verify this with sympy.

<1llm-code>
import sympy as sp

# define the unknown function
X, y = sp.symbols(’x y’)

# let’s define the parabola
parabola = sp.Eq(y, x**2 + b*x + c)

# substitute points into parabola equation and solve for b, c
point_1 = parabola.subs({x: -1, y: -11})

point_2 = parabola.subs({x: 3, y: 17})

solutions = sp.solve((point_1,point_2), (b, c))

solutions[b]

</1lm-code>

Trimmed Solution

Let f(z) be the number of lassis she can make out of 2 mangoes. From the question, we can see
that f(2) = 11. Using basic algebra, we can see that f(12) = .

Figure 12: Sample solution where the model generates unrelated text after answering the question.
During post-processing, we trim the solution by removing text beyond the solution line with the
answer.

B.5 Masked Text Solution Generation

We generate masked text solutions using a pipeline very similar to the solution generation pipeline.
We use the following procedure:

* Generate eight candidate masked solutions.

* Filter out solutions that have very different lengths.

« Filter out solutions that have the final answer. This ensures that our masked solutions are at
least masking the final answer.

* Rank solutions where higher-ranked solutions have fewer numbers. This is essentially a
heuristic to ensure we pick solutions where the intermediate computation is masked out the
most.

B.6 Few-shot prompts used for GSM8K and MATH
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Flawed Reasoning

Question

The areas of two squares are in the ratio 25 : 36. What is the ratio of their perimeters? Express
your answer in the form a : b.

Reference Solution

In general, if the ratio of the perimeters of two similar figures is a /b, then the ratio of their areas is
(a/b)%. So in this case, (a/b)? = 25/36, or a/b = 5/6.
So the answer is .

Generated Solution

Let’s use sympy to print out the difference between the ratio of their perimeters and each of the
options.

<llm-code>
from sympy import Rational, Abs

# areas are in the ratio 25:36
area_ratio = Rational (25, 36)

# list of options
options = [Rational(5, 6), Rational(5, 4), Rational(5, 3), Rational(5, 2),
Rational(5, 1)]

# let’s print out the differences

[Abs(area_ratio - frac_option) for frac_option in options]
</1lm-code>

<1lm-code-output>

[5/36, 5/9, 35/36, 65/36, 155/36]

</1lm-code-output>

Let’s now check which difference is the smallest.

<llm-code>
import numpy as np

# Calculate the idx of the closest option
min_idx = np.argmin([5/36, 5/9, 35/36, 65/36, 155/36])

# Print the closest option
print (options[min_idx])
</11lm-code>
<1lm-code-output>

5/6

</11lm-code-output>

So the answer is .

Figure 13: Sample solution where the model uses completely flawed reasoning to arrive at the correct
answer. Such flawed reasoning is hard to detect, but fortunately, these solutions are rare.
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Last Step Mishap

Question

What is the 100th digit to the right of the decimal point in the decimal representation of %?

Generated Solution

We can use sympy to calculate the decimal representation of ;—3 and then extract the 100th digit.

<1lm-code>
from sympy import Rational, N

# Calculate the decimal representation of 13/90
decimal_rep = N(Rational(13, 90), 100)

# Extract the 100th digit
digit = int(str(decimal_rep) [-1])

print(digit)
</11lm-code>
<1lm-code-output>
4
</11lm-code-output>

So the 100th digit to the right of the decimal point in the decimal representation of ;—3 is .

Figure 14: The model performs correct reasoning till code generation. But rather than copying the
code output (4) it concludes with a different answer (7).
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Question

Let a1, ao, ... be asequence for whicha; =2, a2 = 3, and a,, = Z"‘; for each positive integer
e

n > 3. What is asgog?

Generated Solution

Let’s write a function that calculates a,, for a given n.

<1llm-code>

def a_n(n):
if n ==
return 2
elif n == 2:
return 3
else:

return a_n(n-1) / a_n(n-2)

print (a_n(20086))
</1lm-code>
<1lm-code-output>
None
</11lm-code-output>

So azg06 = -

Figure 15: The model generates recursion-based code to solve the problem. While the code is
technically correct, the lack of memoization means the code ends up being extremely inefficient and
runs into timeout.

Calculation Error

Question

Our basketball team has 12 members, each of whom can play any position. In how many ways can
we choose a starting lineup consisting of a center, a power forward, a shooting forward, a point
guard, and a shooting guard?

Generated Solution

We can choose a starting lineup in 12 x 11 x 10 x 9 x 8 =| 11880 | ways.

Figure 16: Sample solution where the model performs the right text reasoning but makes calculation
mistake.
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Question

In AABC, AB = 425, BC = 450, and AC = 510. An interior point P is then drawn, and
segments are drawn through P parallel to the sides of the triangle. If these three segments are of
an equal length d, find d.

Generated Solution

Let’s use sympy to solve this problem.

<1lm-code>
from sympy import symbols, Eq, solve

# Define the variables
AB, BC, AC, d = symbols(’AB BC AC 4’)

# Define the equations

eql = Eq(AB, 425)
eq2 = Eq(BC, 450)
eq3 = Eq(AC, 510)
eq4 = Eq(AB + BC, 2 * d)
eqb = Eq(BC + AC, 2 * d)
eq6 = Eq(AC + AB, 2 * d)

# Solve the equations

solutions = solve((eql, eq2, eq3, eq4, eq5, eq6), (AB, BC, AC, d))
solutions

</11lm-code>

<1lm-code-output>

1

</11lm-code-output>

The solutions are empty, so we can’t solve this problem using sympy.

Let’s try to solve it manually.

We can see that the sum of any two sides of a triangle is greater than the third side.
So we can write the following inequalities:

AB+ BC > AC

BC + AC > AB

AC + AB > BC

Let’s rewrite them using the given values:
425 4 450 > 510
450 4 510 > 425
510 4 425 > 450

We can solve these inequalities using sympy:

Figure 17: The model generates the first code block, which is logically incorrect and results in an
empty output. The following text block identifies the problem with the output but performs incorrect
reasoning leading up to the generation of the second code block. The model fails to recover from
these errors and ends up generating code-text blocks that are verbatim copies of the first code-text
block. The generation stops at the sixth code block, which is our limit on the number of code-block
executions during inference.
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Code Execution Error

Question
The area of a triangle is 600 square feet. Find the altitude, in feet, of the triangle if the length of
the corresponding base is 30 feet.

Generated Solution

Let’s use sympy to solve this problem.

<1llm-code>
from sympy import symbols, Eq, solve

# define the variables
base, altitude = symbols(’base altitude’)

# area of the triangle
area_eq = Eq(base * altitude / 2, 600)

# length of the corresponding base
base_eq = Eq(base, 30)

# solve the equations
solutions = solve((area_eq, base_eq), (base, altitude))

# print the altitude
print(solutions[altitude])
</1lm-code>
<1lm-code-output>

[0;31mTypeError [Om Traceback (most recent call last)

File [0;32m<ipython-input-1-£f95732badac7>:16[0m

[1;32m 13[0m solutions [38;5;241m=[39m solve((area_eq, base_eq), (base, altitude)
)

[1;32m 15[0m [38;5;66;03m# print the altitude[39;00m

[0;32m---> 16[0m [38;5;28mprint [39m([43msolutions [49m[43m[[49m[43maltitude [49m[43
m] [49m)

[0;31mTypeError[Om: list indices must be integers or slices, not Symbol
</11lm-code-output>

So the altitude is .

Figure 18: Sample solution where the model generated code runs into execution error. Nevertheless,
the model still generates an incorrect answer to the question.
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Listing 1: Few-shot prompt for GSM8K.

Here are some examples of questions and solutions followed by a new question
that you need to solve.
Make sure to put the answer (and only answer) inside \boxed{}.

Question:

Missy had a giant piggy bank in her bedroom. Every day she would search the
house for change to put in her bank. After 4 years, the bank was opened and
it contained $450 in change. If the second, third, and fourth-year she
doubled the amount of money she put in the bank from the amount she had put
in the previous year, how much money, in dollars, did she put in the bank
the first year?

My solution:

Missy started with some amount of money in the first year.

She was then doubling the amount of money every year for 4 years and ended
up with $450.

Let’s write down an equation for this problem and solve it using sympy.
<1lm-code>

from sympy import solve, symbols

first_year_money = symbols(’first_year_money’)

second_year_money = 2 * first_year_money

third_year_money = 2 * second_year_money

fourth_year_money = 2 * third_year_money

# Solve for first year money given that the combined saving is 450
result = solve(first_year_money + second_year_money + third_year_money +
fourth_year_money - 450, first_year_money) [0]

result

</1lm-code>

<1lm-code-output>

30

</11lm-code-output>

Thus Missy put \boxed{30} dollars in the bank the first year.

Question:

Pete has to take a 10-minute walk down to the train station and then board a
lhr 20-minute train to LA. When should he leave if he cannot get to LA

later than 0900 hours? (24-hr time)

My solution:

Since Pete needs to take a 10 minutes walk and then a 1 hour 20 minutes
train ride, he will spend a total of 1 hour and 30 minutes.

This means that he needs to leave 1 hour and 30 minutes earlier than 09:00
hours.

Subtracting 1 hour and 30 minutes from 09:00 hours we get \boxed{07:30}
hours.

Question:
Mark deposited $88 in a bank. Bryan deposited $40 less than five times as
much as Mark. How much did Bryan deposit in the bank?

My solution:

Let’s solve this problem using Python code.
<llm-code>

mark_deposit = 88

five_times_mark_deposit = 5 * mark_deposit
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bryan_deposit = five_times_mark_deposit - 40
bryan_deposit

</1lm-code>

<1lm-code-output>

400

</11lm-code-output>

So Bryan deposited \boxed{400} dollars in the bank.

Question:
A department store displays a 20% discount on all fixtures. What will be the
new price of a 25 cm high bedside lamp that was worth $1207

My solution:

Let’s solve this problem using Python code.

<llm-code>

discount_percent = 20

price_before_discount = 120

discount_portion = discount_percent / 100

discount_amount = price_before_discount * discount_portion
price_after_discount = price_before_discount - discount_amount
price_after_discount

</11lm-code>

<1lm-code-output>

96.0

</11lm-code-output>

So the new price of the lamp is \boxed{96} dollars.

Question:

James opens up a flower shop. He needs to pay rent of $1200 a week with an
additional 20% of rent to pay for utilities and he has 2 employees per shift
with the store open 16 hours a day for 5 days a week. If he pays each
employee $12.50 an hour, what are his weekly expenses to run the store?

My solution:

The cost consists of rent, utilities, and employee salaries. Let’s compute
each of them separately and then add them up.

<1lm-code>

# rent cost

rent_per_week = 1200

# utility cost

utility_per_week = rent_per_week * 20 / 100

# employee cost

employee_work_hours = 16

work_days_per_week = 5

employee_work_hours_per_week = work_days_per_week * employee_work_hours

number_of_employees = 2

employee_cost_per_hour = 12.5

employees_cost_per_week = number_of_employees * employee_work_hours_per_week
* employee_cost_per_hour

# add the three to get total cost

cost_per_week = rent_per_week + utility_per_week + employees_cost_per_week
cost_per_week

</1lm-code>

<1lm-code-output>

3440.0

</11lm-code-output>

Thus James’s weekly expences add up to \boxed{3440} dollars.
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Question:
Tim has 30 less apples than Martha, and Harry has half as many apples as Tim
. If Martha has 68 apples, how many apples does Harry have?

My solution:
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Listing 2: Few-shot prompt for MATH.

Here are some examples of questions and solutions followed by a new question
that you need to solve.
Make sure to put the answer (and only answer) inside \boxed{}.

Question:
A parabola with equation $y=x"2+bx+c$ passes through the points $(-1,-11)$
and $(3,17)$. What is $c$7?

My solutionm:

Let’s write down an equation for the parabola and solve for $c$ using sympy.
<1llm-code>

import sympy as sp

# define the symbols
X, ¥y, b, ¢ = sp.symbols(’x y b c?)

# define the parabola equation
parabola_eq = sp.Eq(y, x**2 + b*x + c)

# the parabola passes through the points (-1,-11) and (3,17)
# so we substitute these points into the parabola equation
point_1 = parabola_eq.subs({x: -1, y: -11})

point_2 = parabola_eq.subs({x: 3, y: 17})

# we now have two equations and two unknowns (b and c)
# we will solve for b and c

solutions = sp.solve((point_1,point_2), (b, c))
solutions [c]

</1lm-code>

<1lm-code-output>

-7

</1lm-code-output>

So ¢ is \boxed{-7}

Question:
Let $f(x)$ be an odd function. Is $f(f(x))$ even, odd, or neither?

Enter "odd", "even", or "neither".

My solution:

The definition of an odd function is that $f(-x) = -f(x)$.

Applying this to $£(£f(-x))$ we get $£(£(-x)) = £(-f(x)) = -£(£(x))$.
Thus, $£f(£(x))$ is an \boxed{odd} function.

Question:

At the 2007 Math Olympics, Team Canada won $17$ out of a possible $100$

medals. Which one of the following is closest to the fraction of medals that
they won? $$

\frac{1}{4} \qquad \frac{1}{5} \qquad \frac{1}{6} \qquad \frac{1}{7} \qquad
\frac{1}{8}

$$

My solution:
Let’s use sympy to print out the differences between the fraction of medals
that Canada won and each of the options.
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<llm-code>
from sympy import Rational, Abs

# team Canada won 17 out of 100 medals
medal_frac = Rational (17, 100)

# list of options
options = [Rational(l, 4), Rational(l, 5), Rational(l, 6), Rational(l, 7),
Rational(1l, 8)]

# let’s print out the differences

[Abs(medal_frac - frac_option) for frac_option in options]
</11lm-code>

<1lm-code-output>

[2/25, 3/100, 1/300, 19/700, 9/200]

</1lm-code-output>

Let’s now check which difference is the smallest.
<1llm-code>

import numpy as np

# Calculate the idx of the closest option
min_idx = np.argmin([2/25, 3/100, 1/300, 19/700, 9/200])

# Print the closest option
print (options[min_idx])
</1lm-code>
<1lm-code-output>

1/6

</11lm-code-output>

So the answer is \boxed{1/6}.

Question:

A rectangular box $P$ is inscribed in a sphere of radius $r$. The surface
area of $P$ is 384, and the sum of the lengths of its 12 edges is 112. What
is $r$?

My solution:

Let the dimensions of $P$ be $x$, $y$, and $z$.

The sum of the box’s edges is $4(x + y + z)$ and the surface area is $2xy +
2yz + 2xz$.

The diameter of the sphere is $2r$ and it’s equal to the diagonal of the box

Let’s now write down the equations based on the above information and solve
them using sympy.

<llm-code>

from sympy import symbols, Eq, solve

# define the variables
X, ¥, z, r = symbols(’x y z r’)

# equations based on the given information
eql = Eq(2 * (x*y + xxz + y*z), 384)
eq2 = Eq(4 * (x +y + z), 112)

# the diagonal of the box is the diameter of the sphere
diagonal_eq = Eq(x**2 + y*x2 + z**2, (2%r)**2)

# solve the equations
solutions = solve((eql, eq2, diagonal_eq), (x, y, 2, r))

# let’s see which values of r we get
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[solution[-1] for solution in solutions]

</11lm-code>

<1lm-code-output>

[-10, -10, 10, 10]

</11lm-code-output>

Since the radius of the sphere is positive, we get $r = \boxed{10}$.

Question:

A bee starts flying from point $P_0$. She flies $1$ inch due east to point
$P_1$. For $j \ge 1$, once the bee reaches point $P_j$, she turns $30~{\circ
}$ counterclockwise and then flies $j+1$ inches straight to point $P_{j+1}$.
When the bee reaches $P_{2015},$ how far from $P_0$ is she, in inches?

My solution:

We can represent the rotation action via $\omega = e~{\pi i/6}$.

Let’s assume the bee starts at the origin, so $P_{2015}$ is at the point \[z
=1+ 2 \omega + 3 \omega~2 + 4 \omega~3 + \dots + 2015 \omega~{2014}.\]

This is an arithmetic-geometric series which we can solve by simplifying the
expression.

Alternatively, we can solve for |z| using sympy using the following code.
<llm-code>

from sympy import I, pi, exp, sqrt

# rotation action of 30 degrees
omega = exp(I * pi/6)

position = 0

for i in range(2015):
delta = (i + 1) * omega**(i)
position += delta

real, img = (position.as_real_imag())

# Distance from origin i.e. starting point

dist = sqrt(real**2 + img**2)

print (dist)

</11lm-code>

<1lm-code-output>

sqrt (2)* (1008 + 1008*sqrt(3))

</11lm-code-output>

So the bee is $\boxed{1008\sqrt{2} + 1008\sqrt{6}}$ far from the starting
point.

Question:
If $f (x) = x°2 - 1$, what is the value of $f (-1)$7

My solution:
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