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Abstract

Mean-field Langevin dynamics (MLFD) is a class of interacting particle methods
that tackle convex optimization over probability measures on a manifold, which are
scalable, versatile, and enjoy computational guarantees. However, some important
problems — such as risk minimization for infinite width two-layer neural networks,
or sparse deconvolution — are originally defined over the set of signed, rather than
probability, measures. In this paper, we investigate how to extend the MFLD
framework to convex optimization problems over signed measures. Among two
known reductions from signed to probability measures — the lifting and the bilevel
approaches — we show that the bilevel reduction leads to stronger guarantees and
faster rates (at the price of a higher per-iteration complexity). In particular, we
investigate the convergence rate of MFLD applied to the bilevel reduction in the
low-noise regime and obtain two results. First, this dynamics is amenable to an
annealing schedule, adapted from [SWON23], that results in improved convergence
rates to a fixed multiplicative accuracy. Second, we investigate the problem of
learning a single neuron with the bilevel approach and obtain local exponential
convergence rates that depend polynomially on the dimension and noise level (to
compare with the exponential dependence that would result from prior analyses).

1 Introduction

Let M (W) be the set of finite signed measures on a compact Riemannian manifold without bound-
aries W and let G : M(W) — R be a convex function, assumed smooth in the sense of Assumption 1
below. In this paper, we investigate optimization methods to solve

. A
,n Ga(v), Gr(v) = GW) + S I¥IIzv, (L1)

where || - |7y is the total variation norm and A > 0 the regularization level." This covers for instance
risk minimization for infinite-width 2-layer neural networks (2NN) [BRVDMO5; Bac17] by taking
W = S% the unit sphere in R4+! or YW = R4*+! and

G(v):E(Ly)w[ﬁ(h(y,x),y)} where h(v, ) = /W o((z, w))dv(w). (1.2)

Here ¢ : R — R is the activation function, h(v, -) is the predictor parameterized by v, G is the
(population or empirical) risk under the data distribution p € P(R%*! xR), and ¢ is smooth (uniformly

*Equal contributions, authors ordered randomly.
'The square exponent on || - ||7v might appear unusual, but it is convenient for our subsequent developments.
We show in App. A that the regularization path is the same with or without the square.
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in y) and convex in its first argument. These 2NNs will be our guiding examples throughout, but
note that the class of problems covered by Eq. (1.1) is more general and includes for instance sparse
deconvolution via the Beurling-LASSO estimator [DG12] or optimal design [MZ04].

To tackle such problems, interacting particle methods use the parameterization v = Y .~ | r;8,,, and
apply gradient methods in a well-chosen geometry [Chi22c; YWR23; GCM23]. They have recently
gained traction thanks to their scalability and flexibility, and in the context of 2NN, the usual gradient
descent algorithm is an instance of such a method. On the downside, global convergence guarantees
remain difficult to obtain due to the nonconvex nature of the reparameterized problem and existing
positive results require either very specific settings [LMZ20], or modifications of the dynamics which
often limit their scalability?.

In a related, but slightly different context, mean-field Langevin dynamics (MFLD) solve entropy-
regularized problems of the form
; — -1

pin Fan), Fg(p) = F(u) + 8~ H(p), (1.3)
where P(W') is the space of probability measures on a manifold W' (typically R?), F' : P(W') — R
is a (sufficiently regular) convex functional, H(p) = [ log(dsu/d vol)dp is the negative differential
entropy and 8 > 0. These dynamics are obtained as the mean-field limit of noisy interacting particles
dynamics [MMN18; HRSS21] and converge globally at an exponential rate [NWS22; Chi22b], under
two key conditions on F': (i) a notion of regularity, which we refer to as displacement smoothness (see
P1 below) and (ii) a uniform log-Sobolev inequality (LSI) condition (see P2 below). These mean-field,
continuous-time guarantees have been further refined into computational guarantees for fully discrete
algorithms [CRW22; SWN23]. The favorable properties of MFLD naturally lead to the following
question:

Can we efficiently solve problems of the form Eq. (1.1) using MFLD?

At first, it is not obvious that MFLD can be applied at all since it is originally defined only for
problems over probability measures. However, we can find in the literature two general recipes to
reduce a problem over M (W) to a problem over P(W'), thus amenable to MFLD. The first one is
a lifting reduction, that takes W = R x W where the extra dimension serves to encode the signed
mass of particles [CB18, Section A.2] [Chi22c]. The second one, that takes W’ = W, is a bilevel
reduction [Bac21; TS24] that uses a variational representation of the regularizer || - ||%,,, common in
the multiple kernel learning literature [LCBGJ04]. A first task is thus to compare the behavior of
MEFLD on these two approaches. Furthermore, MFLD involves an entropic regularization which is
absent from Eq. (1.1). A second task is thus to analyze the behavior of MFLD in the large 3 regime,
when the regularization vanishes.

In this work, we tackle these two tasks and make the following contributions:

* In Sec. 3, we introduce the lifting and bilevel reductions and compare the “displacement
smoothness” (P1) and “uniform LSI” (P2) properties of the resulting problems. These
properties play a central role in the global convergence analysis of MFLD. Specifically,
we consider a large class of lifting reductions and show that none satisfies simultaneously
(P1) and (P2) unless A is large. In contrast, the bilevel reduction satisfies both under mild
assumptions. So in the sequel we focus on MFLD applied to the bilevel reduction.

* In Sec. 4, we investigate what convergence rates can be obtained for the problem (1.1) by
using MFLD on the bilevel formulation. While a classical simulated annealing technique
yields convergence in O(log logt/logt), we show that the structure of the bilevel objective
is in fact amenable to a more efficient annealing schedule, adapted from [SWON23], that

reaches a fixed multiplicative accuracy, say 1.01 inf G, in time e©* 10827 ingtead of

O™ for the classical schedule.

¢ In Sec. 5, to obtain a more complete picture, we investigate the problem of learning a single
neuron. Here, using a Lyapunov type argument, we show that the local convergence rate of
MFLD applied to the bilevel formulation scales polynomially in 3 and d, at odds with all
previous MFLD analyses which had exponential dependencies.

All proofs are deferred to the Appendix.

2Such as forcing the particles to remain close to their initial position [Chi22c], or adding new particles using
a potentially hard linear minimization oracle [DDPS19].
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1.1 Related work

Particle methods and mean-field limits. Interacting particle systems have been studied for decades
in various fields, see e.g. [Szn91; CD13; Lac18]. Their more recent connection with the standard
training of 2NNs [NS17; SS20; RV22; MMN18] has suggested new settings of analysis, where
convexity of the functional plays a key role, and has led to many developments. In particular, the
case of MFLD (under study here) quickly progressed from nonquantitative guarantees [MMN18;
HRSS21], to mean-field convergence rates [NWS22; Chi22b] and fully discrete computational
guarantees [CRW22; SWN23; KZCE+24] in the span of a few years. Recent progress also address its
accelerated (underdamped) version [CLRW24; FW23], which could also be of interest in our setting.

Multiple kernel learning and bilevel training of NNs. The lifting reductions we consider are
inspired by the unbalanced optimal transport literature [LMS18], while the bilevel reduction comes
from the Multiple Kernel Learning (MKL) literature [CVBMO02; LCBGJ04; RBCGOS] (see [Bac19]
for an account). While the latter is usually studied with a discrete domain W (see also [PP21;
PP23] for recent computational considerations), it was suggested for the training of large width
2NN in [Bac21] and used in conjonction with MFLD in [TS24] (more details below). Relatedly, a
recent line of work studies the (noiseless) training of 2NN in a two-timescale regime, where the outer
layer is trained at a much faster rate than the inner layer [BMZ23; MB23; BBP23]. This implicitly
corresponds to optimizing the bilevel objective and leads to improved convergence guarantees.

The work that is closest to ours is [TS24], which considers the MFLD on a 2NN with weight decay
where the outer layer is optimized at each step. They interpret the resulting dynamics as a kernel
learning dynamics and study properties of the learnt kernel and its associated RKHS. While they do
not formulate explicitly the problem Eq. (1.1), it can be shown that our approaches are equivalent
when considering W = R9*+! in Eq. (1.2) (and adding an extra regularization). The details are given
in Sec. A.2. Key advantages of our formulation with J = S? are that we cover the case of unbounded
homogeneous activation functions (such as ReLU), and can obtain improved LSI.

2 Background on guarantees for mean-field Langevin dynamics

The MFLD is defined as the Wasserstein gradient flow (11;):cr, in P(£2) of an objective of the form
Eq. (1.3). It is characterized as the solution to the partial differential equation (PDE)

Orpe = div(pe VF' [pe]) + B~ A, 1o € P(Q). 2.1

where F'[p] : Q — R is the first variation of F at p [San15, Sec. 7.2], defined by lim, o L (F(u +
e(W —p))—F(p) = [ F'[u)d(p — ) forany i/ € P(S2). This PDE corresponds to the mean-field
limit (N — 00) of the noisy particle gradient flow w, € Q:

Vi <N, dwi = —NV,, FM (@}, o) dt +26871dB),  wi ™=

where F(V) (w!, .. wN) = F (% vazl (Swi) and the B} are N independent Brownian motions

on (). The convergence guarantees for MFLD rely on three key properties:

(PO) (Convexity) F'is convex and is such that Fig admits a minimizer “E'
(P1) (Displacement smoothness) F is L-displacement smooth, in the sense that>
Vi€ Po(@), Vo € 9, max |V F'lul(s, )] < L,
scly,
lIsll, <1

and  Vp, p' € Pa(Q), Yw € Q, |[VF'[u] = VF'[i]|l, < L Wa(p, 1),

where V2 denotes the Riemannian Hessian.

(P2) (Uniform LSI) There exists > 0 such that V¢ > 0, Fj satisfies local o-LSI at f1, as in
Def. 2.1.

3Strictly speaking, (P1) is only a sufficient condition for displacement smoothness (see details in App. B).
We refer to (P1) as displacement smoothness in this paper for conciseness only.
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Definition 2.1 (Local LSI). We say that a functional F3 = F + 37! H satisfies local a-LSI
at p € P(Q) if Z = [ exp(—fF'[u])dw < oo and the proximal Gibbs measure [i =
Z Lexp(—BF'[u]) € P(Q) satisfies a-LSI, that is
. 1 .
vu' € P(Q), H (1W'|p) < 5-1(1']R),
where the relative entropy and relative Fisher Information are respectively defined as
dp/ dp/
H/,L’[L::/log< A>du', Iu’ﬂ::/HVlog —(w
(i) = [ 1ox( (1) = | V15 o)

and || - ||, denotes the Riemannian metric.

2
d/ (w),

We review some useful criteria for LSI in App. B. In particular, the uniform LSI property (P2)
holds for example when training two-layer neural networks with a frozen second layer, under some
technical assumptions such as bounded activation function. In fact in that case, the proximal Gibbs
measures /i even satisfy LSI uniformly for all p € P(€2) [Chi22b; NWS22].

Note that the Riemannian gradient V and the Laplace-Beltrami operator A appearing in (2.1), as well
as the definition of Brownian motion, depend on the Riemannian metric of 2. This dependency is
reflected in (P1) and (P2).

The global convergence of MFLD is guaranteed by the following theorem, with a rate.

Theorem 2.1 ([Chi22b, Thm. 3.2][NWS22, Thm. 1]). Consider F : P(2) — R and (u) as in (2.1).
If (PO), (P1) and (P2) are satisfied then for t > 0 it holds

BV H (i) < Fa(pe) — Fa() < exp(=26""at) (Fs(po) — Fi(1a5) )

Note that although the L-smoothness constant does not appear in Thm. 2.1, it does appear in the
discrete-time guarantees of [SWN23], and is thus an important quantity in practice. In this paper, we
limit our analysis to the mean-field dynamics (2.1) because its time-discretization has not yet been
studied on Riemannian manifolds. In continuous time, the proof of Thm. 2.1 translates directly to
Riemannian manifolds thanks to our definition of (P1), see App. B.

3 Reductions from signed measures to probability measures

In order to apply the MFLD framework to solve our initial problem over signed measures (1.1), we
must first recast it as an optimization problem over probability measures. In this section we build two
such reductions, and discuss the properties (PO, P1 and P2) of the resulting problems.

3.1 Reduction by lifting

Reductions by lifting consist in representing signed measures as projections of probability measures in
the higher dimensional space 2 = R x W. This construction involves the 1-homogeneous projection
operator* b : P1(Q) — M (W) characterized by

Vo €COVR). [ olw)t)(au) = [ rofuwputar,du),

where P, (12) is the subset of P(Q) for which [ |r[Pdu(dr,dw) < 4oc. For instance, it acts on
discrete measures as h (% S (5(”’%.)) = o 2 70w, We also define, for b € [1,2] and
€ Py(), Uy(p) = ([q r|°du(r, w))Q/b . The objective functional of the lifted problem is then
defined, for p € P,(Q), as

A
Fxp(n) = G(hu) + 5 ¥s(p). 3.1

It is equivalent to minimize G, or F) p, as shown in the following statement.

*We could consider more general p-homogeneous projections as in [LMS 18], but we show in Sec. C.2 that
we can always bring ourselves back to the case p = 1 up to a change of metric.
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Proposition 3.1. Let v € M(W). For any pi € Py(W) such that hyw = v, it holds F ,(p) > Ga(v),
and equality holds for ji(dr,dw) = &) (dr) |v](dw)

vl

this jp when b > 1). In particular, if G admits a minimizer then F) ; does too, and it holds

where f(w) = HVHT\/%(IU) (and only for

i F = i G .
ain Fao(p) = min Ga(v)

It is not difficult to see that F) ; satisfies (PO) as long as G, admits a minimizer. In order to study
(P1) and (P2), we need to define a Riemannian metric on 2. Following [Chi22c], we consider a
general class of Riemannian metrics on Q* := R* x W, parameterized by ¢,,q, € Rand " > 0,

defined by
ory ore -l 0r10m9 G (e 5 35
owi ) 7 \ dwy () - |T| r2 + |’I"| < Wy, ’LU2>w . (3.2)

This indeed defines an inner product on 7}, ,,,)Q2* := R x T3,V that varies smoothly, and so equips §2*
with a (disconnected) Riemannian manifold structure [Lee18]. Intuitively, the parameter I' will govern
the relative speed of the weight or position variables along gradient flows; larger I' means faster
weight updates.

Two particular cases of this construction appear (sometimes implicitly) in the literature on 2NN:

(i) when g, = 2 and q,, = 0, the metric (3.2) extends to the product metric on {2 = R x W.
With W = R%*1, this corresponds to the usual parameterization of 2NNs and is the setting
of most previous works applying MFLD to 2NN (with a weight decay regularization on the
second layer for b = 2 and A > 0).

(i) when ¢, = q, = 1, Q* is isometric to the union of two copies of the (tipless) metric
cone over W [BBIO1] (via the mapping (r,w) + (sign(r), /|7, w)). This is the natural
setting for optimization over signed measures; and with WW = S%, is equivalent to the
parameterization of 2NNs with ReLU activation and balanced initialization [CB20, App. H].

Issues caused by the disconnectedness of 2*. On the level of the equivalence of variational
problems, one can check that the statement of Prop. 3.1 also holds if 2 = R x W is replaced by
Q* = R* x W. However, when the manifold 2* is truly disconnected,’ then P(£2) is not connected
in the sense of absolutely continuous curves in Wasserstein space. More precisely, {2* is the disjoint
union of Qi = R} x W and Q* = R* x W, and one can show that (for certain choices of
Gr, Qu), if (1¢)¢ is a Wasserstein gradient flow (or any other absolutely continuous curve), then

e (S05) = po(Q24) for all ¢.

Moreover, supposing for simplicity that G has a unique minimizer v and that b > 1, then F)
has a unique minimizer x*, and p* (%) = vy (W)/ ||v||; Where v = v — v_ is the Jordan
decomposition of v. Therefore, Wasserstein gradient flow for F) ; can only converge to p* if it was
initialized such that 110(£27 ) = p*(£2% ). In terms of particle methods, this means that the fraction of
the particles (r;, w;) initialized with r; > 0 must be precisely p* (€% ). A similar problem arises if
we apply MFLD to F) 3, since it is nothing else than Wasserstein gradient flow for F , + 87 H;
but it is more tedious to discuss formally, as F ;, + 8! H does not have a minimizer in general.

In order to bypass this limitation, one may focus on settings where the ratio v W)/ |||, for the
optimal v is known in advance, e.g., the problem (1.1) constrained to non-negative measures, or on
choices of g, q,, for which (2* can be extended into a connected manifold, such as the product metric
gr = 2, qw = 0. However, even in those cases, MFLD on F), ; presents other limitations.

Incompatibility with MFLD. We now show that, in spite of the degrees of freedom given by the
parameters g, ¢,, and b, satisfying both (P1) and (P2) requires restrictive assumptions. This suggests
that the lifting approach is fundamentally incompatible with MFLD.

>This issue also occurs in the case ¢ = ¢, = 1, even though Q* can be completed into a topologically
connected set by adding an element 0 “bridging” the two cones Q% and Q* . Indeed, any particle reaching 0
remains at O for all subsequent times. Besides, this completion is not itself a manifold, as 0 is a singularity.
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Proposition 3.2. Consider F) ;, from Eq. (3.1) and Q* equipped with the metric (3.2). Suppose G’ [V]
is continuous for all v and that there exists v such that V*>G'[v] is not constant equal to 0. Then

* Ifqr # 1 orqy, # 1 orb # 1, then (P1) does not hold.

e If g = quw = b =1, then for any j € P1(Q), there exists \g > 0 such that Fy, + 3~ H
does not satisfy local LSI at p for any A\ < X\ (in particular (P2) does not hold unless X is
large enough).

When ¢, = g, = b = 1 and ) is large enough, then it can indeed be shown that Thm. 2.1 applies
under natural conditions, see for instance [Chi22b, Sec. 5.1].

Remark 3.1. For functionals of the form G s = G(v)+2 ||V 7y, instead of (1.1) which corresponds

to s = 2, one can formulate a similar reduction by posing ¥y, (1) = (/[ | r|® dp(r, w))*/? and

Faps(p) = G(hp) + 2V, 4(1). The statements of Prop. 3.1 and Prop. 3.2 hold true with G
replaced by G 5, and F) by F)\ 3 5, forany 1 < b < s, as can be shown by very simple adaptations
of the proofs (only the second inequality in the proof of Lem. C.1, and the definition of A’ in (C.2),
need to be adapted). Note that the problem considered in [Chi22c] is of the form G(v) + X |||/ 1+
and they analyzed Wasserstein gradient flow on F\ ; 1 with ¢, = g, = 1 (in particular the issues
caused by the disconnectedness of {2* are bypassed thanks to the choice b = 1). The above discussion
shows that applying MFLD to that problem would only yield convergence guarantees for \ large
enough.

3.2 Reduction by bilevel optimization

We define the bilevel objective functional Jy for n € P(W) as®

. AP
= f — —_ 3.3
B = inf G0)+ /W ; (3.3)

It can be derived using the variational representation of the squared TV-norm [LCBGJ04; Bac19]:
2
for any v € M(2), one has HVHQTV = mingepow) fiy % By exchanging infima, it thus holds

. A 2 .
inf,epomy Ga(v) = infyepony vemon) Gv) + 5 [ % = inf,cpow) Jr(n). Moreover, the
objective m1n1m1zed in (3.3) is jointly convex in (7, ) and partial minimization preserves convexity,
so J) is convex. Let us gather these crucial remarks in a formal statement.

Proposition 3.3. The bilevel objective Jy is convex and infp ) Jx = inf vy Ga. Moreover, if
|v]

vl

G admits a minimizer v € M(W), then arg min J = { ,v € argmin G }

Link between the lifted and bilevel reductions. The equality case in the statement of Prop. 3.1
shows that we can restrict the lifted reduction to measures p € Pp(2) of the form p(dr, dw) =
0 ¢(w)(dr)n(dw) for some f : W — R and n € P(W). Since they satisfy hyu(dw) = f(w)n(dw),
the lifted reduction with b = 2 thus rewrites

min  min G(fn) + / f(w)?dn(w

n€P(W) fEL?(n)

After the change of variable (v, ) = (fn,n), the outer objective is precisely J (7). Thus, Wasser-
stein gradient flow on Jy can be seen as a two-timescale optimization dynamics: it is the Wasserstein
gradient flow on F)) 5 in the limit where I' — oo. In the context of 2NN training with the parametriza-
tion (i), this amounts to training the output layer infinitely faster than the input layer, as done
in [BMZ23; MB23; BBP23; TS24]. This remark allows to implement the bilevel MFLD numerically
by discretizing in time the system of SDEs, for fixed large N and I',

Vi <N, dry = =T V. F} 5[] (rf, wy)dt = -T (G'[v)(w}) + Ar}) dt (3.4)
dw! = fvwiF;Q[ut}(r;’,w;’)dt + /287 1B} = —riVG' ] (w!)dt + /26~ 1dB!

SWe use fw n as a shorthand for [}, (S—Z(w)ydn(w).
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where j1; = & 37001 64 iy and v = & 30 740, and taking 7, = & S, 6,,;. Notice the
absence of noise term on the weight variables 7; it reflects the fact that MFLD for the bilevel objective
is not a limit case of MFLD for the lifted objective, as the noise would prevent to reach optimality in

the inner problem.

Compability with MFLD. We now show that, in contrast to the lifting reduction, the bilevel
reduction is amenable to MFLD. The main assumption on (1.1) is as follows.

Assumption 1. G : M(W) — R is non-negative and admits second variations, and for each
i € {0,1,2}, there exist L;, B; < oo such that || V'G"[V](w,w)||, < L; and [|[V'G'[V]|| <
Li |v||py + B; for all v € M(W) and w,w’ € W. Moreover there exists Ly < oo such that

[V Ve G ] (w, w')|| < Lo for all v, w, w’. Furthermore, W is compact and the uniform probabil-
ity measure 7 on WV satisfies LSI with constant «,.

Concrete settings that satisfy Assumption 1 are discussed in Sec. 5. The following proposition
confirms the compatibility with MFLD and gives quantitative bounds on the LSI constant.

Proposition 3.4. Under Assumption 1, Jy satisfies (P0), (P1) and (P2). More precisely, for any
n € POW), Jx + B~ H satisfies local LSI at ) with the constant o;; = o exp (—5 LoBJx(n)).
Further, Jy + 371 H satisfies o-LSI uniformly along the MFLD trajectory (n;); with the constant
o = ar exp (=3 LoBmin {G(0), Jx(no) + 87 H (no|7) }).

In view of the negative result of Prop. 3.2 for the lifting reduction, and the positive result of Prop. 3.4
for the bilevel reduction, in the sequel we focus on MFLD applied on Jy, which we will refer to as
MFLD-Bilevel.

4 Global convergence and annealing for MFLD-Bilevel

While the bounds from Prop. 3.4 along with Thm. 2.1 allow to establish global convergence to
minimizers of .J, + 7' H, our aim is to minimize the unregularized bilevel objective .J5. This can
be achieved by annealing the temperature parameter 3! along the dynamics. Namely, Theorem 4.1
of [Chi22b] guarantees that by choosing 3; = clog(t) for an appropriate constant ¢, the annealed

MFLD trajectory .
Oy = div(n: V5 [ne]) + B, Ane

satisfies Jy (1) — inf Jy = O (lolgol%gt). This is a very slow rate however.

In this section, we show that the structure of J originating from the bilevel reduction can be
exploited to go beyond the generic guarantees from [Chi22b, Thm. 4.1]. Namely, we study in detail
an alternative temperature annealing strategy, and we show that it improves upon the classical one
B¢ ~ log(t) in terms of convergence to a fixed multiplicative accuracy.

4.1 Faster convergence to a fixed multiplicative accuracy

Definition 4.1. Suppose 0 ¢ arg min G, so that J} = inf J) > 0. We will say that MFLD-Bilevel
with a given temperature annealing schedule (/3;)>o converges to (1 + A)-multiplicative accuracy in
time-complexity T, for a fixed positive constant A (say A = 0.01), if Jy(n7,) < (1 + A)J5.

Note that in machine learning settings where the problem (1.1) corresponds to learning with overpa-
rameterized models, it is realistic to assume J3 to be small (as long as the regularization A is small),
and T’ is the time it takes for the annealed MFLD to achieve a suboptimality of at most AJ3.

For ease of comparison, let us report the time-complexity T that can be achieved by simply running
MFLD-Bilevel with a constant but well-chosen 3, based on the bounds from Prop. 3.4 and Thm. 2.1.
Proposition 4.1 (Baseline “annealing” schedule: constant 3;). Under Assumption 1, let A > 0

and assume that A < %ﬁ(o). Then, MFLD-Bilevel with the temperature schedule Vt, 3; =
A

fj; log (Aoﬁ ) converges to (1 + A)-multiplicative accuracy in time
o CB C'LyG(0) CB 2G(0) ,
Ta < 1 . 1 -1 H
AS AT (AJ;) eXp< vas 8\ agg)) e Ay O lr)

where B = poly(Lg, L1, By, G(0),\™ ') and C,C" are constants dependent on W (and d and o, ).
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For the annealing schedule 3; ~ log(t), the time-complexity T that can be guaranteed from
inspecting the proof of [Chi22b, Thm. 4.1] has the same dependency on d, A and J; as for the
baseline 3; = cst.

Improved annealing schedule. Recall the result of Prop. 3.4: for any 3 > 0, Jy + 3~ H satisfies
local ov;-LSI at ) with iy = v, exp(—52 8.5 (). Informally, if we manage to control .Jx (7;) along
the annealed MFLD trajectory and show that it decreases, then we can increase (3; at the same rate,
while retaining the same local LSI constant. This observation and the resulting annealing procedure
were introduced in [SWON23], in a 2NN classification setting with the logistic loss. There the
optimal value of the loss functional, corresponding to our J3, is 0, and the annealing procedure
yields favorable rates for global convergence. Here we show that this procedure is also applicable for
MFLD-Bilevel, as soon as G satisfies the mild Assumption 1, yielding favorable rates for convergence
to a fixed multiplicative accuracy.’

Theorem 4.2. Under Assumption I, there exist constants B = poly(L;, B;, G(0),\™1) and C’
dependent only on G(0), H(no), W (and d and o) such that the following holds. For any A < ]* ,

MFLD-Bilevel with the temperature schedule (83;);>0 defined by Vk < K, ¥t € [ty, tr+1], B = de
where tg = 0 and K = [2log,(B/(AJY))] and

C B
tk+1tk012kk~exp()\(§1 (AJ*>+02)>’
A

achieves (1 + A)-multiplicative accuracy, with time-complexity

Cy B \? Lod [ Cs B
Th < < —1 . —_ lo .
A= ten = 1 g(AJ;) exp( X (A (AJ;)*@)

Note that assuming that G’ admits a minimizer v and that min G' = 0, as is typically the case in over-

parametrized machine learning settings, then by the envelope theorem J3 = inf (G + % ||||2TV) =

%)\ +o0(\). So in the regime of small )\, ignoring the subexponential factors, the time complexity
bound achieved by the annealing schedule of Thm. 4.2 scales as exp (c)\_1 log )\_1) for a constant c.
This improves upon the time complexity bound of the classical annealing procedure 3; ~ log(t) (the
same as in Prop. 4.1), which scales as exp(c’A\~2).

5 Local LSI constant at optimality for learning a single neuron

Devising temperature annealing schemes for global convergence, as illustrated in the previous section,
relies on bounds on the local LSI constant at every iterate 7, of the (annealed) MFLD. Such bounds
are readily provided by the widely applicable Holley-Stroock perturbation argument, on which for
example our Prop. 3.4 is based, but may be overly pessimistic. Indeed in this section, we demonstrate
that for MFLD-Bilevel, the LSI constant at convergence can be independent of 3, \ and d, instead of
exponential in (3 as a global analysis would suggest.

More precisely, we are interested in a*, the best local LSI constant of Jy g :== J\ + 87 H (:|7),
atny,p = arg min J)y g. In fact the prox1mal Gibbs measure of the optlmum is the optimum itself:
T3 = 1x,3, S0 ™ is precisely the LSI constant of 77, g. A bound on a* is of interest, especially in
the regime of large 3 (low entropic regularization), for two reasons. Firstly, it directly implies a local
convergence bound on MFLD-Bilevel, as shown in the proposition below. Secondly, characterizing
the dependency of «* on 5 may open the way to more efficient temperature annealing strategies; but
this is out of the scope of this paper.

Proposition 5.1. Under Assumption I, suppose 1 g satisfies LSI with some constant . For any
€ > 0, there exists a sublevel set of Jy g such that, for any initialization 1 in this sublevel set,

Trs(n) —inf Jy g < (Ja(no) — inf Jy g) e (@577 =),

"In fact, the annealing procedure of Thm. 4.2 would also yield a rate of convergence for any 7 : P(W) — R
with 7" [n](w, w") uniformly bounded and inf 7 > 0, instead of J,; but the resulting bound on TA would have

an additional factor of (inf 7)'/? inside the exponential. See Sec. E.2 for a detailed discussion.
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(a) A comparison of Wasserstein GF on the bilevel  (b) A comparison of MFLD applied to the Bilevel vs.
objective with (i.e. MFLD) and without noise. Lifted formulations.

Figure 1: The regularized training loss G, () (1.1) of a 2NN with the ReLU activation, learning a
teacher 2NN with the 4th degree Hermite polynomial as its activation. In both plots, d = 10 and
A = 371 = 1073. The implementation details are provided in Sec. F.4. Plots are averaged over 5
experiments. G7 is the best value achieved at each experiment. In Fig. (1b), “Conic” refers to using
the metric (3.2) with ¢, = 1, ¢,, = 1, while “Canonical” refers to the choice of ¢, = 2, g, = 0.

For the local LSI analysis, we focus on a specific setting of (1.1), namely, least-squares regression
using a 2NN with a normalization constraint on the first-layer weights, and a single-neuron teacher
network. See Fig. 1 for an illustrative numerical experiment. Note that Assumption 2, with additional
bounded-moment assumptions on ¢ and p, is a special case of Assumption 1, as shown in Prop. F.4.

Assumption 2. YV = S? is the Euclidean sphere in R*! and there exist p a covariate distribution

over R*1 y ¢ L%(Rd“) a fixed target function, and ¢ : R — R a C? activation function such that
~ 2 ~

G(v) = 3Esnp [0 (2) — y(2)|” where g, () = [,,, ¢((w, z))dv(w).

Under the above assumption, we show in Prop. F.1 a simplified expression for the bilevel objective
and its first variation,
A

Ia(n) = %(y, (Ky +Xid) " 'y)rz,  Jil(w) = =5 {e((w, ), (K + Aid)y)is,

where K, is the integral operator in L? of the kernel k; (2, 2') = [ o((w, z))p((w,2’))dn(w) and

id is the identity operator on L%. Additionally, we make the following assumption on the data
distribution p and on the response y.

Assumption 3. p is rotationally invariant and the labels come from a single-index model: y =
»((v, z)) for some fixed v € W.

With the above assumptions, we can state the main theorem of this section.

Theorem 5.2. Under Assumptions 2 and 3, there exists a function g : [—1,+1] — Ry such that

J5 6] (w) = —Ag({w, ) for any w € S%. Suppose that X < 1 and that there exist constants
¢i, Ci > 0 such that for all v € [—1,+1],

a<g(r)<Cy, ¢'(r) > —Cy,

g - < c,

g’"(r)(l _ 7"2)3/2‘ < 04.

Then there exist constants o, Dy (dependent only on the c;, C;) such that for any B > Dod\ ™!,
5, oc e~ BT satisfies cu,-LSI. Furthermore, if additionally #Eamp [ gp(i)"L4(p) < 00
fori € {0,1,2} where ||go||i,,(p) = [le((w,z))[Pdp(z) (independent of w as p is rotationally
invariant), then there exists a constant & dependent only on those constants and on the c;, C; such
that, provided that 8 > poly(d, \™1), nx g satisfies o*-LSI.

The proof is based on the observation that 1y g ~ arg minJy = d, the Dirac measure at v, for
certain regimes of 3 and ), in the Wasserstein metric. Thus we show that .J} [0,] is amenable to a
Lyapunov type argument inspired from [MS14; LE23], and then transfer its properties to J} [ 3]
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We now verify the assumptions of Thm. 5.2 for a class of smooth, non-negative, and monotone
activations which includes some popular practical choices such as the Softplus ¢(z) = In(1+ ¢*) and
sigmoid ¢(z) = 1/(1 4 e~ *). While we only consider smooth activations here for simplicity, certain
non-smooth activations such as a leaky version of ReLU can also satisfy the conditions of Thm. 5.2.

Proposition 5.3. Suppose Assumptions 2 and 3 hold, and b, (d + 1) < E[||z|*] < E[||=|"*]*/¢ <
bo(d 4+ 1) for constants by,by > 0. Let m = 2b3/2/b1. Suppose ¢ and o' are non-negative,
inf|.|j<m @(2) A ¢'(2) > 0 and ||<p(i)||L4(p) < oo for i < 3. Then, o satisfies the assumptions of
Thm. 5.2 with constants that only depend on by, ba, and .

6 Conclusion

In this paper, we investigated how mean-field Langevin dynamics (MFLD), an optimization dynamics
over probability measures with global convergence guarantees, can be leveraged to solve convex
optimization problems over signed measures of the form (1.1). For a large class of objectives G, we
highlighted that MFLD with a lifting approach necessarily runs into some issues, whereas the bilevel
approach always inherits the guarantees of MFLD, leading to convergence guarantees for G via
annealing. Finally, turning to a 2-layer NN learning task which can be stated as an instance of (1.1),
we showed that the local LSI constant of MFLD-Bilevel can scale much more favorably with d and 3
than a generic analysis would suggest.

Another approach to tackle (1.1) could be to build noisy particle dynamics directly in the space of
signed measures, complementing the MFLD updates with, for instance, a birth-death process. A
challenge then is to build such dynamics that can be efficiently discretized. It is also an interesting
question for future works to find other settings to which MFLD can be extended, beyond signed

measures.
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A Details for Sec. 1 (introduction)

A.1 Using ||||2TV vS. ||-|| 7 as the regularization term

The optimization problems we consider in this paper are of the form (1.1), that is, for ease of
reference,

) A
Ver/x\l/}g/v) Ga(v), Ga(v) = G(v) + B} ||V||2TV

Note the regularization term 3 ||uH2TV This is to be contrasted with the more usual form of optimiza-
tion problems

Uen/&li(r%/v)Gi(u), G5(v) = Gw) + Allpy

which uses |||/, as the regularization.

On the level of variational problems, these two classes of problems are equivalent, in the sense that
{0} U U argmin G = {0} U U argminé;\
A>0 A>0

where “0” refers to the zero measure on V. Indeed, note that by convexity, the argmins are determined
by the respective first-order optimality conditions, so that

goargminGA = {l/ € M(W); Yw, G'[v](w) + X vy ZSZB =0, A€ R+}
U argmin G; = {I/ e MW); Yw, G [v](w) + MZE;Z;' =0, e R+} .

A>0

To see that the set on the first line is contained in the second, let v € arg min G, then v satisfies

the first-order optimality condition for G with X = A [|/|| ;. Conversely, if v € arg min G then
either v = 0 or v € argmin G, with A = W

In terms of optimization convergence guarantees, when using the reduction by lifting, the problems
with ||-|| 7y, vs. with H||2TV regularization give rise to similar analyses, as discussed in Rem. 3.1.

However when using the reduction by bilevel optimization, it seems that only the problem with ||- ”5’\/
regularization is amenable to a precise analysis. This is perhaps most apparent in our derivation of
the simplified expression for the bilevel objective, Prop. D.2.

A.2 Detailed comparison with Takakura and Suzuki [TS24]

In this subsection, we show that the learning dynamics considered by [TS24, Sec. 2, 3] is an instance
of a variant of MFLD applied to the bilevel reduction of (1.1). We do this by recalling their setting
(in the case of single-task learning for simplicity) in notations that are compatible with ours.

* For a set of first-layer weights w; € W := R? and second-layer weights a; € R (for
1 < ¢ < N), and an activation function ¢ : R — R, the associated 2NN is defined as

N
=+ 3 aip(w] @)
* For pn € P(R x W), the associated infinite-width 2NN is z — [, .\, ap(w " z)dpu(a, w).
Note that in our notation of Sec. 3.1, this also writes = — [}, ¢(w " z)d[hu](w).
« Consider a data distribution p(dz,dy) € P(R% x R,,). We may define the Hilbert space of
predictors H = Lim (R<), and the “single first-layer neuron predictor” mapping ¢ : W — H

by ¢(w)(x) = @(w ' z). The predictor associated to an infinite-width 2NN parametrized
by pis then [, .\, ad(w)du(a, w).
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Consider a loss function 4(7,y) : R, x R, — R, inducing a risk functional over predictors
given by R(h) = E¢, 4)~,[¢(h(z),y)]. We may define the unregularized risk functional
over (infinite-width) 2NN weights by

e =r( [ astwinon)) = r ([ otwntmiw)).
Accordingly, let the operator ® : M(W) — # such that v = [|,, ¢(w)dv(w), and

G(v) = R(®v) = R ( /W ¢(w)dy(w)> .

Then the unregularized risk is £(p) = G(hp).

The regularized risk functional considered in [TS24, Sec. 2.1] is

A 1
F(u)=R (/R " a(b(w)du(a,w)) + 5/R y a*dp(a, w) + ﬁ/ﬂ@ y l|wl|® dpe(a, w)
(A1)

— G+ 5 [

1 2
dula,w) + 5 [ ol dula, )
RXW 0% JRxW

(More precisely, “F(f,n)” in their notation corresponds to our F (8 4, (da)n(dw)), their

“N” corresponds to our A , and their “No” corresponds to our 1/ 02.) Note that, in our
notation of Sec. 3.1,

1
fw=mmwhﬁf ]2 dpa(a, w).
20 RxW

The bilevel limiting functional, which is the main object of study of [TS24, Sec. 2.1], is then
defined as the mapping G : P(W) — R such that

G(n) = f:%lin (6(w)(dr)n(dw)),  corresponding precisely to

G(n) = In(n) + 55 |l dnte)

in our notation of Sec. 3.2 (see the paragraph “Link between the lifted and bilevel reduc-
tions”). Interestingly, the convexity of G is almost immediate with our presentation, as it is
expressed as a partial minimization of a convex function, whereas the proof of the convexity
of G in [TS24] is quite involved.

They also introduce a functional “U” which corresponds precisely to our J(7), and which
is an important auxiliary object in their analysis.

* The learning dynamics studied from Section 2.3 onwards in [TS24] (except for the label
noise procedure in Section 5), is precisely MFLD for G(7):

Oy = B Ay + div (7, VG'[n,])
= 71 Ay + div (m (VJ& [ne] + ;w» (A2)
(and their constant “\” corresponds to our 37 1).
“MFL + confining” dynamics. The PDE (A.2) can be interpreted as a variant of MFLD for J),
in two ultimately equivalent ways: one is as the MFLD PDE (2.1) with an added “confining” term

- %w, which intuitively encourages the noisy particles to remain close to the origin. Another is as
Wasserstein gradient flow for the regularized functional

1
Tpa =I5 H+ o [ el dnw)
ALY

=D+ BT (|57 207)  where 57120y = N (0,570 ),
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whereas MFLD for J) is the Wasserstein gradient flow for the functional regularized by entropy only,
Jrp = Jx+B7 H (-|7) = Jy+ B~ H+cst. Unsurprisingly in view of this second interpretation, the
distribution 3~1/20+y plays a similar role in the analysis of convergence of (A.2) [TS24, Lemma 3.5],
as played by the uniform measure 7 in our paper: the local LSI property of Jy g, (resp. Jy g) is
obtained by applying the Holley-Stroock argument using 5~ 1/25+ (resp. 7) as a reference measure.

Note that the additional confining term — U—lzw in (A.2) cannot be captured straightforwardly by any
additional penalty term on the objective G from (1.1). Indeed, informally, the three terms in (A.1)
each have a different homogeneity in the variable a. Rather, the confining term in ¢ should be viewed
as corresponding to another regularization term added to (1.3), besides the entropy one in 371,

In short, while our work considers MFLD i.e. Wasserstein gradient flow for F' + (3 —1H as the main
“algorithmic primitive”, the work of [TS24] considers a MFL+confining dynamics, i.e. Wasserstein
gradient flow for F' + 8~ H (-|Bo?7).

Summary of differences. On a technical level, the learning dynamics considered by [TS24]
corresponds to a special case of a variant of the MFLD-bilevel we consider from Sec. 3.2 onwards.
Namely, they focus on instances of the problem (1.1) where G has a particular form, corresponding
to learning with 2NN; and they consider YV = R? and use an additional confining term —ﬁw in the
MFLD dynamics, while we consider settings where }V is a compact Riemannian manifold, and no
additional confining term is needed.

We also emphasize that, while our work and that of [TS24] cover some similar settings, our focus is
quite different. In that work, the key object of interest is the kernel that is learned by MFLD in a 2NN
setting ((z,2') — [ p(zTw)p(xz " w’)dn(w) in the notation of our second bullet point above). By
contrast, our main motivation is a general optimization question: how to use MFLD as an algorithmic
primitive for problems of the form (1.1). In particular we do not assume a particular form for G
except in Sec. 5, and we pay special attention to the bounds on the local LSI constants of .J, along
the MFLD trajectory, instead of using the global uniform LSI bound (compare Prop. 3.4 and [TS24,
Lemma 3.5]).

B Details for Sec. 2 (background about MFLD)

B.1 The displacement smoothness property

For MFLD (Eq. (2.1)) to be well-posed, we require that F' is L-smooth along Wasserstein geodesics
for some L < +o00. More precisely, for any constant-speed Wasserstein geodesic (f1¢)¢cjo,1] C P2(€2)
with Wa(po, p1) = 1, t — F'() should be L-smooth in the usual sense of continuous optimization.
This property ensures that the PDE defining MFLD has a unique solution [Chi22b, App. A], and is
also helpful to ensure convergence of explicit time-discretization schemes [SWN23]. The following
proposition gives a practical sufficient condition.

Proposition B.1. Suppose F' : P2((Q2, g)) — R is twice differentiable in the Wasserstein sense. Let
0 < L < oo. Suppose that F satisfies (P1), i.e.,

Y € Pa(Q), Yw € Q, max ’V2 F'lu)(s,s)| < L
Isll <1

and Y, p' € Pa(Q), Yw € Q, [|[VF'[u] = VF'[i/]|,, < L Wa(u, i)
where V2 denotes the Riemannian Hessian. Then F is 2L-smooth along Wasserstein geodesics.
The first condition can be stated as F'[u:] : € — R having Lipschitz-continuous gradients in the

Riemannian sense [Bou23, Coroll. 10.47], whereas the second condition can be interpreted as a
displacement Lipschitz-continuity of u — F’[u](w) for each w uniformly.

Proof. Let a constant-speed Wasserstein geodesic (11)ieo,1] C P2(€2) with Wa(po, 1) = 1, and
pose f(t) = F(u:). We want to show that f is 2L-smooth in the usual sense of continuous
optimization, for which it suffices to show that V¢, |f”(t)] < 2L.

35179 https://doi.org/10.52202/079017-1109



6t,ut = —div(Vqﬁt/;t)
O = —5 IVl
Jdpe ||Vq5t\|2 = Wi (o, 11) = 1 for all t. So we can compute explicitly:

By [Vil09, Eq. (13.6)] there exist functions ¢; : 2 — R such that {
110 = 57 ) = [ dpe (VFu, V)
70 = [ a@u) (T Vo + [ G (TF Dl 550

— [ (9 (VF ). Vo) | Vor) + [ am (<VF’[M, C‘ftwt> + <jtVF’[ut], V¢t>>
— [ du 9 P90, 961

4 [ 9200 (VF ). Vou) + [ du (TF i, T0u6)

d
+/dﬂt <dtVF/[Ht],V¢t>-
Vi (w)

Now the first line can be bounded using the first condition of (P1): writing s;(w) = W for all
t and w,

\ / dpr V2 F' )Yy, Vby)| = \ / dpr [Verl V2 F' ) (51, 80)| < L - / due V|2 = L.

Moreover, one can show by direct computation that the second line is zero, using that d,¢; =
-1V, ||>. For the third line, we have

dt

d d
‘/dﬂt <dtVF,[MtLV¢t>‘ S/dﬂt V@l - sup sup VF/[NJ(W)H

tel0,1] weQ

since ([ dpu ||qut||)2 < [du: |[Vé:||> = 1. Finally, let us show that the second condition of
(P1) implies a bound on the last quantity: for all w € €2, by applying the assumption to y = u; and

W= pis,

IVE [ps)(w) = VE [pe] (W)l L Walpss, 1)
s—t - s—t

=1L

since (u¢); is a constant-speed geodesic with Wa(pug, 11) = 1. So by letting s — ¢ we obtain that
| LV F' [ju](w)|| < Lforallt € [0,1], w € Q. Thus we have shown |f”(t)| < 2L, and so F is
2L-smooth along Wasserstein geodesics. O

B.2 Classical sufficient conditions for LSI

For ease of reference we reproduce here a classical sufficient condition for a probability measure
1 € P(Q) to satisfy LSL

Lemma B.2 (Holley-Stroock bounded perturbation argument [HS86]). Let p, o € P(S2) such
that | is absolutely continuous w.r.t. pg. Suppose that i satisfies LSI with constant o and that

—M < log ;ﬁ(u)) + ¢ < M forall w € supp(p), for some ¢ € R and M > 0. Then p satisfies

LSI with constant ce™M.

C Details for Sec. 3.1 (reduction by lifting)

C.1 Proof of Prop. 3.1
Here we present a slightly stronger version of Prop. 3.1 that uses the p-homogeneous projection

operator for arbitrary p > 0, in preparation for the next subsection, where we show that one can
restrict attention to the case p = 1 as done in the main text.
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Recall that we let 2 = R x W. For any p > 0, we denote by h? : P(Q2) — M(W) the signed
p-homogeneous projection operator [LMS 18] defined by

Vo € COV,R), /W () (A1) (duw) = / sign(r) r[” o(w)p(dr, dw).

. p (1 m _ 1 m : X |P
More concretely, for atomic measures, h (m > e 6(”7%)) = -2 iy sign(ry) [rs]" ;.

Lemma C.1. Forb € [1,2] andp > 0, let Uy, ,, : P(Q) — R U {+oc} defined by Uy, ,(u) =

2/b
(fﬂ [P dp(r, w)) if v € Ppp(Q), and +o0 otherwise. Then
. 2
min Wy ,(p) = [[V]7y -
ws.t. hPpu=v
Moreover, if b = 1 then the set of minimizers is
{p e POW); hPu = v andVw,supp(u(-|lw)) C Ry or supp(u(-|w)) CR_},

and if b > 1 there is a unique minimizer which is 0 (., (dr) ‘ll‘;'?ld? where f(w) = ||u||;/5 %(w)
T

Proof. For any ;1 € P(2) such that h? = v,

ax / sign(r) [r[? é(w)du(r, w) < / I[P dpa(r, w)

B2 il =
Iplry = max

b

b\ 2/0 2/
0 W2y = [hPul2y < (( / Irlpdu(r,w)> ) < ( / |rpbdu<r,w>) — (),

where the first inequality follows from the triangle inequality, and the second inequality follows
from Jensen’s inequality since ¢ — t® is convex on R_.. Note that the first inequality above holds
with equality if and only if there exists ¢ : W — [—1,1] such that sign(r)¢(w) > 0 for all
(r,w) € supp(p), i.e., if the conditional distribution y(dr|w) is either supported on R or supported
on R_ for each w. Conversely, the value ||1/||2TV is attained by letting p(dr, dw) = ¢, (dr) |v](dw)

vl
1 . .
where f(w) = ||z/||T/‘]‘/7 ﬁ(w). This proves that min,.pr,—y, Vs (1) = ||V||2TV

For b = 1, t — t* = t is linear, so equality always holds in Jensen’s inequality. So the set of
minimizers is all of {u € P(W); hPu = v and Yw, supp(u(-|w)) C Ry or supp(u(-|w)) C R_}.

For b > 1, t ~ t is strictly convex, the second inequality above holds with equality if and
only if there exists a constant ¢ such that |r|” = ¢ for all (r,w) € supp(u). So for u to be a
minimizer, the conditional distribution z(dr|w) must be concentrated on {c'/?, —c'/P} for each
w. Moreover, for the first inequality above to hold, the conditional distribution at each w must
be either supported on R or suported on R_, so there exists a function f : W — {c!/P, —c/P}
such that p(dr, dw) = () (dr)p” (dw) where p* € P(W) denotes the marginal distribution.
Since hPu = v, then for all fixed w, [ sign(r) |r|” p(dr,dw) = sign(f(w))cu® (dw) = v(dw).

So sign(f(w)) = sign(-2% (w)) = %(w) and p*(dw) = 1 |v|(dw) since p* is a probability

dp,“’
measure so non-negative, and integrating on both sides over €2 shows that ¢ = ||v||,,,. Hence the
only minimizer is u(dr, dw) = 6 () (dr) I"ljylﬁdw) where f(w) = cl/p%(u}). O
TV

Prop. 3.1 follows directly as a special case of the following proposition with p = 1.

Proposition C.2. Letanyp > 0and b € [1,2] and let ¥y, ,, : P(2) — RU {400} as in the lemma
above. Consider the optimization problem over probability measures, with A > 0,

. A
#énplgz) Fypp(p) where Fyp,(n) = G(hPu) + §\I/b,p(,u). (C.1)
Then minp(Q) FA,b,p = minM(W) G)\.

v(dw)
HV”TV

Ny ae

Moreover, if b > 1 then argmin F' = {6 Yp av () (dr) ;v € argmin G}, and otherwise

argmin F' = {y; h?p € argmin G and Vw, supp(u) C Ry or supp(u) C Ry }. Furthermore, F
is convex.
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Proof. The fact that minp () F 5, = minyy ) G can be seen directly as follows:

A
i F - i G hp + 7@
uém? : (1) uém? : (hPu) 5 bp (L)

A
— mi in  G(hPu) + =0
VEIJI\I/ll?Q) [MEP{SI%;:I}W—V ( M) + 2 b,p(/i):|

A
= min GW)+2| min U
VGH/\I/ll?Q) (l/) * 2 [MP(%{QP—V b,p(y‘):|

A2
L in, G0+ S lvllny = min GA(@)

where we used the lemma above at the fourth equality. The characterization of argmin F' in
terms of arg min G follows from the characterization of the minimizers of the inner minimization
[min,ep(o):nr—y, ¥s(1)] in the third line, which is given by the lemma above.

Furthermore, F} ; , is convex since G and ¥y, ,, are. O

C.2 Equivalence of using (cp, cq;, ¢q,,,'/c?) for any ¢ > 0 by reparametrizing

Equivalence of Riemannian structures on Q* for (cq,, cq,,'/c?) for ¢ > 0. Recall that we
consider equipping Q2* = R* x W with a Riemannian metric of the form (3.2), reproduced here for
ease of reference:

ory ) 1 q 01072 . . ~[rt mq'r—? 0
<<5w1> ) (5w2>>(r » =T |7“| 2 +|7”‘ <6w1,6w2>w, Le., J(rw) = 0 |7“‘qw o .

The following proposition shows that, in fact, different choices of g;, ¢,, and I' lead to the same
geometry, up to a reparametrization of the form (a, w) = (r®,w) (for r > 0). Namely it is equivalent
to use the metric with exponents (g, g,,) or with (%, %) up to adjusting T'.
== 0 ]
0 ‘T|qw Gw
on Q* = R* x W. Then for any q,,q, € Rand T';a > 0, the map T, : (Q*,g[qhqw’p]) —

Proposition C.3. For any g, qu, denote by gq, 4.1 the metric g,y = {

(Q*, 9[%,%@21‘]) defined by T, (r,w) = (sign(r) |r|* ,w) is an isometry.

Proof. Since Q* is a disjoint manifold: Q* = R xWW UR* xW, and since T, (R, x W) = R xW,
it suffices to check that the restricted map 7 : (R%. x W, g(g. q..1]) — (]R*Jr x W, 9[az 2 o2r]
is an isometry (as well as the analogous statement for the restricted map 7, but it will follow
analogously).

Indeed, denote by § the metric on R*. x W induced by T". It is given by, for (a,w) = T} (r,w) =

(r*, w), so %‘1 = a%,

ory ) ore\ _ (daq e das \ oza%drl e oza%drg
dwy ) I \Swy ) T \dwy ) 9@ \wy ) T\ swy ) @)\ swy

- . é 0 & 0
SO J(a,w) = 1 9(r,w) 0 1
_ QZ;F‘W‘N‘Z 0 | _ [T la2ar/o2 0
0 e g, 0 aqw/agw :

So g is precisely 9[az, 2 g2r] on R% x W, which proves the claim. O

Equivalence of the Wasserstein gradient flow of F) ;, ,, for (cp, cq;, cq,,, I'/c?) for any ¢ > 0.
Proposition C.4. Let T : (21, gpj) — (2, gjg)) an isometry between Riemannian manifolds. Let
F : P(Q1) — R (sufficiently regular) and (u;): a Wasserstein gradient flow for F, i.e., Oy =
—div(p: VF'[p1s]) (where NV denotes Riemannian gradient in (01, gnp)). Then, (fu); = (Typue)e is a
Wasserstein gradient flow for F : P () — R defined by F(ji) = F(Tﬁ_lﬂ).
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Proof. First note that go) is given by, for all y = T'(z) € s, so dy = DT (x)dx where D denotes
the differential,

3y" gy 8y’ = 8" gpy, 02’ = 0y ((DT(x))™") " gpye (DT(x)) "0y’
5o ik = (DT(@)™) gty (DT@) ™).
Also note that F'[ji](y) = F' [T_l/]](T L(y)), as one can check directly by computing
lim, _, % {F(quev) F(,LNL)i| = lim._,o 1 {F ﬂ+€T_1D) fF(Tu_lﬂ) . In particular
DF'[fl(y) = DF'[T; F(T~ (y))(DT(T())) . Then for any ¢ : 25 — R,

i | sie=5 [ er@iane)
= || DeTE)DT@) g DF ul(x)aa(x)
/ Dealy) g3} DI [fe)(y) e (y):
That is, O;j1; = —div(/]tg[;]lDF’ [f¢]), i-e., (f1t)s is a Wasserstein gradient flow for F. O

Proposition C.5. Consider the functionals F) y, , over P(2) from Prop. C.2 and the Riemannian
metrics giq, q.,,r) over " from Prop. C.3, where 0 = R x W and " = R* x W.

Fix ¢y, qw € R T,p,A > 0andb € [1,2]. Let (i), the Wasserstein gradient flow for F} ; ,, over
(Y%, 91q,..q.,1])» Starting from some o € P(2*).

Leta > 0and T, : Q* — Q defined by T, (r,w) = (sign(r) |r|*,w). Then (fir); = ((Ta )ﬂ/it)
coincides with the Wasserstein gradient flow for F5 p5 over (Q, Iy G f]) starting from [iyg =
(Tw)4 o, where

ﬁ:*a qr =

p S I = 5
« «

Proof. The proposition follows from an application of Prop. C.4 with T' = T,,, Q1 = (2%, g4, .¢...T])>
Qy = (O* s 9lgld, 1) and F' = Fy . Indeed the fact that T}, is an isometry from €2, to Q; was
shown in Prop. C.3. It only remains to show that F" o T}~ ! = I ; ;- And indeed for any i € P(2*),

Ay (Toms)efi) .

Frpp(To); ' 1) = Fapp(Ta-1)3ft) = G (WP (Ty-1)4i1) + 5

and h?(T,-1)4fi = h?/*[i, since for any ¢ : W — R,

/ o [P (T )] = / / w) sign(r) [r? [(To)gf] (dr, du)
-/ / w) sign(7) [77/* (A7, dw) = /Wsod (/]

2/b

and

W (T eit) = (I Q[T )eiil)” = (1777 it )

This confirms that F' o Tﬁ*1 = I} j ; and concludes the proof. O

Thus, it is equivalent to consider the lifting reduction with the hyperparameters (p, g, ¢, ') or with
(cp, Cqr, CQu, F/cz) for any ¢ > 0.

Remark C.1. The choice p = ¢, = q,, plays a special role, as Wasserstein gradient flows (u;); on
P(R% x W) for functionals of the form i +— G(hPp) then correspond to gradient flows (v;); on
M (W) for G in the Wasserstein-Fisher-Rao geometry [Chi22c, Prop. 2.1], via v; = h?p;. This
correspondence is lost however for functionals of the form of F 4, as in Prop. C.2 with A # 0.
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Equivalence of MFLD of F) ;, ,, for (cp, c¢g,, gy, '/c?) for any ¢ > 0. Since MFLD for F)p, , is
the Wasserstein gradient flow of F) 5, + 3~ H, then by Prop. C.4, by proceeding similarly as in the
proof of Prop. C.5, it suffices to check that fi — H((T,-1)s/) is equal to H itself, up to an additive
constant. And indeed, since 7, -1 is invertible, by data processing inequality for differential entropy,
we have H ((T,,-1)4/1) = H(ft) for all i € P(Q*).

C.3 Proof of Prop. 3.2
Lemma C.6. Let F)  , defined in (C.1) and Q@ = W x R. For any pn € P(),

F} il (r,w) = sign(r) [r|? G [hPp) (w) + X [r[** (C2)
where \' = /\%\I/bm(u)l*%.

Proof. For any i/ € P(Q),
lin (G0 ?) (1 + ep) — (G W) ()] = lim ~ [G(Rp + <) — G ()]

— [ n) ) = [ sin(e) I 6/ (w)du ()
w RxW

and so (G o h?)' [u](r,w) = sign(r) |r|’ G'[hP u](w). Moreover

o) = ( [ I autr w))g

2
2 b ’ b_ 2 ~by pb
bbbl = 5 ([ ™ antrwn)) b = S0
Summing the results of these two calculations gives the first variation of Fy , , = Goh?+3 ¥, ,. [
Lemma C.7. Let f : R% x W — R defined by f(r,w) = rPo(w) + NP0, for some p, N > 0,
be1,2], and ¢ : W — R. Assume that V? ¢ is not constant equal to 0.

Consider R, x W equipped with the Riemannian metric (3.2). If f has Lipschitz-continuous
Riemannian gradients, then necessarilyb = 1 and p = q, = qu, orb=1landp = ¢, /2 = q,, /2 and

V2p(w) = T'p? (gz;(w) + )\’) Guw for all w.
The proof of Lem. C.7 is technical, so it is deferred to the next section.

Proof of Prop. 3.2. Let us prove the first item in the proposition. Suppose by contraposition that F)
does satisfy (P1). Letany v € M (W) such that V2G'[v/] is not constant equal to 0, and consider some

v € P(£2) to be chosen such that hy = v. Then by the first condition of (P1), f == Fy ,[u]

R xW

the restriction of F)’\ »[1] to R x W must have Lipschitz-continuous Riemannian gradients. More
explicitly, by (C.2), f(r,w) = rG'[v](w) + /\Lrb where \), = %\I'b(u)l_%. So by Lem. C.7,
necessarily b = 1, and so X/, = AWy (p) /2. If ¢ := G'[v] satisfies V2§(w) = I'p? ((;;(w) + )\IL> Guw
for all w, pick any other y’ such that hy' = v and Uy (u') # ¥;(u) — the existence of such a
1/ follows from the first step in the proof of Lem. C.1. Then by applying the above reasoning to
1] o instead of f, since A}, # A}, we also have by Lem. C.7 that p = ¢, = ¢,,. This

T
shows that if F) ; satisfies (P1) then (g,,qw,b) = (1,1,1), which was the announced necessary

condition.

We now turn to the second item of the proposition. Suppose that ¢, = ¢, = b = 1. For any
€ P1(Q), denote

o G w)
Ao = S8 )
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Let us show that if A < Ag,, then F ; does not satisfy local LSI at ;.. Suppose that A < Ag,, i.e.,
there exists wg € W such that
Uy (1) 2X < |G [hp] (wo)] -

Let us distinguish cases between G’ [hp](wg) > 0 or G'[hu](wg) < 0.

First suppose G’[hy](wg) > 0, so that Uy (1)'/2X < G'[hp](wg). By continuity of G'[hu], let
N C W an open neighborhood of wy such that Y € N, ¥y (u)/2)\ < G'[hu](w). Then, since
FY 4l (r,w) = |r| (sign(r)G’ [hu](w) + A1 (1)'/?) by (C.2),

Vr € R_,Vw € N, FY,[u)(r,w) = |r| (—G’[hu](w) + A‘Ifl(u)”z) <0

and so // e_ﬂFivl[“](’"’w)drdwz/ /e‘ﬂFﬁvl[“]("’w)drdw
i AVY R_JN

Z/ /1drdw = +o0.
R_JN

This contradicts the exponential integrability condition in the definition of local LSI, and so F) ;
does not satisfy local LSI at .

Likewise, now suppose that G’[hu](wo) < 0, so that ¥y (u)'/2\ < —G'[hu)(we). By continuity

of G'[hu], let N C W an open neighborhood of wq such that Vw € N, ¥y ()2 \ < —G'[hpu](w).
Then

Vr € Ry, Yw € N, FY y[u](r,w) = |r| (G’[hu](w) + A\Ifl(u)m) <0

and so // e*BFi)l[“](r’w)drde/ /e*BF;-,l[”](T’w)drdw
RJW Ry JN

2/ /1drdw = +o0.
Ry JN

As in the previous case, we conclude that F ; does not satisfy local LSI at . O

C4 Proof of Lem. C.7 via computing the Hessians under the lifted Riemannian geometry

We start by a general lemma. We use D to denote differentials, and for a function f : R} x W — R,
we will write D, f = 210%) and D, f = 2Llrw),

ow
Lemma C.8. Let W, g) a Riemannian manifold. Let Q. = R* x W and consider
e 0
I(rw) = 0 B(r) " gw

for smooth positive functions «, 3 : RY — R’ This defines a smooth Riemannian metric g on 27, .

Denote by 9(rw)» V, T, V2 the Riemannian metric, gradient, Christoffel symbols, resp. Hessian
on %, and by g, V, T, V2 the corresponding objects on the original space V.

Let f : Q0 — R a smooth scalar field. Write for convenience f,.(w) = f(r,w), so that for example
Vfr(w) = gyt Dy f(r, w), and note that D,V f,.(w) = V D, f,.(w). Fix a local coordinate chart on
W. This induces a local coordinate chart on V', by adding the index 0 for the variable r. Then the
Riemannian Hessian f at (r,w) is given in coordinates by
— 1
V2 = a(r)? D7, f + Sa(r)d (r)D. f
— . . . 1 .
V2= V2 % = a(r)B(r)V Dy fr(w)' + ()8 (r)V fr (w)’
. 1 i
V2 7= B(r)* V2 fr(w)” — 5a(r)B'(r) - Drf - (9"

Proof. We will use uppercase letters for indes ranging over [0, d] and lowercase for [1, d], with the

index 0 corresponding to the variable r; for example V f(r,w)? = a(r)D, f(r,w). We will use
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Einstein summation notation freely. With slight abuse of notation we denote (g*);; = g~! for the
inverse matrix of the metric (g;;);; = g, and likewise for g’7, g, ;, so that for example g% = a(r).

We start by using that [Leel8, Example 4.22, Eq. (5.10)]

Wf(nw)”=g“g“[ O g Of ]

dwKwl KL My,
=M 1 e 109k | 09y 09y
and Ty = 29 [80.}] dwl AWk

where w = (r,w), and that the analogous formulas hold for f,. : W — R for all r and for I'}} the
Christoffel symbols of W.

By direct computations, we find that for all ¢, j, m € [1,d],

=0 1a/(r) =0 =0 -0 1 B'(r)

00 2 Oé(T) i0 01 0 ij QQ(T)ﬁ(T)z J
=m =m =m 15 =m
Ty =0 T =T = LB 5m IR

2p(r) "

So by direct computations, we find that

V2 1% = a(r)? DS + 5o(r)a (r)D, f

V[0 = T2 % = a(r)8(r)VD, /o (w)' + 3alr)B (1Y ()

.. .. 1 .

% f” = ﬁ(?“)2 VQ fr(w)u - §Q(T)ﬁ/(7“) : Drf . g”»
as announced. O
Corollary C.9. Let f : Qf = R% x W — R defined by f(r,w) = r2¢(w) + N'r*°, for some p > 0,
be[l,2, N >0andd: W — R

Consider Q2% equipped with the Riemannian metric (3.2). Then the Riemannian Hessian of f is given
in coordinates by

V2 f% = T2p(p — q,/2)r* 24P G(w) + TpbN (pb — g, /2)r> 20
VZfO= V2 =T(p = qu/2)r' ="V G(w)!

V2 i = 7200 2 (w) + %rqwr*qv-*qw - (preg(w) + pbXT™) (1)1,

Proof. Continuing with the same notations as in the proof of the lemma above, we have
Dy f = pr? = g(w) + pbA'r? ™! D} f = p(p = 1)rP~2¢(w) + pb(pb — A r?
Vfr(w) = rPVe(w) V2 fr(w)? = rP V2 p(w)¥
VD, fr(w)" = pr’~ Vo (w)'
and so

V2 [0 = o(r)? (p(p — 1)rP=2¢(w) + pb(pb — 1)/\’er‘2> + %a(r)o/(r) (prp‘lé(w) + pbA’rP”‘l)

=a(r)p (a(r)(p 1)+ ;ra’(r)> rP2p(w) + a(r)pbN (a(r)(pb -1)+ ;ro/(r)> b2

V2 [0 = V2 9% — o(r)B(r) - pr* Vo (w)' + %a(r)ﬁ'(r) PV (w)

) (3000 + 550 P V)

V2 [T = B(r)? -t V2 g(w) — %a(r)ﬂ’(r) (P dw) + pbXT ) g,

By substituting a(r)~! = T=1r& =2 and B(r)~! = r?»,ie. a(r) = Tr?~9 and B(r) = r~ 9, we
obtain the announced formulas. O
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Proof of Lem. C.7. Continuing with the same notations as in the proofs of the lemma and of the
corollary above, note that f : Q% = R% x W — R having Lipschitz-continuous gradients in the
Riemannian sense is equivalent to [Bou23, Coroll. 10.47]

sup  sup HV2 f(w)UgJKsKH < 00.
wEQj_ seTwﬂj w
sl =1

Rewriting everything in coordinates, this means that the matrix H (w) =

(\/511{ V2 f(w)t! \/EJL)KL € RE+DX(HD) must be bounded, uniformly in w € QF,

where (v/g;,)1; = /g denotes the square root of the positive-definite matrix g (pointwise for
each w). Concretely, for all ¢, j € [1,d],

Vigo = a(r) 2 =T7V5 027 g, =0, \/Eij = B(T)_I/Q\/gij = Tq"“/2\/§ij

and

2 _ 5 U2 f00

H(w)oo = oo V2 f

=Tp(p — 4/2)r~ " P (w) + TpbX (pb — g, /2)r~ 7"

ﬁ(w)jo = ﬁooﬁﬁﬁfﬂ)

= D12 (p — g [2)r =9 /27020 g i (w)’
H(w)u = \/gki\/éljﬁfij

- N ~
= \/gki\/glj v? P(w)" + FiqUﬂ’ - (prp¢(w) erb)\lrpb) Okl

(Note that here the indes do not respect the covariant/contravariant convention, i.e., “\/g 15 and
“H (w)kr” do not stand for covariant tensors: we really manipulate everything in coordinates
explicitly.)

Now, note that the desired condition means that H (w) k1, should remain bounded both for r — 400
and » — 0. That is, the exponents of 7 in the non-zero terms must all be 0. Thus, since we assume
that \’ # 0, and that V% is not constant equal to 0 and so in particular (;3 and V(]B are not constant,

« Uniform boundedness of the second term in H (w)y; implies that b = 1. Indeed N # 0,
and the first term (in V2¢) cannot cancel out both the term in ¢(w)r?~9" and the term in
N7rPb=dr if they scale differently with . This also implies that either p = ¢,, = ¢, or that

Gw = qr and V2p(w) = iTqup ((Z)(w) + /\') g% for all w.
« Uniform boundedness of H (w)qo implies that p = g, or p = ¢, /2.

« Uniform boundedness of H (w)70 implies that p = % or p = q,,/2. We saw in the first
point that ¢, = g, so equivalently p = ¢, = ¢, Orp = ¢,-/2 = ¢y /2.
Thus we get that f can have Lipschitz-continuous Riemannian gradients only if b = 1 and p = ¢, =

qu-orifb=1and p = q./2 = q,/2 and V2¢(w) = I'p? ((;E(w) + A’) G for all w. O

D Details for Sec. 3.2 (reduction by bilevel optimization)

D.1 Proof of Prop. 3.3

In preparation for the proof of Prop. 3.3, let us first provide a formal proof of the variational
representation of the squared-TV norm mentioned at the beginning of Sec. 3.2, with a characterization
of the set of minimizers. See [Chil7, App. 1] for the rigorous justification of these arguments in the
more general context of minimization of convex and positively 1-homogeneous integral functionals
over the space of signed measures.
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Lemma D.1 (“n-trick” for the squared TV-norm). We have

9 2

, . |v(dw)| - / 2

v = v(dw = inf / — = inf dn.

|| ||TV (/W | ( )l) nePW) Jw n(dw) ne’P(W}, fW=R Jy ‘f| n
st fn=v

|v(dw)|

= Tl
infimum in the fourth expression is attained at (and only at) the same 1 and f = ‘ZEZZ;I VNl

Moreover the infimum in the third expression is attained at (and only at) n(dw) , and the

Proof. The infimum in the third expression is the value of a convex constrained minimization
2

problem, whose Lagrangian is £(n; \) = [ % + A ([ dn—1). The dual optimality condition

[v(dw)]

implies Vw € supp(n), A = %(w)% so the infinimum is attained at n(dw) = 7l
TV

, with optimal
2
value ||v||7 -

The optimality condition for the infimum in the fourth expression follows directly from the one for
the third expression and from the constraint fn = v. O

Proof of Prop. 3.3. By the lemma above,

A 2
inf J = inf G — d
ne%l(vv) Am) neP(V\g}f:W—ﬂR (Fn) + 2 /w £ dn

>\ 2
VEMW) nEP(W). FW—E (fn) +5 /Wf| n

s.t. fn=v

A 2
inf G — inf d
VE/I\I/ll(W) (V) + 2 nEP(V\/l)I}f:W%R /W |f| g
st. fn=v

A .
GW)+ 5 lvlpy = inf  GA@).

inf
veEM(W) vEM(W)

Hence the equality of the optimal values. The claimed characterization of arg min Jy in terms
of argmin GG follows from the characterization of the minimizers of the inner minimization

inf,cpow), Fv—r % I \f|2 dn| in the third line, which is given by the lemma above.
s.t. fn=v

2
Furthermore, J, is convex as the partial minimization of (n,v) — G(v) + % [ %, which is jointly

convex. O

D.2 Proof of the explicit form of the two-timescale SDE (3.4)

For ease of reference, we recall here the two-timescale SDE (3.4):

dri = T V,.F}, {% YDA

Pt By | ()t

Vi<N,{ LN T o ,
dwj = =V, F} [ﬁ YO 5“{@{)] (ri, wi)dt + /2B~ 1dB:.

By (C.2) withb=2andp =1,

F ol w) = 16 () + 5 o
so Ve Fy5[pl(r,w) = G'Thul(w) + Ar
and V., Fy o[u](r,w) = rVG'[hp](w).

Finally, by definition h [% Zjvzl O(rs ij)} = % Zjvzl 76, . Hence the second part of (3.4).
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D.3 Proof of Prop. 3.4 (J, satisfies PO, P1 and P2)
Simplifying the expression of the bilevel objective. The following expressions will be useful
throughout our analyses of the bilevel problem (3.3).

Proposition D.2. We have that Jx(n) = G(f,n) + +2 > [ f77| dn where f, is the unique solution of
the fixed-point equation

1
Yw e W, fp(w) = —XG'[fnn}(w). (D.1)
Furthermore,

A
Jm(w) = =5 fal* (w). (D:2)
Proof. Consider the optimization problem defining J) (7), for a fixed 7,

i dn.
i Gl / 1

This problem is convex since G is, and strongly convex in L,27 (W) thanks to the term in \. So there

exists a unique solution which we denote by fn € L%(W), and it is characterized by the first-order
optimality condition:

G'[fyml n+Afyn="0 in M(W).

Now let f,, = *%G' [ f 1], which is defined over all of W. Then f,, satisfies the fixed-point equation
(D.1) by construction. Conversely, for any solution g,, of (D.1), its restriction to supp(n) viewed as

an element g, of L7 (W) must in particular satisfy G’[g,n]n + Agyn = 0 in M(W), and so g, = f,,
and so g, = —3G'[gyn] = =3 G'[fyn] = -

Furthermore, by differentiability of G then 7 — fn is continuous (in the total variation sense). So in
turn, 7 — f,(w) the unique solution of (D.1) is continuous for each w (in the total variation sense)

So by the envelope theorem, since for any fixed f the first variation of 7 — G(f7) + 2 f |f \ dnis
w = f(w)G [fr)(w) + 5 |f(w)],

Rnw) = ()G Fnl(w) + 5 | o)

A 2 1, 2
b) | fo(w)|” = B G [fom]l” (w),
which is precisely Eq. (D.2). O

We remark that the above manipulations rely crucially on the fact that the optimization problem (1.1)
is over signed measures and not just non-negative measures — as otherwise we would additionally

need to constrain f > 0 —, and on the regularization term being || 1/||§~V instead of ||v/|| 1,

Preliminary estimates.
Lemma D.3. Under Assumption 1, for any v € M(W), we have

sup |G'[v](w)]> < 2LoG(v).
wew

Proof. We follow the proof technique of [GGGM21, Appendix D]. Let wyg € W and v/ = v —
L%]G/[V](wo)(swo- By mean-value theorem there exists 8 € (0,1) such that G(v') — G(v) =

JGv+00 —v)d( —v), and so
infG<GW)<G)+ /G’[y]d(z/ —v)+ % [

1 1 1
= ) = -G + 5= G Wl(wo)* = Gv) = 5G] (wo)?
Hence, since G is non-negative by Assurnption 1,
Yw e W, —G’[ J(w)? < G(v) —inf G < G(v) O

2Ly
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Lemma D.4. Under Assumption 1, let 1 € P(W) and let f, as in (D.1). Then
1
sup|fy| < 1 V/2LoJA(1)
w

and for each i € {1,2},

L; B;
=32 2LoJx(n) + —.

Sup Hv fn“w py

Moreover, J\(n) < G(0) for alln € P(W).

Proof. For the first inequality, by definition G’[f,n] = —Af, for all w € W, so

A2|fn<w>|2|G/[fnn1<w>|2s2LoG<fnn>32Lo< (i +5 [ 1nf dﬂ)QLoJA()

where the first inequality follows from Lem. D.3.

For the second part, by Assumption 1, Vv € M(W), sup,, |V'G'[V]||, < Li [[v|;y + Bi. so
A Hvianw = HviG/[fanw <B;+L; ||f1777HTV =B+ L / |f77| dn

1
< Bi+ Lisup | fy| < B; + LiX\/ 2LoJx(n)
w

by the first part of the lemma.

Finally, the uniform bound on J) (7) follows by taking f = 0 in the infimum defining Jy: Jx(n) =
infrerz G(fn) + 3 [1fI" dn < G(0). O

Lemma D.5. Under Assumption 1, Jy : P(W) — R is weakly continuous and

vn,n € POV), |Jx(n) — Ix(n')| < BWa(n,n')

where B = \/QLOG ( \/2L0 )

Proof. For any n € P(W), letting f,, as in (D.1), we have J§ [n](w) = —3 | fnl? (w) s0
VI nl(w) = =Afy(w)V f (w)
IV )l < Asup |y -sup [V £yl

1 L4 By
< A —+/2L 2L — | =B
<A h OG(O) <>\2 0G(O> + h\ > < 0

by Lem. D.4, uniformly in n € P(W) and w € W. So by Lem. D.8 below, we have

[Ix(n) — Ix(n")] < BWs(n,n') for all n,n’ € P(W). Moreover W5 metrizes weak convergence,
so .Jy is weakly continuous. O

Lemma D.6. Under Assumption 1, let w' € W and n € P(W). Let h : W — R and suppose that
V€ W () + [ 61l dn(w (") = -Gyl ) fy ),

Then sup,,cyy [h(w)| < (1 + L2) Lo\ /20,G(0).

Alternatively, suppose that there exists s € T, W with ||s||,,, = 1 such that
€ W, M) + [ 6l Vi i) = = (5, Vs 16" Lyl o))

Then sup,, ey [h(w)] < (1+52) - (1+50) 5 /2LoG(0) + LB,
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Proof. Let G : L2(W) — L2 (W) the operator

(Gh)(uw / G [yl a0, )" YR").

G is well-defined as a bounded operator, since Assumption 1 implies that |G”[f,n](w,w’)| < Lo.
Note that G”[f,n](w,w”) is symmetric in w and w”, and that by convexity of G,
G"[fanl(w,w") > 0 for all w,w"”. Consequently, G is a symmetric positive-semi-definite oper-
ator from L7 (W) to itself.

On the other hand, let Vi (-) = —=G"[fyn](-,w’) f,(w"). By Lem. D.4 we have
1 _
Villpe < sup Vil < sup |[GY[fyn]] -sup|fy] < Lo~ +v/2LoG(0) = Vi
KR WxW w

Also let Va(-) = — (s', Vur [G"[fym] (-, w") f(w")]) .- Then by Lem. D.4,

V2l 2 < sup [Va| < sup [V G [fyn](w, w')]| +SUp | fy| + sup G"[faml| - sup [V £y
1 w w,w’ WxW w

<Lq- \/ 2L()G -l— Lo - < 2LOG(0) + &>

A

Lo\ L LoBi -
<1+A>A 2LoG(0) + =5 = V.

Denote by h the restriction of & to supp(1) viewed as an element of LZ(W). Then, denoting by id
the identity operator on L%(W), we may rewrite the assumption as (\id +G)h = Vj forj =1or2,

and so
\/m_ HhH /\1d+g IVHLz < AT 1||V||L2 < AT 1V

since G is positive-semi-definite and A > 0. Thus for any w € W, we get the point-wise bound
Mh(w) = V() ~ [ dn(w)6" {fw, 0 Mhia)

Alh(w)] < [Vj(w)] + /dn(w”) G [ fam](w, w")| [h(w")]
<V 1G" oyl (w, ) s 1]l 2
<V+Lo-\'V; O

Lemma D.7. Under Assumption 1, let n,n' € P(W) and let f,, f, as in (D.1). Then there exist
constants H, H' dependent only on A1, G(0) and Lq, L1, By, L such that

Sll/lvp ‘f’r] - fn/| S HW2(77777/) and 516111/)\} van - val/Hw S H/WQ(U,U/)-

Proof. For each w € W, we denote the first variation of n — f,(w) by w’ 6f("(“’,)) Let us show

that this quantity is uniformly bounded.® By definition, for any w € W and n € P(W) and w’ € W,
Afp(w) + G'[fym)(w) =0

5fv7(w) " / / 1" i 6f17() _

o AL 4 el ) + [ (© ) a (v ) -
6f7](w) 1 1" 1 6f7]( ) 1 !/
AL [ Gt fan) ) — G (gl ). @

8The rigorous proof that the first variation %(Z,)) is well-defined for all w, w’ € W and n € P(W) would
follow from the same derivations as for the uniform bound, so we omit it here.
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So by Lem. D.6 applied to h = & (1(),)) , we indeed have that 51; "(1(),)) is bounded by a constant uniformly

in w,w" and 7.

Let us now show that

6 fn(w)

<H
on(dw’) ||,

sup sup sup va/
weW neP(W) w'eW

for a constant H depending only on A=%, L, L1, By, G(0). Indeed, it suffices to show that for any

s" € T,y WV such that ||s'|| ,, = 1, <s V' fnf("d(;”,)) > ’ < H. Now, starting from (D.3) — which

holds for all w, w’, n — and differentiating with respect to w’ in the direction s’, we get that

s/ /(an(w> 1" w w// w// s/ /5f77(w//)
A5 Tl b [ et o) (9, 000 )
{8V (G a0 £y )]

and so h(w) = <s Vo 571("01(;10/)) > satisfies the conditions of Lem. D.6, which proves the claim.

Next let us show that

0 (8, Vfn(w)),

< H'
on(dw’)

Sup sup sup sup HVU,/
weWw s‘eTwW neP(W) w' ew
s w:

w’

for a constant H' depending only on A=%, Lg, L1, By, G(0) and L. Indeed, starting from (D.3) and
differentiating with respect to w’ in the direction s, and differentiating with respect to w in the
direction s, we get

A <S/, vw’ g <57;}{Z}E;U)>w >w, + / VwGN [fﬂn](w, w”)ﬁ(dw”) <5/, vw’ 5(%]0,;;((;”//;) >w,
- <S, \ {<S/’ Vo [G//[fnn](w’ w/)fn(w/)]>w/ }>w

and so
5<S7an(w)> 7 / i /
f————— W < , . .
A7 e | < 10T Gl )] + 190G il 19 o)
6 fn(w")
R g 2
g}ép I ] (@), - sup Vi y

B
\/2L0 +L1 ( 2LOG( ) )\1)+L1-H::H/

by Assumption 1.
Now fix w € W. By Lem. D.8 below applied to F'(n) = f,(w), we have that

5f77”( )

/ < ! .
Sraw) ||, Wz(n,n) < HWa(n,n')

o) = fy)| < sup  sup Hv
0 EP(W) w' €W

Likewise, fix any w € W and let s = H vf” E:;) vvff’é:;)” € T, W. Then by Lem. D.8 below
applied to F(n) = (s, V f(w)),,
IV for () =V fp(w)]| = (s, V fiy (W), = (5, V f(w)),, < H'Wa(n, 7). O
Lemma D.8. Let W a compact Riemannian manifold and F : P(W) — R such that
Vn € POW),Yw € W, [VF[n)(w)],, < B

w

Then
vn,n' € POW), |F(n) — F(n')] < BWi(n,n') < BWa(n,n').
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Proof. For any x,y € W, pose (X9 (z,y))gco,1) the constant-speed length-minimizing geodesic in
W interpolating between x and y. Also pose ¥y (z,y) = %Zg(x, Y) € Tsy(z,y) WV for any 6. For
example if W = R%, Sy(z,y) = 2 + 0(y — z) and 3, (z,y) = y — x for all 6.

Let ~ the optimal coupling between 7,7’ in the W, sense, and for all 6 € [0, 1], ng = (Xg)4 the
pushforward measure of v by ¥y. Note that for any 6 € [0, 1],

d%F(ﬁa) = /W F'[no]d (9o110)

and that

d d
Vo : W = R, —/ dne = f// ©(Xo(x,y))dy(z,y)
o |y b J [

= [ et
— [ (i) Ve ), )
WxW

(The interchange of d% and [ fow on the second line can be justified by the dominated convergence

theorem assuming that ¢ has bounded C* norm, which is the case of F’[r] by assumption.) So by
Cauchy-Schwarz inequality,

ja ) =[] ) T iS5, e 1)

F(ng)

/ / 125, ) s 0.9y - IV 061 (S, ) s oy 75 9)

< sup sup [[VF'[y] // 136(z,y N (@ V(@5 Y)
weW n’eP (W)

=B // dist(z, y)dvy(z,y) = BWi(n,7)
WXW

by definition of the geodesic (X (z,y))ge[o,1) and by definition of the optimal coupling ~y. Finally,

'd d
P = PO = | [ 57w 06| < s | Gr)| < 5w 0
0

0€[0,1]

Proof of the Proposition.

Proof of Prop. 3.4. We first check (P0). The fact that J), is convex is given by Prop. 3.3. Moreover,
letany 3 > 0 and let us check that Jy g := Jy + 371 H (:|7) has a minimizer. Indeed, .J) s is weakly
continuous as shown in Lem. D.5, and non-negative so lower-bounded. Since WV is compact then
any set of probability measures on W is tight, i.e., any sequence in P (W) has a weakly convergent
subsequence. So we conclude by the direct method of calculus of variations: let a sequence (1, ),
such that Jy 3(n,) — infpy) Jx s and extract a weakly convergent subsequence with limit 7..;
then by weak continuity 7)., is a minimizer of Jy g.

We now show that J, satisfies (P1). Recall from (D.2) that J{[n](w) = —3 | fn\z (w) with f,, =
—+G'[fyn] over W. Let us show the first condition for (P1):

Vn € Po(W), Yw € W, max |V J3[nl(s,s)] < A
ol o<1

for some A < oo, where V2 denotes the Riemannian Hessian. We have

VI\](w) = =Afy(w)V f (w)
V2 I3[ (w) = =Afa(w) V2 fo(w) = AV 3 (w) VT £ (w)

35193 https://doi.org/10.52202/079017-1109



and so, for all s € T3,V such that ||s||, <1,

V2 J5 1) (s, 8)| < A fol [ V2 Fal| + A IV £l

< V2LoG(0) (iﬁ V2LoG(0) + Bf) +A (’;m + B;)

by Lem. D .4.
Let us now check the second condition for (P1), namely that
Vw e W, Vi, € Po(W), VI3l = VI ll, < AWa(n,n')
for some A < oco. Indeed,
IVJ[] = VIS ]I,
=A ||fnvfn - fn/vfn’” < )‘(”fn(vfn - vfn’)H + ||(fn - fn’)vfn’H)

<A (SUP sup |fn”| - sup ||vfn - vfn’” =+ sup sup ||an”H - sup |fn - fn’)
W w n" W w

< (im- H'Wa(n,m) + (§m+ ﬁl) .szm,n')) = AW (. /)

by Lem. D.4 and Lem. D.7.

We now turn to the proof of (P2) with the quantitative bound on the local LSI constant. Let
n € P(W). By the first part of Lem. D.4, we directly have that

A
Al (w)] = 5 1l (w) < =23 ().
In particular, by the Holley-Stroock bounded perturbation argument [HS86], the proximal Gibbs
measure 7 == ¢~ #/Al 7/ 7 satisfies LSI with constant a; = ., exp (=+LoBJIr(1)).

Finally, we turn to the proof of the bound on the uniform LSI constant along the MFLD trajectory
(n¢)e>0. Given the bound on the local LSI constants, it suffices to show that

vn € POW), Ja(n) <G(0) and Vt >0, Jy(n) < Ja(no) + B H (nol7) -

The first bound was shown in Lem. D.4. For the second bound, note that Jy(1;) + 871 H (n:|7)
decreases with t, since MFLD is precisely the Wasserstein gradient flow for n — Jx(n) + 871 H(n)
and H(n) and H (n|7) differ by a constant. So, since relative entropy is non-negative,

Ia(ne) < Ix(m) + B7H (melm) < Ix(no) + B~ H (nol7)
for all ¢t > 0, as desired. O

E Details for Sec. 4 (global convergence by annealing)

The following preliminary lemma allows to control the effect of entropic regularization, using a
box-kernel smoothing technique similar to [Chi22a].

Lemma E.1. Let W a d-dimensional compact Riemannian manifold and denote by T the uniform
probability measure over W. Let J : P(W) — R and n* € P(W), and suppose that there exist
constants A, B > 0 such that

v st Wiln,n®) <A, T0) = IT0") < BWeo(n,1").
Denote Jg = J + ' H (:|1), for any 3 > 0. Then

min
mWi(nn*)<A

Ts(m) < T*) +

d 1 log C
inf B —1 -
0<e§r1nriln{1,A} |: €t ﬁ 8 (6) + ﬁ :|

where C = [inf,eyw infocect €4+ 7 ({w'; distyy (w, w’) < e})]il.

https://doi.org/10.52202/079017-1109 35194



Proof. The proof is adapted from [Chi22a]. It is based on constructing an e-smoothed version of n*,
i.e. a measure 7. which admits a density w.r.t. 7 while being close to n* in an appropriate sense.

Let any 0 < ¢ < min{1, A}. Given w € W, define the probability measure . ,,(dw’) as the
uniform probability measure over the geodesic ball B.(w) := {w € W;dist(w,w’) < €}. In other
words, D (44/) = %, Then, let v (dw, dw’) = n*(dw)ye w (dw’) € P(W x W), and

let ne(dw’) = [, oy Ve(dw, dw’) its second marginal.
One can then verify that
dne d'Ye w AYSE ]l(w/ € Bf(w)) *
W)= [ Deryae) = [ 2P ),
dr wey dT wew  T(Be(w))

Moreover there exists a positive constant C' such that 7(B.(w)) > C~ e for all e < 1 [GV79,
Theorem 3.3]. As a consequence,

H (17) = [ dne(w)log G (0') < sup ~log(B.(w) < dlog(1/0) +log C:

Furthermore, by definition of the coupling 7., we have W1(n.,n*) < We(ne,n*) < € < A.
Therefore, by assumption J (1.) — J (n*) < BWs(1e,m*) < Be, and so

in  Js(n) < Ts(ne) = T(ne) + B1H (ne|)

m
n:Wi(nn*)<A
< J(*) + Be+ 7 (dlog(1/€) +1log O),
and the inequality of the lemma follows by taking the infimum over e. O
E.1 Proof of Prop. 4.1
We state and prove a more precise version of Prop. 4.1 below.

Proposition E.2. Under Assumption 1, let A > 0 and assume that A < %ﬁv(o). Then
A

MFLD-Bilevel with the temperature schedule V't, By = A‘l?* log <4CAlﬁB ) converges to (1 + A)-
DN DN

multiplicative accuracy in time

2d 4014 4dLoG(0) 4014 2Jx(no)  H (no]7)
Ta < 1 : 1 1
A= 0 AT 0g< AT ) eXp( AAJ; Og( AT )) Og( AT 2log0 )
where C' = max {1, [infwew infocecy €% 7 ({w'; distyy (w, w') < e})]il}.

Proof of Prop. E.2. Let (1), the MFLD-Bilevel trajectory with constant inverse temperature parame-
ter 3 to be chosen. Denote .Jy 5 = Jy + 871 H (:|7). Recall that by Prop. 3.4, J, g satisfies az-LSI
uniformly along the MFLD trajectory with aig = a; exp (— 3 Lo3G(0)). So by Thm. 2.1, for all ¢,

Ia(ne) < JIxp(ne) < inf J)\,5+672B_1aﬂt (Jx,g(no) —inf Jy g) < inf JAﬁﬂLeizB_laBtJ)\_ﬂ(?]o),
where in the first inequality we used that Jy 5 — Jy = 871 H (+|7) > 0.

Furthermore, by applying Lem. E.1 to J = Jy, n* = argmin J), A = co and B = /2LoG(0) -
(% 2LyG(0) + %) the constant from Lem. D.5, we find that

. . . d 1 logC
< + + = log - + .
inf Jy g < inf Jy 0221 {Be 3 log ; 3 }

Taking S = %s for some s > 1 to be chosen, and evaluating at the infimum at e =

1 !
ianAﬁgJ;—l—d_‘_OgC—dlog< d )

5%, we get

; B °\BB
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where C' = max{1, C'}. So in order to guarantee that J»(n;) < (1 + A)Jy, it suffices to take ¢ such

that
d+logC’ d d -1
Jx + crost log ( ) +e st (x(no) + 87 H (mol7)) < (14 A)J3
B B SB
-1
ie. t> —25 log J)‘(Z(:_)l—’—f/ h;(??oh') p =T,
o * og
P\ S (S 10 ()

assuming that A is large enough so that the above expression is well-defined. More explicitly,
substituting the value of g and of = %s, we have

1 -1
T, = 25 - exp (ALoﬁG(0)> -log J/\(Z(f1+§ d(n()'T)d
T * arlog U~ _a _d
AJx ( B 5 log (,BB))

_ sd/B - exp (leodG(0)> -log ( Tr(m0) + g H (1ol7) ) .

200, AB AJY — §(1+d—1log0’+logs)
Noting that
log Sﬁ;; = log s — log ﬁf; < % -1
o) g (1 +d tlogC' 4 log s) < g <d1 log C' + log ﬁf; + sféj)
- g <d_1 log C" + log ﬁf;) + Aj;,
choose henceforth s = max {1, ﬁ% (d_l log C’ + log A“% ) }, so that

*

B A
AJ; — = (1+d 'logC’ +logs) > %
s

To simplify the final statement, we make the assumption that A is small enough so that 1 <

A‘*% (d_l log C' + log A‘lf} ) More explicitly, since we were careful to choose C’ > 1,

4B 4B AJ; AJ:
1< d tlogC' +1 A 4] A < g togC’
AJ;( ogC+ogAJ;><:> 4B+og 1B = ogC
AJ; AJ; AT
< < — < =
<— 1B <1 and log 1B = 1 «— 1B <min{l,e "} =e
4Be~!  4e! L B
=A< 22 PBLG0) (; 2L0G(0)+1>
J; J; A A
de™t 2LoL1G(0) 1 2LoL1G(0)
— A< . —_— A< . T "
- J5 22 = J; A2

Then s = A“?} (d’l log C’ + log A‘L—%), B = A‘{‘f; (d’l log C' + log A‘l—f;) > A‘},; log C’, and
1 J +57'H T
- exp ()\LoﬂG(O)) ~log( A(m0) Ai*/Q (0] )>
T A

2d 40"/B 4dLoG(0) 40"/ 2Jx(no)  H (no|7) —
< 1 - 1 1 —Ta.
S AT Og( AT ) eXp( AT Og( AT )) Og( N QIOgC’) A

T, <
=32

Hence the time-complexity upper bound of T'a for reaching (1 4+ A)-multiplicative accuracy. [
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Algorithm 1 Annealing of the MFLD.
Require: Functional 7 : P(W) — R. Initialization 19, 8o > 0. Schedule K, (T})X_.
L 78 = no
2: fork=0,...,K do
3 Br=2"p
4:  Run the MFLD with 3y, initialized from 7§ up to Ty,

oy = div(nfvI'[nf]) +

1

@Anf :
nett =k,

end for

return 77 .

N

E.2 General annealing procedure and its convergence guarantee

The following theorem builds upon and generalizes the idea of [SWON23, Sec. 4.1] to objective
functionals J that have a positive optimal value. It ensures fast convergence to a fixed multiplicative
accuracy.

Theorem E.3. Let W a d-dimensional compact Riemannian manifold, so in particular the uniform
measure T over W satisfies a..-LSI for some o, > 0. Let J : P(W) — R, convex, suppose
that J7* = min J > 0 and that there exists a minimizer n*. Suppose that there exist constants
k1,Cr, A > 0 such that

LT s < 81T () for alln € P(W).
2. T =T < CrWeo(n,n*) for all n € P(W) such that W1(n,n*) < A.

Fix0 < § < CLm;i’{lA} Let nF the iterates of the annealing procedure of Algorithm 1 with
initialization 3y = d and with the schedule K = [log,(1/(0J*))] and

1/d
T, = 28" tdlog (ijﬂo (770)) ot exp <2m1d ((5—1 + log (C(Ls?* ) +2+ ‘%W)) (E.1)

-1

where C = [inf,ew infoce<t €4 7 ({w'; distyy(w, w') < €})]

0TJ*

K
d Jﬂo (770) 1 1 CLCl/d j 0(770)
E [ < fo) . B .
k> Sj* 1 g ( (Sj* Q. exp 2H1d 1) +10g j* + 2+

k=0

Then j(nﬁ() <J* (1 + 30 + 260 log (CLCud)), and the total time-complexity is given by

Let us discuss the assumptions of Thm. E.3 and possible generalizations.

* Note that the condition 2. of the theorem holds as soon as J'[n] : W — R is C',-Lipschitz
for all n € P(W), as shown in Lem. D.8, since W7 < Wy < W..
* The annealing procedure and its convergence guarantee can be generalized to a non-compact

manifold W by modifying MFLD to include a confining potential term, as discussed in
Sec. A.2.

* Condition 1. of the theorem actually holds for any 7 such that sup,, ,,, ,» | 7" [7](w, w")| <

L < ocoand J* > 0, with the constant k1 = ;—L Indeed, one can then show similarly to
Lem. D.3 that

2

VT BIE. < 2L (T () - 7*) < 207 () < 207"

j *

However, when plugging in k1 = /2L/J* into the bounds of the theorem, one obtains a
less favorable dependency of the total time-complexity in [ *. In particular, note that the total
time-complexity guaranteed by the theorem scales exponentially in x; and polynomially

inl/7*.
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* The way that the condition 1. of the theorem comes into the proof, is that it allows to
guarantee a local LSI constant of J + 3; ' H at 7, of o, = cst - e8I (1) One could
similarly formulate an annealing procedure, and state convergence guarantees, tailored
to objectives J that satisfy different criteria for LSI, such as the Bakry-Emery curvature-
dimension criterion.

The remainder of this subsection is dedicated to proving Thm. E.3.

Proof of Thm. E.3. Fix any 0 < § < CLL‘“A} . Let, forany 8 > 0,73 = J + 7 H (-|7).
By condition 1. of the theorem and the Holley-Stroock bounded perturbation argument, for any ¢, k,
the proximal Gibbs measure n oc e=#+7 1117 satisfies LSI with the constant

ar exp (—Brr T (nf)) > inf oz exp (=Ber1 T () =: a(k).

That is, for any k, Jg, satisfies a(k)-LSI at " for all ¢ > 0. (To see that a(k) > 0, note that for any
k,t, T(nF) < Ts, (nF) < Tp, (nf), since H (+|7) is non-negative and (), is a Wasserstein gradient

flow of Jg,, and so a(k) = inf;> or exp (—=Ber1 T (0F)) = o exp (—Brr1Ts, (1)) > 0; but
we will not make use of this rough bound in the sequel.)

B B _
T = 50k o8 (dk>

for some a(k) < a(k) and ¢ > Jp, (n§) — min Jp, to be chosen. Then by Thm. 2.1 applied to
Jps,,» We obtain

Now let

Jﬁk, (néf“k) < min jﬁk + exp (_2B;1a(k)Tk) : (jﬁk (ng) — min jﬁk)

. 3 . - .

< mlnjﬁk + |:d]€ (jﬁk(ng) - mlnjﬂk) : (jﬁk(ng) - mlnjﬁk)
= min J3, + ﬂi
k

Further, by Lem. E.1,

) d 1 log C d

k < * I _ _

Ton (nTk) ST+ 0<e§£rfl{17,4} {CLE * B log (6> + B } + B

d C d+logC
<j*(1+5)+10g( L)-i— + 08 ,

E2
B 0T* Br (E:2)

where the last inequality follows by choosing € = % < min{1, A} since § <
Then, forall kK > 1and ¢t > 0,

BT (1F) < BrTs. (nf) < BreTs, (n6) = BT, (") < BuTses 05 )) = 2Bk—1T5_, (05 "),

where we used successively that 75, — J = B8, "H (-|7) > 0, that (1), is a Wasserstein gradient
flow for Js,, that J5, , — Js, = (B, — By ")H (-|7) > 0 since (B)y is increasing, and that by
definition 3, = 2*3,. So by (E.2),

Cr min{l1,A}
T* :

BT (0f) < 2Be-1Tp_, (M5 ) < 2Br—1.T* (1 + 8) + 2dlog < ) +2d+2logC

VA
é(1+6)+2dl +2d + 2log C
5 Og 5j Og

_ Cr log C
1
d(5 +10g(6j*>+2+ d )

https://doi.org/10.52202/079017-1109 35198



since our choice of By = d and K = [log,(1/(6J*))] ensures that 8,1 < Bx = 255y < %.
For k = 0 and all ¢ > 0, we have more simply 807 (7)) < BoTs, (n0) < BoTs,(M0) = d Tz, (10)-

As aresult, for all £ > 0 we have
logC 1
) t24 «760(770)>

Vt >0, BT (nf) < 2d (5_1 +log (5(3;

a(k) = %gg oz exp (—k1Be T (nf))

C logC 1
> a; exp (—2/-@1d (5—1 + log (5;*) +24 03 + jﬁo(ﬁO))) =: a(k).

Moreover, we can choose ¢, as

Te (16) = Ta (1) < Tpees (05") < Ty (06" < o < Ty (mo) by induction,
SO jﬁk(ﬂg) - minjﬁk < \7/50(770) =: Ck-

Therefore, more explicitly,

Bk Br_
T = 2a(k) tog < d° )

= S tor (% nam) ) - exp (2 (570 10w () + 24 25+ 7 m) ) )

1 1
= ok=1g. log (2kjﬁ0 (170)) . aT_l exp <2ﬁ1d (5_1 + log (5]*) ogC + jﬂo (UO)))

since 85 = 2%3y = 2Fd. Note that

K

klog Js () | <
> "2k og (28 75, (m0)) = 2’“% + 3 k2¥ 1 log(2)

k=0 k=0 k=0
log J
= (2K +1 — 1)0g+°("°) +1log(2) (K — 1)2% +1)
2" log Jg, (10) + log(2) K2

1 1 1
< 1 —1
1 50 (10)
= 1 0
since K = [log,(1/(67*))], hence the announced bound on the total time-complexity ZkK o T

Finally, at round K = [log,(1/(6.7*))], then B = 253, = 2Kd € [L -4 57 57*], so by (E.2),
CrL ) d+logC

d
T < T () < T*(140) + — log (

Bk Ve Br
* IOg(C) C'L
<
<J <1 + 30+ 26 i + 26 log 57 ,
which completes the proof. O

E.3 Proof of Thm. 4.2

We state a slightly more precise version of Thm. 4.2 below, and prove it as a corollary of the
more general Thm. E.3. Then Thm. 4.2 follows by choosing § = @(W), gathering the
A

constants appearing in the bounds, noting that J g, (10) < Jx(n0) +dH (no|7) < G(0) + dH (no) +
dlog vol(W).
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Theorem E.4. Under Assumption 1, there exists constants B = poly(L;, B;, G(0),\"!) and C
dependent only on W such that the following holds. For any § < }3;, MFLD-Bilevel with the
temperature schedule (B;)i>o defined by Yk < K,Vt € [ty tk11], B = 28d where to = 0 and
K = [logy(1/(67"))] and

2Lod BCY/d
rpr—t = 2 dlog (QkJA,ﬁo(ﬁo))'OéTleXP( 2 (51 +log (fj) Lo W)) ,
A

achieves (1 + A)-multiplicative accuracy, where A = 35 + 26 log (Bg;*/d) with time-complexity
A

2L BCY/d
log (JA?}&UO))_Q;1 exp <)\0d ((5—1 + log ( (Sj* ) +2+4 J,\,,g;(no)>> .
A A

Th <tg41 <

57

Proof of Thm. 4.2 . Let us show that the conditions of Thm. E.3 are satisfied, under Assumption 1,
for 7 = Jy. J, is convex and non-negative, and it is implied throughout Sec. 4.1 that inf J, > 0,
for the notion of convergence to a fixed multiplicative accuracy to apply (Def. 4.1). The existence
of a minimizer n* is ensured by the weak convexity of Jy, by a similar argument as the proof
of (P0) in Sec. D.3. We have the condition 1. with k1 = £2, i.e. ||[J5[n]]l < Z2JA(n). by the

first part of Lem. D.4. We also have condition 2. with A = oo and C, = B = /2LyG(0) -
(% 2LoG(0) + %), as shown in Lem. D.5, since W; < Wy < W..

Note that annealed MFLD-Bilevel with the announced temperature annealing schedule (3;);, precisely
corresponds to Algorithm 1 with the schedule (E.1) applied to J = J. So the announced time-
complexity bound follows directly from the application of Thm. E.3. [

F Details for Sec. 5 (estimates of the local LSI constant)

We begin by presenting the proof of Prop. 5.1, which states that bounding the LSI constant of 7, g
leads to a local convergence rate.

Proof of Prop. 5.1. For any 1 € P(W), we denote 7j(dw) = e AW r(dw)/Z, where Z, =
[ e=B7\lndr, First note that for any 1,7’ € P(W),

0 + (0 2, =108 Zuy)| = B 133 nw) = 1))

log
= 55 [faw)? — fy )?
< 85 (ol + 1) () 1y = il )
< Bg : %m - HWa(n, 1) = HWa(n,n')

by Lem. D.4 and Lem. D.7, where H is a constant dependent only on A~*, G(0), Lo, L1, By, Eg.

Now suppose that 1), g3 = arg min Jy g = 7, g satisfies a*-LSL Let ¢ > 0 and 7 in the §-sublevel
set of Jy g, i.e., o € S5 = J;é((—oo,inf Jxp + 0]), for some & > 0 to be chosen. Denote by

(n¢): the MFLD trajectory for J) s initialized at 7. Note that .S; is stable by MFLD since Jx g()
decreases with ¢. So it suffices to show that Jy g satisfies (a* — €)-LSI uniformly over Ss.

Choose any n € Ss, i.e., such that Jy g(n) — inf Jy g < J. In particular by Thm. 2.1, it holds

BTH (nlnap) < Jap(n) —inf Jyp < 0.
Furthermore, since 7, g satisfies LSI with constant o* then it also satisfies the following Talagrand

inequality, as shown in [OVO00]:

2
V', Wa(n',mas) < ;H(U’W,ﬁ)-
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Then by the inequality noted above, we have

dmn ~ ~ [ _ 3
log dﬂ?ﬁ (w) +c| < HWQ(T],T])\’B) <H ;H (1]‘77)\,/3) < H\/; \/% — M\/S

for some ¢ € R, and so by the Holley-Stroock bounded perturbation argument, 7 satisfies LSI with
constant a*e~MV% > o* — ¢ for § small enough. O

F.1 Preliminary estimates for J, under Assumption 2

Throughout the remainder of this appendix, in the context of Assumption 2, we will use the notations

* the Hilbert space H = L2(R*™!) with the inner product (f, g);, = Eqnp f(2)g(x),
* the feature map ¢ : W — H given by ¢(w)(z) = ¢((w, z)),

* the symmetric positive-semi-definite operator in H: K, = [ ¢(w)¢(w)*dn(w), where *
denotes adjoint in H.

* For any h € H, we denote by (h, Vp(w)),, (resp. (h, V? ¢(w)>H) the gradient (resp.
Hessian) at w of w — (h, ¢(w)) .

The usefuless of these notations is justified by Prop. F.1 below, which gives a simplified expression
for Jy and J§.

Proposition F.1. Under Assumption 2, letting the Hilbert space H = L,Q)(Rd“) and the feature map
¢ : W — H given by ¢p(w)(x) = ¢({w, x)), we have
A S A -
Ia(m) = 5 (y, (K + Mid) "y, Talnl(w) = =5 (d(w), (Ky + Aid) " 'y)3,
with K, = [ ¢(w)p(w)*dn(w), where x denotes adjoint in H. More explicitly, K, is the integral

operator of the kernel k,(z,z') = [ o((w,z))o((w,z))dn(w) with respect to the distribution
T~ p, ie.,

Vhe H =L3RM™Y), (Kyh)(x) = Egrnp [k (2,2 )h(2")]  in L2
Proof. Under Assumption 2 we have
1 !
60) = 3Eomy | [ et aNavtu) (o] =3 | [ otwiawtw) -y
w w
so the optimization problem (3.3) defining J) (), for a fixed 7, writes
1 D
win, 5[ otorrian) | +3 [ 11 @ian),

feLZ(W)
This problem is strictly convex thanks to the term in A, and the FOC is
Yw, ([ ofdn—y, ¢p(w)n(dw)), + Af(w)n(dw) = 0. So the unique minimum f, is a so-

lution of the fixed point equation f(w) = —5 ([ ¢fdn -y, d(w)),, in L7 (W). In particular,
denoting }Aln = —% (f @ fndn — y), then f,(w) = <ﬁn, ¢(w)>H and, integrating against ¢,

/ fo(w)b(aw)dig(aw) = / 6(w) $(w)* by diy(uw)
w w

= M, +y=Kyh, < (K,+\id)h, =y <= h, = (K, + \id)"y,
where a* b = (a, b),, and K, = [,,, ¢(w)¢(w)*dn(w). So the optimal value J(n) is

=3 | [ stsanw) -] +3

2
)
H

+5 /W | fol? (w)dn(w) (E1)

2
H

= Pl 5 [ ot oty antu

- % <)\fzn,Aﬁn>H + % <Bn,an3n>H

1/.- A C 1
=5 (Meny) = 50 (1 + Aid) g

= % ( Ny, Ay + Knﬁn>H
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Further, by applying the envelope theorem on (F.1) (and reasoning similarly to the proof of Prop. D.2
to deal with w ¢ supp(n), by extending f,, € L7 (W) into a function W — R), we then have

Yw € W, J§[n]( </¢fndn Y, d(w) fr (w )>H+;|fn|2 (w)
= Jalw) { N, 9(w)) + 3 1l ()
) Ao A A /e 2
= MA@ + 51l @) = =31l () = =5 (hy ow))_ .

The characterization of K, as the integral operator in L?)(Rd“) of the kernel k,(z,z’) =
Sy d(w)(x) d(w)(x")dn(w) follows directly from the definition K, = [,,, ¢(w)¢(w)*dn(w), since

e e K= [ ow) 0lw). By dn(w)
(2) = / (1) (@) Eyrrep [p(w) (@ Yh(a)] dn(w)
_E,., { / H(w)(@)d(w) (') h(z') dy(w)
=Epnp [ky(z, 2")h(z")] . O

We have the following Wasserstein Lipschitz-continuity properties for the bilevel objective func-
tional .J).

Proposition F.2. Under Assumption 2, suppose furthermore that sup,, ||V o(w HH < B; < oo for
i € {0,1,2}. Then for any w € W = S and any n,n’ € P(W), it holds

()~ a)] < P22 [y 2, W )

and | ln)(w) — Kl )w)| < 23;31 ol - Wi, )

and |V n)(w) - TS, < EL 2wy
and [V Jfrl(w) ~ 9 B, < 43"31(3;?2 By, W),
Proof. By Prop. F.1,
Ji[n](w) = —g <¢(w), (K, + /\id)*lyﬁ{ where K, = /W d(w")p(w')* dn(w’)
so VI nl(w) = =A{(p(w), (K, + Aid) " 'y), (Vé(w), (K, + Aid)~'y)., (E2)
IV Tl < A6l [Vl |, + Aid) Ty,

< AByB; \ZJHH || (Ky+A) 1H0p
1
< $BoB llyll,

since K, is positive-semi-definite by definition and so ||(K, + A)~* Hop = Opmax (K + Aid) 1) =
[Omin (Fp + A id)]_1 < A~ L. So by applying Lem. D.8, this shows the first inequality.

Moreover, the first variation of K, at any n is w’ — ¢(w’)¢(w’)*, thus by the formula (X 1) =
~1(8X)X ! for the derivative of a matrix inverse,

0

Sy Fn T AT = (G + M) $w)o(w)” - (K + Aid)”
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and so, letting for concision M = (K, + Aid)™*
X [0 (w, w')

= =M (p(w), (K, + Aid) " 1y),, <¢>w, +Aid)*1.¢(w’)¢(w’)*.(Kn+Aid)*1y>H
= =X {(¢(w), My)y, ($(w), =M - p(w')p(w")" - My)y,
=X (p(w), My)y (B(w), Mp(w'))y, (P(w'), My)y, .

As a result,

Ve l(w,w') = A{d(w'), My)y
(Vo(w), My) - (p(w), M(w'))3, + (¢(w), My) - (V(w), Mp(w'))y,)
and, using again that || M| = (| (K, + )x)_lHop <A

IV I3 (w,w)ll,, < ABoA™ [lylly - 2B BIA [lyllyy = 2A 2 B3 Bu [|yll3, -

Then applying Lem. D.8 shows the second inequality.
Furthermore, for a fixed w € W, continuing from the expression of V., J}'[n](w, w") derived above,
waVwa[ﬁ](wyw’)

= MVo(w'), My)y, - (Vo(w), My) - (p(w), Mp(w'))y, + (d(w), My) - (Vo(w), M(w')),)

+A{(B(W'), My)y, - (Vo(w), My) - (p(w), MV G(w'))y, + (d(w), My) - (Vo(w), MVd(w'))y,) ,
$0 ||V Ve J¥ [n)(w,w")|| < 4X\"2BZB? ||y|\§_i and the third inequality follows by applying
Lem. D.8 ton +— (s, VJi[n](w)),, fors € T,,W arbitrary.

Finally, by differentiating the expression of V- V,,J} [](w, w’) once more with respect to w we
get that, for any fixed w € W,

Vr Vi JX 0] (w, w')

w

=A<V¢< ") My)y, - ((VPh(w), My) - (p(w), Mp(w'))y, + (Vé(w), My) - (V(w), Mp(w')),)
AVo(w'), My)y, - (V(w), My) - (Vo(w), Mp(w')),, + (p(w), My) - (VZ¢(w), M(w')),,)
Ap(w'), My)y, - ((V2¢(w), My) - (p(w), MVS(w')),, + (Vo(w), My) - (V(w), MV$(w')),,)
Ap(w'), My)y, - ((Vo(w), My) - (Vo(w), MV(w'))4, + (p(w), My) - (V2p(w), MV $(w')),,) ,

hence ||V, V2, 7 [n) (w, w')|| < A2 ||y||” BoB1(4B>Bo + 4B3), and the fourth inequality follows
by applying Lem. D.8 to 1) — (s, V2J{[n](w) - 5) fors € T,V arbitrary. O

The following lemma provides explicit upper estimates of the regularity constants By, By, Bo of ¢
appearing in Prop. F.2, in terms of the activation function ¢ and the data distribution p.

Lemma F.3. Under Assumption 2, recall that ¢ : W — H = L2(R*™!) is defined by ¢(w)(x) =
o((w, z)), and that ¢ : R — R is C2. There exists a universal constant ¢ > 0 such that

sup [l6(w)lly; < 9]l 12y +
weSd

sup [196(0) . < 9" 4() Nalo)

we

sup [[V26(w)||,, < (16" s+ 1¢ I a) ) Nalp)

weSd

where

1/4 1

Nilp) = s (Bavy 2)') " and VR Rl = s, @ ()
ull,<1 we

Note that if p is rotationally invariant, then B, | f({w, z))|" is independent of w, and there exists a

universal constant c such that Ny(p) < cd=1/?(E,~, =) )1/4.
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Proof. For the first inequality, we have by definition

sup [[p(w) ][, = sup \/Evap l({w, @) = el 2, -

For the second inequality, define the orthogonal projector I1,, = Iy, — ww ' : R — T, 8% =
{w}* for any w € S Then [V (w)] () = ¢’ ((w, )Lz, so by Cauchy-Schwarz inequalities,

IVo()lly = ( sup  sup Bary [f(2) (5, Vo(w)(@)),,] )
£l L2 o)<t ﬁfHTuEi
1/2 1/2
= sup Eoo, (5, Vo)@)s] = sup Eovy [0 ((w,))] (ILus,2)°)
s€T,S? s€T,S?
llsll,, =1 lIsll,, =1
1/4 1/4
< (B [l G0 ) - st (Bony [fu5)'])
since ||s||,, = [[Tws||5-

For the third inequality, the Riemannian Hessian of ¢(w)

[V2(w)] (2) = Vip((w, 2)) = Vy, [ (w, 2)Lya] = I, (" ((w,2))zz" = ¢ ((w, 2)) (w, z)) T,

so similarly by Cauchy-Schwarz inequalities,

o((w,-)) : S¢ — R is given by

1/2 1/2

+ Eanp || (0,2))° (0,2)?]

< (Eam [l a)']) " sp (Buny [(00529°])

s€T,S?
llsll,=1

Finally, suppose that p is rotationally invariant, and let us show that Ny(p) < cd='/2(E,~,, = )1/ *
for some universal constant c. Indeed, for x ~ p, we have that z and T = z/ ||«|| are independent
and that ¥ ~ 7. Therefore,

Ni(p) = sup Epmp ol (w/ al)* = sup (Bany llz]*) - (Brnr (w,3)*),
llull,<1 flull;<1

—\4 . . . .
and supy | <1 Ez~r (u,T)” < @ +01)2 for some universal constant ¢, which is a direct conse-

quence of the fact that (u, ) is sub-Gaussian with sub-Gaussian norm é/v/d + 1 for some uni-
versal constant ¢ [Verl8, Theorem 3.4.6], along with the moment bound for sub-Gaussian random
variables [Ver18, Proposition 2.5.2] O

Finally, we check rigorously in the following proposition that Assumption 2 with proper additional
regularity assumptions on ¢ and p, is a special case of Assumption 1.

Proposition F.4. Consider W = S% and G : M(W) — R defined as in Assumption 2. Suppose fur-
thermore that N(p), |/l 2, > 9" 1a(p) 197 () < 00, where Nu(p) and ||| 15, are defined
in Lem. F.3. Then, G and W satisfy Assumption 1.

Proof. The fact that S satisfies -LSI with oo, = d — 1 is classical and can be found in [BGL 14,
Sec. 5.7].
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By definition, G(v) = 3 H fW o(w — y||i, so (G is non-negative and admits second variations:
for any v € M(W )andw w’ GS

&' (w < / (w)dv(w >

G"[V)(w, w') = (p(w), p(w'))y
and V,G"[v)](w,w') = (Vo(w )d’(wl»y
V26" V)(w,w') = (V2(w), d(w')),,
Vo Vi G V] (w, w') = (Vo(w), V(')

Consequently, denoting C; = sup,,¢sq ||V1¢HH for i € {0, 1,2}, which are all finite by Lem. F.3,
|G"[V](w,w)| < CF = Ly
VWG V](w, ')|| < CoCr = Ly
||VEJGI/ J(w,w H < CoCh = Ly
IV V. & ) (w, w')]| < CF = L.

Now for each i € {0, 1, 2},

V(v w,w’), @G"[u](w,w')“w <L, = YV, w),||V'G] - ViG’[u’]Hw <Lillv—vpy-

Indeed, the right-hand side can be shown by applying the mean-value theorem to g(6) =
(s, VIGQ'[v+0(V — v)](w)),, over 6 € [0,1] for each s € (T,W)®". Thus, to show the exis-
tence of B; < oo such that ¥(v, w,w’), HVZ'G’[V]HW < L; ||v||;y + B, it suffices to check that
there exists v such that ||| 1y, and sup,, || VG’ [1)] ||w < oo. Note that for any v and w,

ViC v (w) = <vi¢<w>, | otwavt) - y>H,
thus V'G'[0](w) = — (Vip(w ’y>;{
wdsp [VG @], < Oyl < o

Hence the existence of the B; < oo is verified. This finishes the verification of Assumption 1. [

F.2 Proof of Thm. 5.2

In the single-index setting of Assumption 3, it is intuitive that §,, is a minimizer of .J, for any A > 0,
and that 7, g and &, are close in certain regimes of 8 and A. For this reason, we will first investigate
the properties of J{[d,] as a proxy of J4 [nx ], to show that it is amenable to a refined analysis for
proving LSI, in Sec. F.2.1. This step uses a Lyapunov approach inspired by [MS14; LE23]. We
will then prove that these properties carry from J3[d,] over to J4 [nx ], in Sec. F.2.2, thanks to a
quantitative bound on W5 (), 3, d,) proved in Sec. F.2.3.

Lemma FE.5. Under Assumptions 2 and 3, we have

v € 8%, J{[5)w) = 2 (A+[6IE) (90, o),

A .\ 2
= =2 (A lellia)  TEampplia, v))e((a, w))]
= —Ag((mw))
forsome g : [—1,+1] = R.
Proof. By Prop. E.1, since y = ¢(v),

2

J;\[(Sv} = _% <¢(w)7 (Kéu + )\ld)_1¢(7}) H
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Since ¢(v) is an eigenvector of K;, = [, ¢(w')p(w’)*dd, = ¢(v)p(v)* with eigenvalue
lo(v) ”i{ =E,ppo((z,0v))? = H‘PH%%,;)’ itis also an eigenvector of (K5, +\id) ! with eigenvalue
(Ilp(v) H?_L + A\) ™1, whence the expression of J§[d,] follows.

Moreover, by rotational invariance of p, E,,¢((x, v))¢({z, w)) depends only on (v,w), for all
w € S%. In other words, there exists g such that J}[5,] = —Ag((v, ). O

F.2.1 Lyapunov function analysis for bounding the LSI constant of & o e~ PIA] -

Observe that by the assumption ¢’ > ¢; > 0 of Thm. 5.2, J{ [§,] = —Ag((v, -)) has a unique global
minimum at v. Moreover, our other assumptions on g will imply that the Riemannian Hessian
at optimum V2 J4[4,](v) is positive definite. This motivates us to follow the strategy of [LE23,
Thm. 3.4] for proving LSI for 6,, oc e=#7 Al0ulr Let us first outline the strategy and recall some useful
classical notions.

The generator of the Langevin diffusion with invariant measure exp(—8f)7/Z is
L=A-B(V]V). (E3)

Define U = {w : distyy(w,v) < r} for some v € S, with r > 0 to be chosen later. We say
W :S? — [1,00) is a Lyapunov function if [:WW < —6 + b1y, for constants & > 0 and b > 0. When
proving functional inequalities for a Gibbs measure exp(—/f)7/Z, a typical choice of Lyapunov
function is W = exp(8(f — min f)/2), for which the Lyapunov condition writes

BAf BV
2 4

< —60+b1y. (F4)

Further, we say a probability measure v € P(S?) satisfies a local Poincaré inequality on U with
constant ks if

1
/ fPdv < —/ [V £||?dv, forall smooth f : U — R such that / fdv=0.
U ku Ju U

Notice that U has a convex boundary, thus we can use the Bakry-Emery criterion as adapted to
manifolds with convex boundaries by [LE23, Proposition B.11] to prove a local Poincaré inequality
on U. Specifically, it suffices to have inf, e Amin (V2 f(w)) > 0.

In summary, a Lyapunov condition of the form (F.4), along with a control on the eigenspectrum of
V2 f(w), implies an LSI for e A7 /Z. We record this fact in the theorem below, working out the
proper dependence on problem parameters for future use.

Theorem F.6. Letv € S%, 0 < A< land f : S* — R of the form f(w) = —\g({w,v)) for some
increasing function g : [—1,1] — R. Suppose there exist constants Dy, D1, D2, D3, Dy > 0, and
r € (0,7/2) such that if B3 > Dod\~! then

vw € %, %Af — g IVFI? < Dixd (Lga)
Yw e S\ U, %Af - g IVF]? < —DyN? (Ly)
Vw € ST, Auin(V2f(w)) > —D3\ (Csa)

Yw € U, Amin(VZf(w)) > DyA (Cv)

where U = {w eS¢ distyy (w,v) < 7‘}. Then (provided that 3 > Dyd\™') the probability
measure v = exp(—pBf)71/Z satisfies a-LSI for a constant o dependent only on the D; and on r-.

Furthermore, if the condition on (3 is replaced by B > D}d*\~* and if (L) is replaced by
1
vw e 8%, A7~V s|? < Dirds, (L)

then (provided that B > D\d*\~*) v satisfies o/-LSI for a constant o' dependent only on D}, D},
Dy, D3, Dy and on r.
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Proof. By the Lyapunov criterion for Poincaré inequality [BGL 14, Thm. 4.6.2], if the generator £
given by (F.3) satisfies the Lyapunov condition EWW < —0+bly forsomed > 0,b >0, U C S%and

W : S% — R, and if v satisfies a local Poincaré inequality on U with constant x;, then v satisfies a

Poincaré inequality on S? with constant x > T +9L .

U

Let us apply this to W = exp(8(f — min f)/2). By (se) and (L), the Lyapunov condition holds
with @ = Dy32)\% and b = D1 A\3(d — 1) + D232\, Moreover, since U has a convex boundary (the

geodesic in S between any two points in U remains in U for » < 7/2), by [LE23, Propostion B.11]
v satisfies a local Poincaré inequality on U with constant

Ky > Ricy + BAmin(V2f(w)) > d — 14 BADy
where Ric,, denotes the Ricci curvature of S?. As a result, v satisfies Poincaré inequality with constant

Do 32\2

Dogdinge ~ O (E5)

S+ d—1+BAD4
for some constant C' depending only on the D;, where we used that 3 > DydA 1.

Moreover, by [LE23, Proposition 9.17], if v € P(Sd) satisfies the Poincaré inequality with constant &,
and BV2f + Ricy = —BK for some K > 0 on S¢, then for 5 > 1, v satisfies the LSI with constant

o= ﬁ By the assumptions of the theorem, this indeed holds with K = D3\. Consequently, v

satisfies LSI with constant o« = C'/(11D3), which finishes the proof of the first part of the theorem.

The second part, with (L’Sd) instead of (Liga), follows by a similar reasoning, except that “D;” should

be replaced by “D/ 33/4 in the calculation of (F.5). This still leads to a bound of the form x > C’S\
provided that 3 > Dd*\~*, and the rest of the proof follows without change. O

We now verify that J} [, ] satisfies the conditions of Thm. F.6.
Proposition F.7. Under the assumptions of Thm. 5.2, fo = J}[d,] satisfies the conditions of Thm. F.6

with Dy, ..., Dy, r dependent only on c1,C1,Cy, Cs.
Proof. The Riemannian gradient and Hessian of fy = J{[d,] = —Ag((v, -)) are given by
Vio(w) = =Ag' ((w,v)),v
and  V? fo(w) = =l (¢"((w,v))vo" — ¢’ ((w,v)) (w, v) Lat1) Iy
where I, = Iy —ww' : R — TS = {w}+ for any w € S?. This can be shown by

considering the smooth extension of fy to R¥*! — R defined by = ++ —\g({v, z)) and using that S¢

is a sub-Riemannian manifold of R4t [Bou?23, Chap. 5]. In particular since v T, O,v=1— (w, v)2
and Tr1I, = d,

IV fo(w)||* = N2 ((w, v))*(1 — (w,v)?)
and  Afy(w) = Tr V2 fo(w) = —\ (g”((w,v))(l — (w,v)?) — ¢ ((w, v)) (w, v) d) .

Pose U = {w € S : distga (w, v) < r} for some r > 0 to be chosen.

Let us verify (Lga). We have for all w € S?

1 B A A
Ao = LIV Al = =5 (20" (w,0) + B0 (w,0))?) (1= (w,0)?) + 59/ (w,0)) w0, v)d.
(F.6)
The second term is bounded by %Cl d. We can ensure that the first term is non-positive by appropri-
ately restricting (3 as follows:

[mf] [29” + BA(¢))?] >0 <= 2(inf ¢") + BA(inf ¢')> > 0
—1,1

2C
= 205+ BAXE >0 «— B> —22)\_1.
€1
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Let us verify (L;). We can upper-bound the first term in (F.6) by a negative quantity by restricting 3
further: by a similar calculation as just above,

4C
B> ?; = [_ir117f1] [29” + g)\(g’)ﬂ >0 = 2¢" +BAg)* > g)\(g’)2 over [—1,1].
Then for all w € S\ U, we have r < distyy(w,v) = arccos({w,v)) < 51/1 — (w,v)?, and so
1 A1 A
380 = LIV < =7 (350 (wo)?) (1= (w,o?) + 5/ (o) . 0)a
A A
= 3 (G {- 5 (o)1 w0 + 20,00}
A 28\cir?
< 39 (oo {2257 4 2w, v)a)
A, BAcir 5,
< Jg/ () - AT < g

provided that 5 > 2n°d

Acir?

To verify (Cga), simply note that, since ||1_[wm;T1"[w||0p = [[Iyo|> =1 — (w,v)?,

Yw,

V2 fo(w)|,, < Ag"((w, v))(1 = (w,v)?) + ACy

+ A0 < (Cs5+Ch)A,

<Al sup g"(s)(1—5%)
s€[—1,1]

and therefore, inf,,cga Amin (V2 fo(w)) > — (supw HVQfo(w)Hop) > —(C3+ Cy)A.
Finally, let us verify (Cy). Indeed, for any w € U,
Auin(V2fo(w)) = min— =Ag"({w, 0))(u,v)? + Ag'((w, v)) (w,v)

llull?=1,(u,w)=0

> =Ag"((w, o) max  (u,0) + Aer (w, v)
HuH2=17<u1w>=0

= =Alg"((w, v)| (1 = (w,v)*) + Aer (w, v),

where the bound of the second term follows from (w, v) > 0, which can be ensured by taking < 7.
Sincew € U <= (w,v) > cos(r) > 1 — 72, it follows that

Amin(V2 fo(w)) > =X [ sup |g”(s)] (1 — 52)] + Aeqcosr

cosr<s<l1

v

—2C5 [ sup 1— 82:| 4+ Acp cosr

cosr<s<1

= A (=Cssinr + ¢y cosr) > )\%
for a certain choice of r small enough, dependent only on ¢; and Cj. O

F.2.2 Lyapunov function analysis for bounding the LSI constant of 7, 3

To prove Thm. 5.2, it only remains to show that the conditions of Thm. F.6 are satisfied for J4 [nx 3]
instead of J} [0y].

Lemma F.8. Under the setting of Assumptions 2 and 3, n g is rotationally invariant except for
the direction v, or formally Rv = v = Rynx g = 1 g for orthonormal matrices R, where Ryn
denotes the pushforward measure. Moreover, there exists g, : [—1,1] — R such that for all w € s,

Jilmsl(w) = =Agy({w, v).

Proof. The lemma follows directly from the fact that p is rotationally invariant and that y = ¢(v). O
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Lemma F.9. Under Assumption 2, suppose Sfurthermore that sup,, HV o(w H n < B; < oo for
i € {0,1,2}. Then we have, for any n,n € P(W),

Vo € 8% | S — S IV~ ST+ S 19l
< (2PBBF LB 1y 2P0 114 ) it
and (V2 00]) ~ M (V23| < PBUEB LD gy ).
Proof. By Prop. F.2,
92 Snlw) - V2 Kl )], < LB BB+ Bi) ||y\|iwl<n, )
and |Amm<v2J;[n1<w>>—Ammw%mw | < IV Bbil(w) = V2 S 01w)]|, by Weyt's

inequality. This shows the second inequality of the lemma.
For the first inequality, we have AJ{ [n](w) = Tr V2 J}[n](W) and so

1 1 d d4BoB1(B()BQ + BQ)
\QAJ;M = SARI| < S92 ) - V2 B, < 5 0222yl Wa (o)
Moreover, we showed in (F.2) resp. in Prop. F.2 that

BOB 4B 32
IVI I < —=—llyll5, and [[VIn] = VI ]I < —25—= llyll Wi (m),
s < B BB Iyl 43232 Iyl
01
1 IV 7a] 12 = 2 a5 H SR W)
4 A A
2B3B3 yll5
which implies the first inequality of the lemma by trlangle 1nequahty. O

We can now proceed to the proof of Thm. 5.2, thanks to a bound on Wa(n) g, d,,) under Assumption 3
proved in the next section.

Proof of Thm. 5.2. For concision, in this proof, we will use the notations O(+), (), O(+), < to hide
4
(p)> ||SD/HL4(,;) ) ||<P"||L4(p) s Eanp 2] /d?,¢1,C1, Cy, C3 and

Cy.
We established in Prop. F.7 that fo := J}[6,] satisfies the conditions (Lga) (L) (Csa) (Cyy) of
Thm. F.6 with some constants D;, = O(1) (in fact only dependent on ¢;, Cy, Cy, C3) provided that

B > DodA~L. Thus, the first part of the theorem concerning the LSI of &, oc e=#7A[5:17 follows from
Thm. F.6. To prove the second part of the theorem, it suffices to show that f * =] Al (7, 5] satisfies the

conditions (L{,) (Ly) (Csa) (Cyr) of Thm. F.6 with some constants DO, Dl, Dg, D3, D47 r=0(1).

By Lem. F.3, there exist constants B; = O(1) such that sup,, || Vi¢(w ||H < B, fori € {0,1, 2}.
Moreover, by Lem. F.12 below, provided that 5 > Q(d\), one has

Wa(naps,) S VB 1dAT log(Bd—IA"1) = W.

Now by the conditions (Lga) (Lyy) (Csa) (Cy) for f = foy and D; = (1) (by Prop. E.7), from
Lem. F.9 along with the triangle inequality we have

1 _
Yw € ¢, 5Af* — g IVFNI? < Ad+ (dA~2 + BA~W

1 _
Vw € S\ U, 5Af* — g IVF5N? < =D2BA? + Ey - (dA~2 4+ BA™)W
Vw € ST Amin(V2F*(w)) 2 =X — A72W

%
Vw € U, Amin(V2f*(w)) > Dy\ — By - \72W
for some constants o, 4y = O(1). So,
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* (LL,) for f* can be ensured with D} = O(1) provided that (dA~2 + BA=3)W = (B '\ +
D)BAT3W = O(\dB>/*). Since we already assume that 3 > Q(d)), this is equivalent to
BATSW = O(NdB*/4), ie., B/*N"2d'W = O(1).

* (Lyr) can be ensured with Dy = 22 if § is such that B (dA~2 + BA~3)W < 22802 ie.,
(8 ’i)\ + DATPW < 2%2. Since we already assume that 8 > §2(d\), this is equivalent to
AW < F; for a certain Fy = O(1).

* (Csa) can be ensured with Ds = O(1) provided that A2 = O(\), i.e., A=W = O(1).

* (Cy) can be ensured with D, = % if EAANT2WW < %/\, e, A3 < 213?44 = Fy = 0O(1).

In summary, since we assume A < 1, we have A3 éA‘5 and A=*d~! < A\75. Hence we will
choose 3 such that B1/4d=*X\=*W = O(1) and \=>W < F, for a certain F, = O(1), and this
will ensure all four conditions with constantg)’17 Dy, D3, D, = ©(1). For choices of 5 such that
B > d*\74, it suffices to have Bl/4d’1)\’4W < F5. Now substituting the definition of W, this
sufficient condition rewrites

BYATINTAW < Fy < BY2d72A 8. g7 AN log <£) = B7122%  og (g) < F2.
Since Ve, z > 0,elogx = log z° < x¢, then for any £ > 0 it suffices to choose 3 such that

g
571/2)\79d71 (dﬂ)\> < €F22 — 51/275 > 671F2—2)\7976d717€.
Choosing e.g. ¢ = 1, we get that a sufficient condition is 8 > Q(poly(A™', d)).

Hence we may apply the second part of Thm. E.6 to f* = J} [\ ] with constants D}, Dy,Ds, Dy =
O(1), provided that 3 > Q(poly(A~1,d)). This concludes the proof of the second part of the
theorem. O

F.2.3 Bound on W1 (ny g,0,)

The following lemma shows a form of weak coercivity of J).
Lemma F.10. Under Assumptions 2 and 3, if furthermore there exist c1, C1, C3, Cy > 0 such that
wrelL+l a<g@) <O, |0 -r) <Cs g - <,
then there exists a constant cg dependent only on cy1, Cy, Cs, Cy such that
¥, Ja(n) = In(60) = Aoy W3 (n, 6,).

Proof. Since J) is convex,

) =58 = [ KeJdn =) = <A [ gl =5,)(w)

= [ 1o00) = a0, w) ).

Now let U, = {w € S% distga(w,v) < r} for some 7 > 0 to be chosen. We will compute the
integral separately on U,. and on S¢ \ U,.

For the part |, u.» we proceed by a second-order Taylor expansion. Namely, for any w € U, \ {v}, let

e L v such that w = cos(f)v + sin(#)e for some 0 < 6 < r, since distgs (w, v) = arccos((w, v)) =
6. Then g({v,w)) = g(cos§), and

@g(cos ) = —sin(6)g’(cos 0)
2
%g(cos 0) = sin(0)%g” (cos §) — cos(8) g’ (cos b))
3
%g(cos ) = —sin(A)3¢" (cos ) + 3sin(#) cos(8)g” (cos §) + sin(f) g’ (cos b).
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Notice that by our assumptions on g, it is smooth enough at 1 so that sin()g’(cosf) — 0 and
sin(#)?g"” (cos0) — 0 as § — 0. Further,

d3
sup —=g(cos ) < Cy +3C3 + Cy =t 6M3 4.
o do3 ;
Consequently, by a univariate Taylor expansion with remainder in Langrange form around 6 = 0, for

all 0 < @ < r, provided that we choose r < 291(4(;) , we have

1 1
g(cos@) =g(1) +0+ 5(0 —¢'(1))6? + 6(9 o cos)® (u)#? for some u € [0, 7]

1 1
<g(1) - 59/(1)92 + 5

sup (go cos)(g)] 63
(0,7]

< (1) = 5o 0% + Myt = 9(1) — 3/(1) — M 0) 0°

<g(1) - 74'(1)6 (F7)
In other words,

g'(1) distga (w, v)?,

g’(l)/U distga (w, v)? dn(w).

T

Yw € Uy, g(1) — g({v,w)) >

N S

ndso, [ lo(1) — (0w an(u) >
For the part de\UT’ since g is increasing on [—1, 1] since g’ > ¢; > 0, we have
/ [9(1) — g((v,w))] dn(w) > [g(1) — g(cos(r))] [1 — n(U;)]
S\U,

. Bgmﬂ 1 - (U,)

where the second inequality follows from the Taylor expansion (F.7) above applied to 6 = r.

Thus we showed

I = 1560 = 2 [0/ 0] 1= 0]+ C [ st o n(n

_ 20 {79 1= n(U,)] + /U T dist.gd(w,v)?dn(w)} -

On the other hand, since distgs (v, w) = arccos({v, w)),

Wi.0) = [

SI\U,

<71l —nU)] + /U distga (v, w)?dn(w).

diStSd(U,U})an(U))+/ distga (v, w)2dn(w)
U,

Hence
Ag'(1 2
J/\(77) - ‘])\(51)) > g4< ) sup min |:r27 1:| W22(77351))
0<r< 291L/1(31)g T
g') . g1\’
=\ o nin 25, Jm2 1] - WE(n,6,)
C1 C1 2
e 1 min [(2M3,g> /72, 1] WE,8,) = AagWi(n,d,).
Notice that a4 only depends on ¢y, Cq, C3, Cy. O

35211 https://doi.org/10.52202/079017-1109



We will use the following fact about the surface area of a small hyperspherical cap around a pole for
bounding W3 (n,\7 8,0y). It essentially shows that, for VW = S, the constant called C in the statement

of Lem. E.1 scales with dimension as 2=¢ < C~1 < 1/+/d.

Lemma F.11. Fixd > 2 and v € S? and denote by T the uniform measure on S%. For any € > 0, let
Se = {w € S? : distge (w,v) < 6}. There exist universal constants C_, Cy > 0 such that

VO < €< % O (¢/2)? < 7(S.) < Oy ¢4/Vd.
Proof. For w ~ 7, the distribution of (w,v) admits a probability density function h(z) = (1 —
22)4/2=1 /7 where

_ [ g (2 _TE VT
Z—[l(l—zz)d/z 1dZ_B(2a2> - 1—1(%) .

C(z+1)
T'(z+s)

Note that by Gautschi’s inequality Vs € (0,1),Vz > 0, z'7% < < (z + 1)1 applied to

s=2Llandr=4=L Wehave\/E<F(4d;rl)< s
2 2 2 F(%) =,

2 <7< 2

d+1 - —Vd-1

By definition, since distga (w, v) = arccos({w, v)), 7(Sc) = fcis(e

) h(z)dz. One can verify

V1—¢€2<cos(e) < 1- <.

<
Vo<e< 1

™
47
Soforall0 <e < 7,

#(S0) = / U s < / L s

os(€) Vi—e?
1 1 dt
_ 271/ (1 o 22)d/271dz _ Zfl/ (1 7 t)d/2717
Vi=e 1—e 2Vt

_ t)d/2_1dt _ Z—l td/Q—ldt

1 ¢
2v/1 — €2 /0
Ed S C_A,_Gd/\/g

1 1
< Z‘li/ 1
- 2v/1 — €2 1752(

1 2 1
e P VD S S
2v1 — €2 d[ < d\/1— (7/4)?

for some universal constant C . In the other direction,

7(e) 2 /1 ’Mdz:zl/l (1—z2>d/“dz=zl/1 (1— gtz 4t

Ji—e/a Vi—e 1-e2/4 2Vt
1 1 1 e?/4
> Z‘l—/ (1—t)¥2"1dqt = Z—L/ 421
1—€2/4 2 0
12 1
= Z*1§E[62/4]d/2 = Z*la(e/z)d > ¢(e/2)?/Vd.
for some universal constants c. By repeating the same argument with /1 — % replaced by 4/1 — %,
we get 7(S.) > ¢ (¢/1.99)%/v/d > C~*(¢/2)¢ for some universal constants ¢/, C_. O

The following lemma combines the weak coercivity and weak Lipschitz-continuity of Jy by a
I'-convergence type argument, to show an explicit bound on W1 () g, d,). It quantifies the intuitive
fact that 7, g converges weakly to d, when 3~ — 0 or A — +o0.
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Lemma F.12. Under Assumptions 2 and 3, if sup,, HV’(;S(w)HH < B; < oo fori € {0,1}, and if
B> 4 (BB, |ly|l2,) ", then

1 ﬁ_ld ~ 2 1
Wa(nx,p,60) < \/ag \ (C—i—log (BOBI HyHH) —log (B d)\))

where C' is a universal constant and o, is the constant from Lem. F.10.

Proof. Since 1y g = argminJy g and Jy g = J + 7L H (-|7), then for any n° € P(W),
Ia(mrg) < Ia(nag) + BT H (maplm) = Ias(as) < Ias(n”) = () + 87 H (n7|7) .
Further, we showed in Lem. F.10 that Vn, Jx(n) — Jx(6,) > Ay - WE(n, 6,), so
Mg - W3 (13,5, 00) < In(a8) = Ia(00) < Ia(17) = Ja(80) + B~ H (17|7) -
It remains to upper-bound the right-hand side, which we do by choosing as ? a box-kernel smoothed
version of ¢, (this part the proof is essentially an instantantiation of Lem. E.1). Specifically, let ° be

the uniform measure over the spherical cap S, = {w € S% distga (w, v) < U} for o to be chosen.
We showed in Prop. F.2 that

BB |lyl?
1) - (60 < PP e )
where sup,, Hvqu(w) ||H < B;, and by definition
1
Wi(n?,6,) = /diStSd (w,v) dn? (w) = 7/ distga (w, v) dvol(w) < o.
VOI(SU) Sy
Moreover by Lem. F.11, provided that 0 < 0 < T,
dne Vol(Sd) o
Hn|lr) = | dn,log — =log ———~ = —1 -) <1 —dlog —
(n°|7) / o log 3 = log 715 0g7(55) < log € — dlog 5

for some universal constant C, and let us assume w.l.o.g. that C' > 1, so that log C' < dlog C'. Thus

2
< BobBi |yl .

\ B~ tdlogo + B tdlog 2C.

In7) = In(,) + B7HH (n7|7)

Therefore, taking the infimum over 0 < o < 7,

BoB1 |yl
Mg - Wi (na g, 6s) < in£ L”y”%a — B tdlogo + B *dlog 2C

0<o<T A
Bld\
BoBi |lyll3,

=5t (1 +1og(2C) — log(B~d\) + log (BOBl ”yHiL)) ,

=pB71d - p~tdlog + f~tdlog2C

where on the second line we used that the unconstrained infimum of the right-hand side over o > 0 is

-1
attained at o = ﬁ, which is indeed less than 7 by assumption. This shows the bound
H

1
Wa(n6.0,) < \/ 671 (1 +10g(20) — log(8-"dA) + log (BoB: llyll3, ) ).
Qg

and the bound announced in the proposition follows by gathering some universal constants into C. O
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F.3 Proof of Prop. 5.3 (examples of activations satisfying the assumptions)

Before presenting the proof, we recall a few concepts from the theory of spherical harmonics, and
refer to [AH12; FE12] for more details. Let 7 be the uniform probability measure on S¢. The
spherical harmonics in dimension d + 1 form an orthonormal basis of L?(7). We denote them by

{Yi;}tk ., where k > 0and 1 < j < N(d, k), where N(d,0) = 1 and N(d, k) = %(lﬂ‘gff)
for k > 1 (for k = 0 we have Yy; = 1). Consequently, any ¢ € L?(7) can be written as
N(d,k)

oo
6= > (6 Yis)L2(r)Yis-

k=0 j=1

Let Py q be the Legendre polynomial (a.k.a. Gegenbauer polynomial) of degree % in dimension d + 1,
normalized such that Py, 4(1) = 1. Thanks to Rodrigues’ formula [AH12, Theorem 2.23], we can
express Legendre polynomials as,

k
(-1)*T(d/2) 2y(2-d)/2 ( 4 H(d—
Pog(t) = ~—2 20 (1 — ¢2)=d/2 ( — 1 — ¢2)kH(d=2)/2,
We now go over some useful properties of spherical harmonics and Legendre polynomials.
* (Addition Formula) We have the following formula which relates Legendre polynomials to
spherical harmonics [AH12, Theorem 2.9],

N (d,k)
Z Yij (w)Yij(v) = N(d, k) Py a((w,v)), Yw,ve S

* (Hecke-Funk Formula) Suppose ¢ € L?(7) is given by ¢(-) = o ({w, -)) for some w € S¢.
Then [AH12, Theorem 2.22],

I'((d+1)/2)
(@/2)\/x

* (Orthogonality of Legendre Polynomials) Using the addition formula and orthonormality
of spherical harmonics, for every k, k' > 0 we have,

1
(6, Yij)r2(r) = Yy, (w) [1 O(t) Py (t)(1 — ¢2)(4=2/2q¢,

Oxk Pr.a((w,v))

(Pra((w, ), P a((v,-)) L2(r) = N(d, k)

* (Derivative of Legendre Polynomials) For every k > j, we have the following identity for
derivatives of Legendre polynomials [AH12, Equation (2.89)],

Pé?}(t) = Cjk,dPr—j,at2; (1),
where P,Ej 3 denotes the jth derivative of P, 4, and

k(k—1)...(k—j+D(k+d—1D)(k+d)...(k+d+j—2)
dld+2)... (d+2j—2) '

Cik.d = (FS)

Notice that for j > k we have P,Ej (; =0.

We use the tools introduced above to prove the following lemma.

Lemma F.13. Suppose p is a spherically symmetric probability measure on R, Define q -
[—1,1] = Rvia g({(w,v)) = [ o((w,x))p((v,z))dp(z) for w,v € S Then, for every j > 1,

(d+1)(d+ 3).1. (d+2j—1) / I ¢ (G, 2o (o, 2)) o),

where ) denotes the jth derivative of .

49 ({w,v)) =
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Proof. We being by introducing the notation ¢,.({(w, z)) = @(r(w, x)). Doing so allows us to only
consider functions on S by conditioning on the norm of input ||z||. Notice that

o((w,) = & o lel (o, 7200 (el 0, 720 ol | = B g G, 00)] .- 69
where
ar((w, ) = /@(T(w,$>)<ﬁ(r<v,w>)d7(w) = (er((w, ), or((v, ) L2(7)-
By the Hecke-Funk formula,

_ (07 %%
(or((w, ), Yij () r2(r) = Ok Yiej(w) = mykj(w)7
where .
_ I'((d+1)/2) / 2\(d—2)/2
Opyr = — = p(rt) P (t)(1 — t°) dt.
L(d/2)ym J
Then, by the expansion of ¢, ({w, -)) in the basis of spherical harmonics,
oo N(dk)
k,r
=X > w)Yi;(+) Z\/ (d, k) Pra((w,-)).  (F.10)
k=0 j=1 \/W

Via the formula for inner products of Legendre polynomials, we obtain

= a} N(d, k){Pra((w,"), Pra((v,))r2(r) = Y _ 04, Pral(w,v)).
k=0

k=0
As a result,

¢ ((w,v)) =" ad P ((w,v) =3 62 1cj.aPejarei ((w,v), (F11)
k=0 k=j

where c; 1, 4 is given by (F.8). On the other hand, we can directly obtain from (F.10),

Y Z\/ (d, K)oy, P kd (w, x) Z\/ (d, k)0 rCj k,aPre—j,davo; ((w, x)).

Therefore,

= O‘%r ?de(d k)

<§0$j)(<w7'>)’<p£'j)(<va'>)>L2(T) - N(d+2] kL — )Pk Jd+21(<w’v>)'

Moreover, it is straightforward to verify that
¢jkalN(d, k)
N(d+2j5,k—3)
for k > j. Therefore,

=(d+1)(d+3)...(d+2j—1)

(@D ((w, ), 09 (0, )2y = (d+1)(d+3) ... (d+2j = 1) Y af ¢ kaPhjara;((w,v))
k=j
=(d+1)(d+3)...(d+2j - 1)g¥ ((w,v)),

(4

where the last identity follows from (F.11). We can now use the fact that oy ) = =rp), and plug the

above back into (F.9) to obtain

.
g

0 ((w.0)) = B [0 (0, 0)] = B | g gy el w2l (0, 2@

-/ @+ D(d+ 2) vz (wa)et (v, 2)de(x),

which concludes the proof. O
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We are now ready to state the proof of Prop. 5.3

Proof of Prop. 5.3. Recall g((w,v)) = 22?&';@;@5;‘7{ . Let q((w,v)) = ($(w), $(v))3. Conse-

quently,

/

2
, qq v 99" +q w 34'q" +qq"

g = 2 Y g - 2 9 g — 7.
A+ lle(v)]13,)? A+ llo()l15,)? A+ [[¢(v)I13,)?
We proceed to bound each term separately. By non-negativity of ¢, for any » > 0, we have

q((w,v)) = E[p({w, z))p((v, z))]
> E [p((w, 2))p((v,2))1(|(w, 2)| < 7, (v, 2)] < 7)]
> (‘i‘nf 0(2))*P [{[{w, )| < v} {[(v, )| < )]

> (inf ¢(2))* (1 - P{w,z)* > r’] = P[{v,z)* > r?])

|z|<7
2E(|12||")
f 2l 4
(‘1‘11<T80( )) < (d+ 1)7’2 s
where the last inequality follows from Markov inequality along with the fact that E[zz "] =

2
%Id+l for spherically symmetric distributions. Thus, by choosing r = m = %, we

have ¢(z) > 1(inf|,j<m, ¢(2)). Furthermore, by the Cauchy-Schwartz inequality, ¢((w,v)) <
Elpo((w,z))?] = ||g0||iz(p) . Next, we move on to bounding ¢’. Let Z ~ 7 be a uniform random
vector on S?. Then, for any r > 0, by Lem. F.13,

¢ ((w,0)) = ——=E [[le]* &' ({w, )¢ ({v,2))]
1

= 7B [lal*E e (w, ) (v,2)) | [l2]]

> Wfler SOV g ¢ |{Iw.a)l < ||gc||}m{|<v,az>|sH;H}||ac||H

anflzwf(z))?E'mQ( _P[M ] ] m
> P _II 711 (w,z)* > iz H2||| x| (v,2)? > iz H2||| x|

(inf|z|<,. <,0/(Z))2 [ 2 2”5””2
> = @ -7 — T o/, 7 . 4N
> drl E =" |1 r2(d+1)

Consequently, by choosing r = m = szbﬁ we obtain ¢’ > (mf 2|<m ¢’ (2))?. Moreover, by the

Cauchy-Schwartz inequality, ¢’ < by ||¢’||> L4(p)- As atesult,
by (inf\z\gm @(Z»Q(inf\z\gm 90/<Z))2
2
A+ llellzzp)?
Furthermore, by Lem. F.13 and the Cauchy-Schwartz inequality,

b3(d+1) b3(d+1)?
lq"] < 72“3 " sy, la"1 < ==

1
d+1

2
b [lell2(p) ¥ HL4(p>
(A+ IIsDIILz )2

<g <

2
16" ()

~ (d+3)(d+5)
Hence, ) ) ) X .
—b3 ||<P”||L4(p) ||<P||L4(p) <g' < b3 H‘P”HM(p) H<P||L2(p) +03 H80/||L4(p)
A+ llelPa? 7 A+ lelZe,)?
and
| < 303110/ () 16 21y + 03 11172, 197170,
(A+ HSOHLz(p))
which completes the proof. O
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F.4 Implementation details for Fig. 1

We consider the problem (1.1) where W = S? and G is defined as in Assumption 2, where d = 10,
A=10"3and

+ y: R4 — Ris given by a teacher 2NN with 5 neurons defined as follows. The first-layer
weights are orthonormal, drawn from the Haar measure, and the second layer weights
are drawn i.i.d. from N (0, 1.81;). Its activation is pgeacher(2) = %, which is the
normalized 4th degree Hermite polynomial.

* pis the empirical distribution of a (covariate) dataset (x;);<,, of n = 100 training samples,

sampled i.i.d. from N (<Old) , (‘81 8> ) , with the last coordinate representing bias.

* The activation function ¢ of the student 2NN ¢, is the ReLU, ¢(z) = max(0, z).

We performed 5 different runs, each corresponding to a different teacher network (y) and training
dataset (p), and tested all the algorithms considered at each run. So the objective functional G is
different for each run, which is why the values shown on the y-axis are offset by G7, the best value
achieved by any of the algorithms considered for each run.

For the algorithms using the bilevel formulation, we computed the values and the Wasserstein
gradients of Jy explicitly by the formulas from Prop. F.1 and (F.2) (the matrix K, 4+ Aid in L/% ~ R"
is inverted explicitly).

For the algorithms using MFLD, we used 3~ = 10~3. We ran the Euler-Maruyama discretization of
the noisy particle gradient flow SDE described in Sec. 2 (with an inexact simulation of the Brownian
increments described below), using N = 1000 particles — corresponding to the width of the student
2NN —, and a step size of 1072 for (1a) and 102 for (1b). For Wasserstein GF without noise, we
used the same discretization but with =1 = 0.

Concerning the initialization of the particles (%, w");<n — corresponding to the second resp. first-
layer weights of the student network —, the w} are drawn i.i.d. uniformly on S¢, and for the algorithms
using the lifting formulation, the 7, are drawn i.i.d. from A(0, 1).

Note that our simulations of Brownian motion are not exact. To implement MFLD on S¢, we simply
took gradient steps in R%*! with added Gaussian noise, and projected the weights back to the sphere.

The code to reproduce this experiment can be found at https://github.com/mousavih/
2024-MFLD-bilevel.
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1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The claims made in the abstract and introduction match the paper’s contribu-
tions. In particular the three bullet points concluding the introduction summarize the paper’s
contributions section by section.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

 The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It s fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: The scope and limitations of each optimization dynamics considered is clearly
discussed within each section.

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

¢ The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [Yes]

Justification: For each theorem or proposition or corollary or lemma, be it in the main text
or in the appendix, the assumptions are clearly stated, and all proofs are provided.

Guidelines:

» The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

¢ Theorems and Lemmas that the proof relies upon should be properly referenced.
. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: The contributions of this work are theoretical. A numerical illustration is given
in Fig. 1, for which the implementation details allowing to reproduce the experiment are
provided in Sec. F.4.

Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.
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5. Open access to data and code
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material?
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Justification: We provide in Sec. F.4 full details for the small numerical experiment of Fig. 1,
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* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
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to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

 Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
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parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: The setup of the numerical experiment of Fig. 1 is very simple. Moreover full
details are provided in Sec. F.4.
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* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: The purpose of the small experiment from Fig. 1 is to compare the qualitative
behavior of several algorithms: advantage of MFLD over Wasserstein GF in Fig. 1a, and
advantage of MFLD-Bilevel over MFLD-Lifting in Fig. 1b. This qualitative behavior is
clear-cut across the 5 runs, all of which are shown.
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* The answer NA means that the paper does not include experiments.
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dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

¢ It should be clear whether the error bar is the standard deviation or the standard error
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* It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CIL, if the hypothesis
of Normality of errors is not verified.
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figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: The very small scale of the numerical experiment of Fig. 1 means that any
standard laptop or desktop computer can be used to reproduce it in, with a runtime of a few
minutes.
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* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).
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eration due to laws or regulations in their jurisdiction).

Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]
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Justification: The contributions of this work are theoretical.
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: The contributions of this work are theoretical.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [NA]
Justification: The paper does not use existing assets.
Guidelines:

» The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.
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* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: The paper does not release new assets.
Guidelines:

* The answer NA means that the paper does not release new assets.

» Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
14. Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.
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* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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