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Abstract

In the domain of code generation, self-debugging is crucial. It allows LLMs
to refine their generated code based on execution feedback. This is particularly
important because generating correct solutions in one attempt proves challenging
for complex tasks. Prior works on self-debugging mostly focus on prompting
methods by providing LLMs with few-shot examples, which work poorly on small
open-sourced LLMs. In this work, we propose LEDEX, a training framework
that significantly improves the self-debugging capability of LLMs. Intuitively, we
observe that a chain of explanations on the wrong code followed by code refinement
helps LLMs better analyze the wrong code and do refinement. We thus propose
an automated pipeline to collect a high-quality dataset for code explanation and
refinement by generating a number of explanations and refinement trajectories from
the LLM itself or a larger teacher model and filtering via execution verification. We
perform supervised fine-tuning (SFT) and further reinforcement learning (RL) on
both success and failure trajectories with a novel reward design considering code
explanation and refinement quality. SFT improves the pass@1 by up to 15.92%
and pass@10 by 9.30% over four benchmarks. RL training brings additional up to
3.54% improvement on pass@ 1 and 2.55% improvement on pass@ 10. The trained
LLMs show iterative refinement ability and can keep refining code continuously.
Lastly, our human evaluation shows that the LLMs trained with our framework
generate more useful code explanations and help developers better understand bugs
in source code.

1 Introduction

Code generation has become a crucial research task to automatically generate source code based
on natural language description [1-4]]. Although the recent Large Language Models (LLMs) have
shown impressive capability in code generation, generating the correct code for a complex problem
in single attempt is still challenging [SH12]. This is expected because even for human developers,
completing a hard programming problem might need multiple rounds of trial-and-error debugging.
Self-debugging capability that allows LLMs to retrospect the incorrect code and make changes to
resolve the errors is becoming increasingly important besides their code generation ability.

Existing works [[13}[14] investigate off-the-shelf LLMs in the scale of Codex (code-davinci-002) [1],
GPT-3.5 and GPT-4, and show that these LLMs can self-debug the wrong code they generated via
prompting methods in a pipeline of code generation and self-refinement as shown in Figure[I] The
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Figure 1: Pipeline of letting LLM generate code and self-debug.

user first queries the LLM for a solution for the given programming task and the initial solution from
the LLM is verified by executing them against the given unit tests. If the solution passes all the unit
tests, it is considered correct. Otherwise, the user collects the unit test feedback and forms a new
query to ask the LLM for a refinement. Such a process can iterate until the LLM generates a correct
solution or reaches the maximum number of iterations. There are different prompt designs when
asking for refinement [13]]. Compared with directly asking for a refined solution (referred to as “Code
Refinement” in the feedback block), asking LLMs to provide an explanation of the wrong solution
and then refine it in a chain-of-thought manner (referred to as “Code Explanation and Refinement” in
the feedback block) helps it to better understand the unit test feedback and increases the success rate
of providing refined solutions (details in Appendix [A.T).

However, how to improve LLMs’ self-debugging capability remains under-explored, especially given
the fact that open-sourced LLMs such as StarCoder [[L1]] and CodeLlama [12] have limited self-
refinement performance. For example, the StarCoder-15B model is only able to refine 4.43% wrong
solutions for problems from the MBPP benchmark [3], in contrast, GPT-3.5-Turbo can refine 28.90%
under the same setting (details in Appendix [A.T). Such limited self-refinement ability motivates
the need to better train LLMs to take feedback to explain and self-refine the wrong code. Although
important, an essential challenge of training LLMs to explain and refine wrong code is the lack of
training data, especially high-quality code explanation data. Previous work has explored Imitation
learning from Language Feedback (ILF) [[L5]], which trains LLMs with human-annotated explanation,
yet, such an approach is not scalable and the LLMs also do not obtain the ability to explain code.

In this work, we propose LEDEX, an automated pipeline to collect a high-quality dataset for code
explanation and refinement by generating explanation and refinement trajectories, followed by filtering
through execution verification. LEDEX then leaverages the collected data, using supervised fine-
tuning (SFT) to significantly improve LLMs’ ability to explain and refine incorrect code. Additionally,
LEDEX applies reinforcement learning (RL) with a novel reward design that accounts for explanation
semantics and unit test success, leading to better code explanations and corrections. In summary, this
work contributes the following:

* We introduce LEDEX, a scalable framework comprising automated data collection, data validation,
supervised fine-tuning, and reinforcement learning with novel reward mechanisms to enhance
LLMs’ self-debugging capabilities, resulting in more accurate code refinements and insightful
code explanations.

* We experiment LEDEX on three backbones (StarCoder-15B, CodeLLlama-7B, and CodeLlama-
13B) using code refinements and explanations, initially collected from GPT-3.5-Turbo. Supervised
fine-tuning notably boosts the models’ ability to diagnose and correct faulty code, achieving up to
a 15.92% improvement in pass@1 and a 9.30% increase in pass@10 across four benchmarks.

* LEDEX’s reinforcement learning on top of SFT, uses a novel reward function that incorporates
unit test outcomes and semantic analysis of incorrect code explanations. This further enhances
performance, with improvements of up to 3.54% in pass@1 and 2.55% in pass@ 10.

* LEDEX is model-agnostic; notably, CodeLLlama-7B trained on data gathered from CodeLlama-
34B or even itself achieves up to 8.25% and 2.14% gains in pass@1 and pass@ 10, demonstrating
the generalizability of the approach without reliance on GPT-3.5-Turbo.

2 Approach

Figure 2] shows the overview of LEDEX, including the collection of high-quality code explanation and
refinement data, and the training methods. LEDEX first collects a code explanation and refinement
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dataset by querying from pre-trained or instruct models and verifying its responses with execution
feedback to filter and obtain high-quality explanation and refinement data (steps 1 and 2 in Figure 2}
Section[2.T). Then the high-quality dataset is used for supervised fine-tuning (step 3 in Figure [2}
Section[2.2)), which significantly improves the model’s performance in explaining the bug and refining
the code. Reinforcement learning with execution feedback is used to further guide the model to
generate higher quality responses and boost the model performance (step 4 in Figure 2] Section [2.3).
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Figure 2: Overview of LEDEX.

2.1 Data collection and verification

We use MBPP [3] (only use the 374 problems in the training set during training), APPS [4] (only
use the 5,000 problems in the training set) and CodeContests [2] as our base training datasets, which
contain programming problems and solutions collected from various platforms. While they are
helpful for training LLMs for code generation, they neither contain enough wrong solutions nor the
explanation and refinement of them. To collect more wrong solutions, we prompt the pre-trained
LLMs (i.e., StarCoder and CodeLlama) accordingly with 3-shot examples to sample 20 solutions
(temperature set to 1.0) per problem from MBPP’s training set, APPS’s training set, and CodeContests.
We then run these generations against test cases to select the wrong solutions that fail any test cases.

Table [T] shows the number of correct (passing all the unit tests) and wrong (failing any unit test)
solutions sampled for each dataset. For each wrong solution, we need an explanation of the wrong
code and a correct refinement to build the code explanation and refinement dataset. We prompt pre-
trained or instruction-LLMs with the problem description, wrong solution, and execution feedback
(either error message or failed test case) to ask for an explanation and refinement. We experimented
with GPT-3.5-Turbo, CodelLlama-34B, and CodelLlama-7B for data collection. We take GPT-3.5-
Turbo as the example in this section, and an example with it is shown in Appendix [A.2] We study the
generalization of this data collection with different LLMs in Section[d.3]

Table 1: Number of unique, correct, wrong solutions sampled from pre-trained LLMs, as well as the
number of correct refinement generated by GPT-3.5-Turbo and its refinement rate on each dataset.

Dataset #Unique Solutions  #Correct Solutions  #Wrong Solutions | #Correct Refinement ~ #Refinement Rate
MBPP Training (374) 9,500 4,706 4,794 2,203 45.95%
APPS Training (5,000) 44,108 27,736 16,372 6,419 39.21%
CodeContest (6,627) 51,134 31,520 19,614 5,113 26.07%

As LLMs may provide wrong explanations or refinements, we cannot blindly take them as training
data. Thus, we verify the refinements by running them against the test cases again, and only those
passing all the test cases are considered correct refinements. For explanation, we consider the
explanations along with the correct refinements as correct. Overall, for example with GPT-3.5-Turbo,
we get 13,735 correct explanations and refinements: 2,203 for MBPP, 6,419 for APPS, and 5,113 for
CodeContests. This verification step is crucial to guarantee the quality of the automatically collected
code explanation and refinement dataset.

2.2 Supervised fine-tuning
We form the fine-tuning data in an instruction-following format similar to StarChat [16], where the

user input is enclosed by <|user|> and <|end|>, while LLM’s answer is enclosed by <|assistant|>
and <|end|> in the chat history. Moreover, to alleviate the limited amount of data, we augment the
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fine-tuning data by using two different instructions: providing the task description, the initial wrong
code, and execution feedback, asking for (1) a refinement directly, or (2) an explanation of the wrong
code and then a refinement in a chain-of-thought manner. Examples are given in Appendix[A.2]

During supervised fine-tuning, although we include the wrong solutions as LLM’s initial answer
in the chat history, we do not calculate the loss for this part since we do not want the LLM to
intentionally generate those wrong solutions. They are just provided as context for code explanation
and refinement if the LLM indeed makes mistakes in real use cases.

2.3 Reinforcement learning

Reinforcement learning is widely used to further improve the quality of LLM’s generated outputs [17-
20]. Through the RL framework, the LLM is optimized by using an algorithm to update the weights
using both success and failure trajectories and maximize the rewards of its outputs. To train the
fine-tuned LLMs to generate better code explanations and more correct code refinements, we design
the rewards considering both parts.

2.3.1 Refinement score

To train LLM to refine code, the correctness of the refinement is the main goal, which can be measured
by its code similarity to the ground truth, as well as the execution result. We use CodeBLEU score as
metrics for code similarity and unit test passing rate as metrics for execution results.

Given a wrong solution w, the set of correct and wrong (failed) refinements are notated by R and
R;,. For any refinement r, we calculate its CodeBLEU score and the unit test passing rate as follows:

1
|Re |

T,
Sev(r) = > CodeBLEU(r,7c);  Sui(r) = | P:;T”
TcERY | ‘
Scp is the average CodeBLEU score between a given refinement and all the correct refinements. S+
is the fraction of the number of passed unit test cases (7,) when running the refined code r, over the
total number of unit test cases (1") provided for this problem in the dataset.

In Figure 3] the x-axis is the scores of certain metrics, and the y-axis is the number of training data
with a certain score (same for other figures in Figure [3). Thus, Figure [3] (a) shows the frequency
distribution of each score of S, with blue bars referring to training data with correct refinements,
and orange bars referring to that with wrong refinements. The distribution of \S,,; is shown in Figure 3|
(b) where the correct refinements definitely pass all the test cases and can be separated from the

wrong ones.
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Figure 3: The CodeBLEU scores, unit test cases passing rate, sentiment similarity of wrong code
explanations, final refinement code reward, and the explanation reward of the training data.

2.3.2 Explanation score

In our dataset, there are wrong code explanations along with code refinement, whose quality may
not be perfectly reflected by the code quality. A correct code explanation may also be followed
by incorrect refinement, thus, it is necessary to consider the explanation in the reward. The code
explanations followed by correct refinements are treated as ground truth, notated by E’. We calculate
the average sentiment similarity [21},22] between the explanation embedding e and corresponding
embeddings in ground truth as

1

Sez(e) = le|

Z CosSim(RoBERTa(e), RoBERTa(e,.))

e.€EEY
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The distribution of S, (e) is shown in Figure (©).

2.3.3 Reward design

Given a pair of explanation and refinement, i.e., (e, r), the reward of the generated code refinement
and the code explanation is designed as:

R(r) =5+ (San(r) + Swr(r)) — 5, R(e) = W

This code reward R(r) is the average of CodeBLEU score and the unit test passing rate, and since
both S, (r) and Sy¢(r) are scored in the range of [0, 1], this equation makes the reward of code
refinement in the range of [-5, 5]. Figure E] (d) shows the distribution of the code refinement reward
on the training dataset, which mitigates the overlap issue between correct and wrong outputs with
CodeBLEU score alone as illustrated in FigureE] (a). It also makes the reward distribution continuous,
addressing the discreteness problem of only using unit test passing rate.

For the design of explanation reward R(e), We observe from Figure [3| (c) that the explanation
sentiment similarities of the training data mostly lie in the range of [0.4, 1.0], thus, we project the
range of [0.4, 1.0] to [-5, 5] and treat 0.7 as the borderline (projected to O correspondingly) of good
or bad explanations. Figure [3](e) shows the distribution of the wrong code explanation reward on
the training dataset. The distribution shows that there could be a good or correct code explanation
followed by a wrong code refinement, where assigning a high or low reward to the entire output is
not reasonable. This leads to our PPO [23] algorithm with code refinement and explanation rewards
considered separately. Due to space limit, the PPO algorithm is shown in Appendix[A.3]

3 Experimental setup

For supervised fine-tuning, we fine-tune three LLMs (StarCoder-15B, CodeLlama-7B, and
CodeLlama-13B) using the correct initial solutions and correct refinements collected from the
MBPP training set, APPS training set, and CodeContests. The model is fine-tuned for two epochs,
using a batch size of 128. The optimizer is AdamW [24] with learning rate set to 2¢~°. The learning
rate is adjusted using a warmup of 500 steps and then decayed following a cosine scheduler.

We further train supervised fine-tuned LLMs with reinforcement learning using the PPO algorithm.
The reinforcement learning training data is all the initial solutions and collected refinement on the
MBPP and APPS training set. The learning rate is 2¢~%, and the batch size is set to 64. We implement
reinforcement learning training based on the TRL [25]] library. Both the supervised fine-tuning and
reinforcement learning are conducted on 8 NVIDIA A100 GPUs, each with 40GB of memory.

4 Result

To evaluate the effectiveness of LEDEX, we study the following research questions (RQs) regarding
code generation and code refinement capability, iterative refinement ability, approach generalizability,
and the quality of the generated code explanations.

4.1 RQ1: Code generation and refinement capability

We evaluate the models trained with LEDEX for their code explanation and refinement ability
using four benchmarks: MBPP [3]], HumanEval [1]], MBPP* [26], and HumanEval™ [26]. We use
pass@k [[1]] and success refinement rate as the evaluation metric. For the generation of the initial
solutions, the models sample 100 solutions per task in the benchmarks (temperature set to 0.8), which
are run against the provided test cases. For every incorrect solution that fails any test case, we let the
models sample one refinement (and one explanation).

4.1.1 Pass@k

Table [2] presents the pass @k results across four benchmarks. Overall, fine-tuning the LLMs with
our curated dataset of code explanations and refinements leads to substantial improvements in both
pass@1 and pass@ 10 for all three model architectures. For StarCoder-15B and CodeLlama-13B,
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Table 2: Pass@k of initial and refined solutions on four benchmarks. Each backbone’s best perfor-
mance on every benchmark is bolded.

Models Approaches MBPP Humanval MBPPT HumanEval ™
pass@1 pass@10 pass@] pass@10 pass@l pass@l0 pass@] pass@10

Init. 37.70 69.60 30.34 63.21 34.90 60.85 26.16 56.77

Prompt. Refine 40.64 71.04 34.05 65.42 40.48 66.59 30.73 61.11

Expl. + Refine 40.37 71.60 33.96 67.20 39.23 64.67 30.09 60.72

Init. 47.41 70.27 35.05 66.93 43.28 62.48 30.01 59.77

StarCoder-15B LEDEX SFT  Refine 56.66 75.78 47.32 77.06 53.53 71.55 43.16 71.74

Expl. + Refine 57.11 76.70 47.37 77.16 53.83 72.19 43.54 72.61

Init. 48.62 70.68 3945 70.16 44.94 63.92 35.05 64.41

LEDEX RL  Refine 58.00 78.12 52.25 80.80 54.13 71.71 46.11 74.07

Expl. + Refine 58.19 77.96 51.67 80.79 54.29 71.93 46.26 74.24

Init. 38.21 67.24 34.27 69.60 37.18 61.23 27.40 60.81

Prompt. Refine 43.98 71.94 39.20 74.14 42.97 66.89 31.84 65.08

Expl. + Refine 43.42 72.09 40.13 74.95 42.46 67.41 32.49 66.58

Init. 48.87 70.89 36.99 69.95 42.97 62.69 30.76 62.52

CodeLlama-7B LEDEX SFT Refine 58.07 77.34 52.65 80.71 51.64 71.04 46.61 74.43

Expl. + Refine 57.98 77.92 52.98 82.22 51.55 70.94 47.62 75.54

Init. 46.54 71.54 39.38 71.84 41.46 63.68 33.95 65.98

LEDEX RL  Refine 57.35 78.12 54.41 82.55 52.11 71.88 48.73 77.17

Expl. + Refine 57.92 78.97 55.84 84.14 52.90 71.80 50.04 78.25

Init. 42.88 70.85 37.11 74.69 38.93 62.26 30.15 66.27

Prompt. Refine 49.68 75.85 45.78 81.07 46.22 70.14 37.62 72.68

Expl. + Refine 49.97 76.39 45.90 81.18 45.77 70.48 38.36 73.84

Init. 5243 73.66 41.65 73.61 43.67 62.63 35.29 68.49

CodeLlama-13B  LEDEX SFT Refine 61.78 79.96 58.41 83.47 55.58 73.41 51.35 77.84

Expl. + Refine 61.59 80.21 57.76 84.57 54.59 72.15 51.32 78.84

Init. 51.19 73.16 45.45 74.79 45.49 62.81 39.27 69.29

LEDEX RL  Refine 61.98 79.95 61.71 84.58 57.89 73.48 56.68 80.89

Expl. + Refine 61.63 80.27 61.66 86.23 56.62 72.04 56.57 81.77

Table 3: Overall pass@k on MBPP & HumanEval and MBPP* & HumanEval ™. Blue or red numbers
show the improvement or deterioration: SFT is compared to prompting, and RL is compared to SFT.

StarCoder-15B

MBPP & HumanEval
LEDEX SFT LEDEX RL

MBPP* & HumanEvalt
LEDEX SFT LEDEX RL

Refine Expl. + Refine  Refine Expl. + Refine

Refine Expl. + Refine  Refine Expl. + Refine

pass@1 54.35 +15.34 54.71 +15.92 56.78 +2.43 56.58 +1.87 49.31 +12.80 49.64 +14.13 50.87 +1.56 51.02 +1.38
pass@10 76.23 +6.58  76.81 +6.30 78.78 +2.55 78.66 +1.58 71.63 +7.27  72.36 +9.30 72.67 +1.04 72.87 +0.51
CodeLlama-7B MBPP & HumanEval MBPP™ & HumanEval
LEDEX SFT LEDEX RL LEDEX SFT LEDEX RL
Refine Expl. + Refine  Refine Expl. + Refine  Refine Expl. + Refine  Refine Expl. + Refine

pass@1 57.21 +14.41 56.75 +14.14 56.62 -0.60 57.41 +0.66 49.59 +11.15 49.95 +11.55 50.73 +1.14 51.74 +1.79
pass@10 78.17 +5.69 78.98 +6.18 79.21 +1.04 80.25 +1.27 7242 +6.27 71.81 +4.74 74.03 +1.61 74.42 +2.60
CodeLlama-13B MBPP & HumanEval MBPPT & HumanEvalt
LEDEX SFT LEDEX RL LEDEX SFT LEDEX RL
Refine Expl. + Refine  Refine Expl. + Refine  Refine Expl. + Refine  Refine Expl. + Refine
pass@1 60.95 +12.23 60.64 +11.68 61.91 +0.96 61.64 +1.00 53.86 +11.14 53.26 +10.51 57.40 +3.54 56.60 +3.34
pass@10 80.83 +3.69 81.29 +3.72 81.09 +0.26 81.74 +0.45 75.21 +4.04 74.87 +3.02 76.50 +1.29 76.00 +1.13

RL achieves the highest pass@1 and pass@ 10 scores (bolded) across all four benchmarks. For
CodeLlama-7B, RL achieves the best performance in seven out of eight cases, with SFT yielding the
highest pass@1 score on the MBPP benchmark.

For easier comparison, Table 3] summarizes the overall pass @k results on MBPP and HumanEval,
along with the improvements achieved through SFT and RL. The improvements from SFT are
compared to direct prompting, while the improvements from RL are relative to SFT.

On MBPP and HumanEval overall, SFT boosts StarCoder-15B’s pass@1 by 15.34% and pass@ 10
by 6.58% when directly generating code refinements. When incorporating code explanations in a
chain-of-thought format, SFT further enhances StarCoder-15B’s performance by 15.92% on pass@1
and 6.30% on pass@10. RL brings an additional 2.43% improvement in pass@1 and 2.55% in
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pass@ 10 for direct refinements, and a further 1.87% pass@1 and 1.85% pass@ 10 increase when
generating both code explanations and refinements. Comparable improvements from SFT and RL are
observed across the CodeLlama-7B and CodeLlama-13B models as well.

On the MBPP" and HumanEval™ benchmarks, which feature more rigorous test cases, respec-
tively [26], we observe even greater improvements from RL training on the CodeLlama models.
CodeLlama-7B achieves a 1.79% increase in pass@1 and a 2.60% increase in pass@ 10 for refined
solutions with code explanations. CodeLlama-13B shows a 3.54% improvement in pass@1 and a
1.29% improvement in pass@ 10 for directly generated refinements. These results demonstrate that
RL training enables LL.Ms to produce or refine solutions that are more robust and capable of passing
stricter test cases. Additional experiments and detailed case studies can be found in Appendix [A:41]

[A5.1] [A5.2] and [A.S3]

4.1.2 Success refinement rate

Table [] presents the refinement success rate for each model backbone across various approaches,
averaged over four benchmarks. For StarCoder-15B, the baseline prompting method struggles,
achieving only a 6.41% to 6.90% success rate in refining incorrect initial solutions. However, after
applying SFT with the high-quality dataset containing code explanations and refinement trajectories,
StarCoder-15B demonstrates a notable improvement, raising its refinement success to 16.27% to
16.56%. This increase represents a significant gain of 9.37% to 10.15% over the prompting baseline,
showcasing the effectiveness of SFT in enhancing code refinement capabilities by leveraging targeted
training data. With further RL, the refinement success for StarCoder-15B improves even more,
adding an additional 1.03% to 1.23% over the results from SFT. This final boost highlights the
complementary strengths of RL, particularly its capacity to fine-tune model behavior beyond what
supervised methods can achieve.

The improvement on CodeLlama-7B and CodeLlama-13B backbones is consistent with that on
StarCoder-15B, where RL training eventually achieves the highest success refinement rate with a
considerable boost of 1.81 —3.62%.

Table 4: Success refinement rates over four benchmarks. Blue numbers show the improvement.

Models Refine (%) Explain + Refine (%)

Prompt. LEDEX SFT  LEDEXRL | Prompt. LEDEX SFT  LEDEX RL
StarCoder-15B 6.90 16.27 +9.37 17.50 +1.23 6.41 16.56 +10.15 17.59 +1.03
CodeLlama-7B 8.65 18.14 +9.49 19.95 +1.81 8.10 17.60 +9.50 20.84 +3.24
CodeLlama-13B 11.64 18.96 +7.32 22.58 +3.62 11.97 20.06 +8.09 23.50 +3.44

4.2 RQ2: Iterative refinement ability

LLMs have the ability to iteratively self-debug until they arrive at correct solutions. Figure[dillustrates
the overall pass@k of CodeLlama-7B across four benchmarks after up to three rounds of refinements.
To simplify the figure, we plot the higher pass@k from either the "Refine" or "Expl. + Refine"
approach at each refinement round for each model. Additional results on iterative refinement are

provided in Appendix [A.4.2]

(a) pass@1 on MBPP and HumanEval (b) pass@10 on MBPP and HumanEval (c) pass@1 on MBPP+ and HumanEval+ (d) pass@10 on MBPP+ and HumanEval+
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Figure 4: Pass@k of prompting, SFT, and RL CodeLlama-7B after three iterations of refinements.

Both SFT and RL consistently outperform prompting across all three refinement rounds. Even after
three rounds, the prompting approach fails to match the pass @k achieved by SFT after just the first
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Table 5: Pass@k of CodelLlama-7B trained with CodeLLlama-34B’s data.

Models Approaches MBPP Humanval MBPPT HumanEval ™
pass@1 pass@10 pass@] pass@10 pass@] pass@10 pass@l pass@10

Init. 47.01 71.18 39.24 70.00 41.64 61.95 33.07 63.58

LEDEX SFT  Refine 54.97 76.52 47.03 77.96 48.71 68.28 41.11 71.46

CodeLlama-7B Expl. + Refine 55.05 76.63 47.34 78.11 49.15 68.35 41.49 71.76

Init. 46.45 70.41 39.63 71.02 42.34 60.84 34.15 63.19

LEDEX RL  Refine 54.81 76.56 48.28 80.06 53.06 70.17 47.40 73.81

Expl. + Refine 55.32 76.74 48.52 79.14 53.17 69.36 48.59 75.80

Table 6: Overall pass@k on MBPP & HumanEval and MBPP* & HumanEval™, trained with
CodeLlama-34B’s data. Blue numbers show the improvement.

CodeLlama-7B MBPP & HumanEval MBPP' & HumanEvalt
LEDEX SFT LEDEX RL LEDEX SFT LEDEX RL
Refine Expl. + Refine  Refine Expl. + Refine  Refine Expl. + Refine  Refine Expl. + Refine
pass@1 50.01 +7.21 53.15 +10.54 53.20 +0.05 53.64 +0.49 45.62 +7.18 46.03 +7.63 50.76 +5.14 51.31 +5.28
pass@10 76.88 +4.40 77.00 +4.20 77.42 +0.42 77.33 +0.33 69.57 +3.42 69.74 +2.67 71.65 +2.08 71.98 +2.24

round (e.g., 47.53% vs. 56.75% in Figure ] (a)). These results demonstrate that LLMs trained with
our pipeline possess strong iterative refinement capabilities, enabling them to achieve progressively
higher pass @k with each additional round of refinement.

4.3 RQ3: Generalizability of approach
4.3.1 Data collection using open source LLM

To demonstrate the generalizability of LEDEX, particularly the independence of our data collection
process from GPT-3.5-Turbo, we substitute GPT-3.5-Turbo with CodeL.lama-34B for data collection.
As Codellama-34B is a pre-trained model, we incorporate few-shot examples in the prompts to guide
the generation of incorrect code explanations and refinements. All other processes remain unchanged.

Table[5]presents the pass @k results for CodeLlama-7B trained on data collected from CodeLlama-34B,
with Table 6] providing an overall comparison. Although SFT achieves slightly smaller improvements
(around 1-3% lower than with GPT-3.5-Turbo data), it still yields notable gains in overall pass@1 and
pass@10. Additionally, we observe that RL training further enhances performance on the MBPP*
and HumanEval™ benchmarks, with pass@ 1 improving by 5.28% and pass@10 by 2.24%. These
results demonstrate the generalizability of LEDEX and further suggest that collecting data from a
more powerful LLM can lead to better training outcomes within our framework. Additional results
can be found in Appendix[A.4.3]

4.3.2 Data Collection Using Self-Bootstrap

We also investigate the feasibility of using an LLM to self-bootstrap its training data, specifically by
using CodeLlama-7B to generate the data that is then used for its own SFT and RL training.

Table [/] presents the pass@k results of CodeLlama-7B trained with self-bootstrapped data, with
Table (8| showing the overall comparison. Compared to prompting, SFT with self-bootstrapped
data still delivers up to 8.25% and 2.14% improvements in pass@1 and pass@ 10 on MBPP and
HumanEval, and up to 5.33% and 0.55% improvements on pass@1 and pass@ 10 on MBPP™ and
HumanEval™. Additionally, RL training using the self-bootstrapped data results in a further 0.71%
improvement on MBPP and HumanEval, and up to a 0.78% increase on MBPP™ and HumanEval ™.
These findings suggest that while self-bootstrapped data enables SFT to provide substantial gains
over prompting, RL training offers less improvement compared to using data from stronger LLMs,
such as CodeLlama-34B or GPT-3.5-Turbo.

4.4 RQ4: Quality of generated explanation
We assess whether explanations for incorrect code are useful for developers in understanding their

bugs. To do this, we randomly sample 50 problems with initial incorrect solutions from the MBPP
and HumanEval benchmarks and use different LLMs to generate explanations for the wrong code.
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Table 7: Pass@k of CodeL.lama-7B trained with self-bootstrapped data.

Models Approaches MBPP Humanval MBPPT HumanEval *
pass@1 pass@10 pass@] pass@10 pass@1 pass@10 pass@l pass@10

Init. 45.83 69.24 39.85 68.83 41.78 61.77 33.25 61.50

LEDEX SFT Refine 52.37 74.63 47.04 74.58 46.26 66.39 40.15 67.15

Expl. + Refine 51.80 74.99 45.70 74.72 45.94 65.77 39.10 67.33

CodeLlama-7B

Init. 46.28 68.87 39.90 69.49 41.61 61.29 33.66 62.17

LEDEXRL  Refine 52.84 74.46 48.37 75.54 46.28 65.86 41.54 68.14

Expl. + Refine 52.34 74.60 46.90 75.70 46.10 65.99 40.79 68.50

Table 8: Overall pass@k on MBPP & HumanEval and MBPP" & HumanEval™, trained with self-
bootstrapped data. Blue or red numbers show the improvement or deterioration.

CodeLlama-7B MBPP & HumanEval MBPPT & HumanEval "
LEDEX SFT LEDEX RL LEDEX SFT LEDEX RL
Refine Expl. + Refine  Refine Expl. + Refine  Refine Expl. + Refine  Refine Expl. + Refine
pass@1 51.05 +8.25 50.29 +7.68 51.74 +0.69 51.00 +0.71 43.77 +5.33 43.16 +4.76 44.35 +0.58 43.94 +0.78
pass@10 74.62 +2.14 74.92 +2.12 74.73 +0.11 74.87 -0.05 66.70 +0.55 66.40 -0.67 66.79 +0.09 67.01 +0.61

Each explanation is scored on a scale from 1 to 5, based on its correctness and helpfulness, where 1
indicates a completely incorrect or misleading explanation, and 5 denotes a correct explanation that
also provides a detailed hint on how to fix the code. Both GPT-4 and human developers are used
as evaluators. For GPT-4, we follow prior work [27]] and prompt it to score each explanation. The
results are presented in Table[9] Both SFT and RL lead to improved explanation quality compared to
prompting, with GPT-4 assigning higher scores to models trained using our approach. Notably, the
gap between GPT-3.5-Turbo and the trained LLMs significantly narrows after fine-tuning.

Given the time required for human evaluation, we only asked developers to rate explanations from
StarCoder models and GPT-3.5-Turbo. Each explanation is scored by two developers, and their
ratings are averaged. The human evaluations align with GPT-4’s, confirming that SFT improves
explanation quality over prompting, while RL further enhances explanations by incorporating code
explanation semantics into the reward design. Detailed rubrics and examples of human evaluations
can be found in Appendix[A.6

5 Limitation

One potential limitation of our study is the reliance on specific large language models (LLMs) from
which we collect code explanation and refinement data. Our automated framework is designed to
be independent of any specific LLM, and for this study, we use GPT-3.5, CodeLlama-34B, and
CodeLlama-7B itself to collect training data, and both bring significant improvement through SFT
and RL. However, for future work, it would be interesting to explore the use of other LLMs, including
smaller models or a mix of diverse LLMs, to gather explanation and refinement data.

Additionally, our current experiments only use two types of prompts for enabling LLMs to self-debug:
one that directly asks for refinement and another that first asks for an explanation of the wrong code
followed by refinement. While these prompt designs have shown effectiveness, there might be better
prompt strategies for self-debugging that we have not explored due to resource constraints. Exploring
a broader range of prompt designs could potentially enhance the performance of our framework.
Nonetheless, our proposed training framework is flexible and should be generalizable to different
types of data and prompts, paving the way for future innovations in this area.

6 Related work

6.1 Large language models for code

Large language models (LLMs) have been widely explored across a variety of code-related tasks,
including code generation [, 18 6, [7, [104 19} |12} 28H34]], bug fixing [35H38]], program testing [39, 40]]
and fuzzing [41] and so on. These models have demonstrated impressive capabilities in these domains,
largely due to their strong understanding and generation abilities acquired through extensive pre-
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Table 9: Average scores of code explanations rated by GPT-4 and developers. SC for StarCoder and
CL for CodeLlama. “-” refers to not applied.

Raters Prompt. SFT RL Prompt. SFT RL Prompt. SFT RL Prompt.
SC-15B SC-15B  SC-15B CL-7B CL-7B  CL-7B | CL-13B  CL-13B  CL-13B | GPT-3.5-Turbo

GPT-4 1.90 2.92 3.18 2.00 3.00 3.10 2.54 2.62 3.24 3.60

Developers 1.73 2.60 2.76 - - - - - 321

training on vast datasets. This pre-training allows them to recognize patterns, understand context, and
generate coherent and contextually relevant code snippets.

However, most existing works in this area focus primarily on improving LLMs to provide the expected
output in a single round of generation. The emphasis has been on enhancing the initial output quality,
minimizing the need for further modifications or iterations. This one-shot generation approach,
while useful, overlooks the potential of iterative refinement, which is a crucial aspect of real-world
programming where initial drafts often require multiple rounds of revision and debugging.

6.2 Self-debugging and self-refinement

Existing techniques have studied the possibility of using LLMs to refine their generations. Yet,
most techniques are prompting LLMs with execution results [[13] [14, 42-48]] for the refinement.
Such prompting approaches bring limited improvement to smaller open-sourced LLMs compared
to GPT-3.5. Other techniques train LLMs to self-debug. ILF [49] uses human-annotated feedback
information and thus is unscalable, CYCLE [350] and Self-Edit [51] use SFT to fine-tune LLM to
generate the refinement only based on the unit test execution feedback. OpenCodelnterpreter [52]
and EURUS [53]] construct high-quality multi-turn interaction datasets using GPT-3.5-Turbo and
GPT-4 to fine-tune LLM for self-refinement.

This work has four differences compared with others that train LLMs: (1) we train LLMs to generate
code explanation followed by refinement, which provides additional information to users, (2) we do
not require human-annotated training data but propose a scalable pipeline to automatically collect and
verify data from another LLM, (3) our data collection pipeline can be generalized to open-sourced
LLM or even the same LLM itself, and (4) we design novel reward functions in the RL training stage,
considering both the code and explanation quality, which beings extra improvement.

7 Conclusion

This work highlights the importance of training open-source LLMs to self-debug and introduces a
scalable framework that includes automated data collection, verification, supervised fine-tuning, and
reinforcement learning with novel reward designs to enhance LL.Ms’ self-debugging capabilities.
Our data collection process is model-agnostic, as demonstrated by the improvements achieved with
both GPT-3.5-Turbo and CodeLlama. The data verification ensures high quality of code explanations
and refinements. Fine-tuning on this data significantly boosts the LLMs’ self-debugging abilities,
yielding up to a 15.92% increase in pass@1, a 9.30% increase in pass@ 10, and a 10.15% increase in
successful refinements. Reinforcement learning, utilizing our novel reward design, further enhances
performance, with additional gains of up to 3.54% in pass@1, 2.55% in pass@10, and 3.62% in
successful refinement rates. Comprehensive analytical experiments confirm the generalizability of
our approach and demonstrate the iterative refinement capabilities of the trained models. Moreover,
human evaluations indicate that the LLMs trained with our framework produce higher-quality
explanations, effectively aiding developers in understanding and resolving bugs in source code.
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A Appendix

A.1 Limited refinement ability of open-sourced LLMs

We evaluate two prompting strategies for querying LLMs to perform code refinement: one where the
LLMs directly generate the refinement (Figure 5] (3.1)), and another where they first explain why the
code is incorrect before generating the refinement (Figure[5](3.2)). Table[I0]reports the success rates
of refinements generated by StarCoder-15B, CodeLlama-7B, CodeLlama-13B, and GPT-3.5 using
greedy decoding. Generally, LLMs that first explain the incorrect code are more likely to generate
accurate refinements. However, despite these efforts, all three open-source LLMs exhibit limited
refinement capabilities. For example, StarCoder-15B successfully refines only 4.43% to 5.10% of
incorrect code, underscoring the need for training open-source LLMs to enhance their ability to
explain and refine code.

Table 10: The success rate of self-refinement using greedy decoding.

Models MBPP HumanEval
Refine  Expl. + Refine Refine  Expl. + Refine
StarCoder-15B 2.58 443 2.04 5.10
CodeLlama-7B 742 6.71 5.32 8.52
CodeLlama-13B 9.80 10.20 5.88 8.24
GPT-3.5 26.24 28.90 32.32 33.33
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def surfacearea_sphere(radius):

Write a function to find the surface area of a sphere. e X f
return 4 * math.pi * radius ** 2 '

Example:
assert surfacearea_sphere(10)
assert surfacearea_sphere(15)

== 1256.637

2827.433 NameError: name ‘math' is not defined

(1) Task Description (2) Wrong Solution fl!l_ﬂ U_n_it Tg§t_ Feedback

Running the above function returns the following error:
NameError: name 'math' is not defined
So the code does not pass the assertion.
Please explain why the above code is wrong, and fix it. !
The error message "NameError: name ‘math’' is not defined" indicates that the code is trying |i
to use the math module, which provides mathematical functions, but it has not been imported.|;
Below is the fixed code. '
import math '
def surfacearea_sphere(radius): |
return 4 * math.pi * radius ** 2

Running the above function returns the following error:
NameError: name 'math' is not defined

So the code does not pass the assertion.

Please fix it.

import math
def surfacearea_sphere(radius):
return 4 * math.pi * radius ** 2

' (3.1) Ask LLM for Self-Refine (3.2) Ask LLM for Wrong ion E ion and Self-Refi H

Figure 5: Two different prompts to ask LLM to self-refine: directly asking for refinement (left),
asking for an explanation of the wrong code, and then refining in chain-of-thought (right).

@ |I have a Python programming task to solve, but my solution got some error messages. Can you explain
- why my solution is wrong, and propose the correct code for me?
HHHE Task #iH

Write a function to find the summation of tuple elements in the given tuple list. metf]el,n

### My wrong code ### escription

o e it tnune]) rong
Solution

return res
#i## Error message ##H#
TypeError: unsupported operand type(s) for +: 'int' and 'tuple' Feedback
You must follow this format:
###t Explanation of wrong code #it#
<your explanation to the wrong code>
### Correct code ###
<your correct code>

### Explanation of wrong code #it#

The wrong code uses the “sum()" function incorrectly. The “sum()" function expects an iterable as its
argument, but in this code, the “nums’ variable is already a tuple. So when you pass ~[nums]  to the ‘Wrong Code
“sum()" function, it treats “nums® as a single element of the iterable, which is a tuple. Hence, it Explanation
tries to add the tuple to an integer, resulting in a "TypeError'.

#i## Correct code #i##
def sum_elements(nums):

res = sum(nums) Code
return res Refinement

Figure 6: Prompt used for code explanation and refinement data collection.

A.2 Data collection and data format for training

Figure [6] provides an example of the prompt we used to collect code explanation and refinement
training data from GPT-3.5 (the same approach was used for CodeL.lama-34B). We set the temperature
to 0.8, allowing GPT-3.5 to generate 10 code explanations and refinements per prompt. The collected
data includes both the explanation of the incorrect code and the corresponding refinement. From this,
we construct two formats of instruction-tuning data for supervised fine-tuning (SFT).

Figure[7] (left) shows an instruction that asks LLMs to provide only the code refinement, where the
instruction includes the task description, the incorrect initial solution, and execution feedback. The
LLMs are trained to generate the refined solution based on this input. Figure [7](right) presents a
different instruction that asks for both the code explanation and the refinement. By incorporating both
types of instruction data during training, we increase the diversity of the training set and improve the
LLMSs’ robustness across different prompts.

A.3 PPO algorithm with separate rewards in RL

We modify the standard PPO algorithm to optimize the explanation and refinement generation based
on their reward separately. Given an LLM (already supervise-fine-tuned) 7 as the policy model, a
prompt z, a generation y consists of a code explanation and a refinement:

y=le,r] ={y1, Y2, Yle)» Ylel+1> Yiel+25 - - - Yle|+]r| }
{y:} ‘f:ll is the explanation of the wrong code, and {yi}g‘:llr‘ is the refinement. We then define the
advantage A in the PPO algorithm as:
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~
<|user|> Write a function to find the <|user|> Write a function to find the summation of tuple Problem
summation of tuple elements in the given elements in the given tuple list. <|end|> Instruction
tuple list. <|end|> <|assistant|>
<|assistant|> def sum_elements(nums): Initial
def sum_elements(nums): res = sum([nums]) Solution
res = sum([nums]) return res
Input return res <lend|>
P . 4 |<|end|> <|user|> Running the above code returns the following error
Instruction| message:
<|user|> Running the above code returns the | |y pecrror: unsupported operand type(s) for +: ‘int’ and
following error message: “tuple’ Feedback
q eedbac]
T){p?l?rr?r. un?upporﬂl:ed operand type(s) for So the code does not pass the assertion. Please:
+: 'int’ and "tuple X 1. Explain why the above code is wrong.
So the code does not pass the assertion. 2. Propose the correct code.
Please fix it. <|end|>
U[< |end|>
I . <|assistant|>
;lisnsta;tb . The wrong code is using the “sum()" function incorrectly.
et sum_e emer(]ts(n;lms). The “sum()" function expects an iterable as its argument,
res = sum(nums " i : s q .
but in this code, the "nums’ variable is already a tuple... R
efinement
Output 4 TR (25 def sum_elements(nums):
<lend|> res = sum(nums)
return res
L <|end|>

Instruction only asking for code refinement Instruction asking for code explanation and code refinement

Figure 7: Two types of instruction tuning data used in SFT and RL.

A =0+ +...+97 o, S =Re— V(y<t, 2, ) + YV (y<t+1, 7, )

Ay is the advantage at decoding timestamp ¢, 7 = |e| + |r| is the total length of generation output,
and +y is the discount rate (a hyper-parameter set to 0.99 in our experiment). V (y<¢, x, 7) is the state
value at generation step ¢ given input x, which is learned and calculated by a linear layer on top of

the policy model 7. R, is the reward at decoding timestamp ¢, which is calculated as follow:

R(r) = KLy(m, ") =T
/ j—
R, = R(e) — KLy(m, ") - | , t=le|
/ Yt|Yt—1,T, T .
KL¢ (7, 7 log ————2"+~+ | otherwise
t( ) 8 P(yt|yt*13‘r7ﬂ-)

where KL is the Kullback—Leibler divergence [54] between the action distribution given by the
updated policy model 7 and the old policy model 7’ before the update.

Instead of assigning both the code and explanation rewards to the entire output, we separate them by
only assigning the explanation reward to the explanation portion. This avoids the issue that a low
reward is assigned to a correct explanation followed by a wrong refinement, and the LLM learns
to keep the correctly generated explanation part and focus on improving the incorrect refinement
portion. For data where only code refinement but no explanation is generated, we use the standard
design to assign the code reward to the code refinement.

Following existing works, the loss of the PPO algorithm training is:

log P yt|y<ta$ 77) At
log P yt|y<tvx 7T)

Z

By minimizing this loss, the policy model 7 (the LLM under PPO training) is trained to generate
explanations and refinements with higher reward but also constrained by not being distracted too
much far away from the supervised-fine-tuned LLM 7’.

T
2
+ aE Z (V(y<ta l‘,ﬂ') - (At + V(y<t7$7ﬂ-/)))
t=1

A.4 Additional results
A4.1 Comparison with SFT on code generation

Table[IT|shows the comparison between CodeLlama-7B trained with LEDEX, and the CodeLlama-7B
trained with code generation data only. Although training with code generation enables LLMs to get
comparable (or even higher pass@k on HumanEval) pass @k on one round of code generation, the
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LLMs cannot obtain strong self-debugging ability from code generation data. The LLM trained with
code generation data can only improve the pass@k very little after self-debugging. By contrast, the
LLM trained with the full collected data (code generation, code explanation, and code refinement
data) gets significantly higher pass @k after refinement, showing its strong self-debugging ability.

Table 11: Pass@k on MBPP and HumanEval by CodeLlama-7B trained on code generation only, and
that trained with our collected code explanation and refinement data.

Models Approaches MBPP Humanval MBPPF HumanEval ™
pass@1 pass@10 pass@l pass@10 pass@] pass@10 pass@] pass@10
Init. 46.18 70.56 40.14 70.37 41.23 60.58 34.22 63.34
Only Code Generation Data  Refine 49.18 72.78 4291 74.57 43.13 61.81 36.12 65.77
Expl. + Refine  49.58 73.07 43.88 75.19 43.58 61.69 36.37 66.24
Init. 48.87 70.89 36.99 69.95 42.97 62.69 30.76 62.52
LEDEX’s Full Data Refine 58.07 77.34 52.65 80.71 51.64 71.04 46.61 74.43

Expl. + Refine  57.98 77.92 52.98 82.22 51.55 70.94 47.62 75.54

A.4.2 Iterative refinement

Figure [§]illustrates the pass@k metric when employing trained CodeLlama-13B for iterative code
refinement. The findings align with those depicted in Figure[d] that both SFT and RL consistently
outperform the prompting approach in each round of refinement. Notably, even after three rounds of
refinement, the prompting method fails to achieve a higher pass @k than what SFT and RL models
attain after just one round. This highlights the substantial advantage of SFT and RL methods in
enhancing code quality. Moreover, the SFT and RL CodeLlama-13B models demonstrate robust
continuous refinement capabilities, maintaining their superior performance across multiple iterations.
This consistent outperformance underscores the effectiveness of SFT and RL strategies in refining
and improving code, suggesting their potential for more efficient and reliable coding practices in
iterative development scenarios.

(a) pass@1 on MBPP and HumanEval  (b) pass@10 on MBPP and HumanEval (c) pass@1 on MBPP+ and HumanEval+ (d) pass@10 on MBPP+ and HumanEval+
W Prompt. A SFT @ RL W Prompt. W SFT @ RL m Prompt. A SFT @ RL W Prompt. A SFT @ RL
75 88 70 83

61.98 783 7932
66.34 83.26 8373 60.72 78 76.58

65.19
65 62,01 e 81.63 W 57.47. -—
63.97 65 82.99 o 985 4 o
51 4077 608 8 e 794 7995 80 1476 5427 /71 o 74.15 .
[ 52.18 5327 7356 77.57 48.32 68 55}5
45| 4977 73.1?- 46.45

48.96 73 40 40126 42.75 65:01

\

4145 s 36.76 6389

35 68 30 58
Init. Sol.  1stRefine 2nd Refine 3rd Refine Init. Sol.  1stRefine 2nd Refine 3rd Refine Init. Sol.  1stRefine 2nd Refine 3rd Refine Init. Sol.  1stRefine 2nd Refine 3rd Refine

Figure 8: Pass@k of prompting, SFT, and RL CodeLlama-13B after three iterations of refinements.

A.4.3 Generalizability

The pass@k of CodeLlama-13B trained with data collected from CodeLlama-34B are shown in
Table T2} where RL achieves the highest pass@1 and pass@10 in all the benchmarks. The overall
results are shown in Table[T3] and SFT improves the pass@1 by up to 9.14% and pass@10 by 3.47%
on the overall of MBPP and HumanEval, and improves the pass@1 by up to 8.68% and pass@ 10
by 3.92% on MBPP* and HumanEval ™. Further RL training improves the pass@ 1 by up to 0.61%
and pass@10 by 0.86%. The improvement brought by RL is significantly larger on MBPP™ and
HumanEval™ (up to 6.80% higher pass@1 and 2.28% higher pass@ 10), which is consistent with our
finding when using GPT-3.5-Turbo’s training data that RL brings more considerable improvement on
harder benchmarks.

Table [T4] presents the success refinement rates achieved by CodeLlama-13B when trained on data
collected from Codellama-34B, averaged across four benchmarks. SFT refines 15.60% to 16.83% of
incorrect solutions, outperforming the prompting approach by 3.96% to 4.86%. RL training further
boosts the refinement rate, improving it by 4.78% to 7.14% over SFT. Notably, the improvement from
SFT is somewhat smaller when using CodeLlama-34B’s data compared to GPT-3.5-Turbo’s data,
likely due to the slightly lower quality of explanations and refinements generated by CodeLlama-34B.
However, RL training raises the refinement rate to levels comparable to those achieved with GPT-3.5-
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Table 12: Pass@k on MBPP and HumanEval by LLMs trained with CodeLlama-34B’s data.

Models Approaches MBPP Humanval MBPP* HumanEval ™
pass@1 pass@10 pass@l pass@l0 pass@] pass@l0 pass@1 pass@10

Init. 42.88 70.85 37.11 74.69 38.93 62.26 30.15 66.27

Prompt. Refine 49.68 75.85 45.78 81.07 46.22 70.14 37.62 72.68

Expl. + Refine 49.97 76.39 45.90 81.18 45.77 70.48 38.36 73.84

Init. 50.61 73.14 44.96 76.85 44.66 63.15 37.98 69.59

CodeLlama-13B  LEDEX SFT Refine 59.07 79.52 54.15 83.95 52.87 73.50 46.96 77.40

Expl. + Refine 59.11 79.56 55.04 84.75 53.97 73.66 47.73 78.17

Init. 50.50 73.26 45.62 78.14 44.72 63.40 38.79 71.98

LEDEX RL  Refine 59.15 80.21 55.71 85.33 57.74 74.03 56.56 82.23

Expl. + Refine 59.57 80.18 56.08 85.40 56.60 73.17 56.24 82.39

Table 13: Overall pass@k on MBPP & HumanEval and MBPPT & HumanEval*, trained with
CodeLlama-34B’s data. Blue numbers show the improvement.

CodeLlama-13B MBPP & HumanEval MBPP' & HumanEvalt
LEDEX SFT LEDEX RL LEDEX SFT LEDEX RL
Refine Expl. + Refine  Refine Expl. + Refine  Refine Expl. + Refine  Refine Expl. + Refine
pass@1 57.85 +9.13 58.10 +9.14 58.30 +0.45 58.71 +0.61 50.46 +7.74 51.43 +8.68 57.26 +6.80 56.45 +5.02
pass@10 80.61 +3.47 80.84 +3.27 81.47 +0.86 81.47 +0.63 75.09 +3.92 75.5 +3.65 77.37 +2.28 76.92 +1.42

Turbo’s data, indicating that RL training can mitigate the quality differences between data generated
by open-source LLMs and commercial LLMs.

A.5 Case studies

A.5.1 Correct refinements generated by SFT LLMs

Figure [9]shows an example from the HumanEval benchmark for which the prompting approach fails
to generate correct refinement. The bug in the initial solution is that ‘nlargest‘ returns the largest
elements in descending order, but from the example provided, one can find out that the expected output
is in ascending order. The prompting approach does not work for this example, and the prompted
StarCoder generates a hallucinated explanation and simply repeats the wrong solution. Actually,
such simple repeats of wrong solutions are very common when using the prompting approach,
which supports our motivation to train LLM to self-debug. However, after SFT training, the trained
StarCoder can correctly figure out the reason for test failure and generate the correct refinement.

A.5.2 Correct refinements only generated by RL LLMs

Figure [I0]shows an example from the MBPP benchmark for which only the StarCoder trained with
reinforcement learning explains the wrong code correctly, pointing out that the failing test case is be-
cause "this approach does not consider the case where multiple elements have the same
maximum count" (highlighted with green background), and generates the correct refinement. The
SFT StarCoder is unable to diagnose the wrong code correctly.

A.5.3 Robust refinements generated by RL LLMs

Figure[TT|shows an example from HumanEval, for which both SFT and RL CodeLlama-13B generate
the correct refinements that pass all the test cases from the HumanEval benchmark. Yet, the refinement
from CodeLlama-13B is not fully correct, as “(x, y, z) == ((int)x, (int)y, (int)z)” is not
equivalent to checking if these numbers are integers. The refinement generated by SFT CodeL.Lama-
13B (left) fails the harder test cases in HumanEval ™, i.e., AssertionError: expect any_int(3.0,

Table 14: Success refinement rate of different approaches over four benchmarks, trained with
CodeLlama-34B’s data. Blue numbers show the improvement.

Models Refine (%) Explain + Refine (%)
Prompt. LEDEX SFT ~ LEDEXRL | Prompt. LEDEX SFT  LEDEX RL

CodeLlama-13B | 11.64 15604396  22.74+7.14 | 1197 16.83 +486  21.61+4.78
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<|user|>Given an array arr of integers and a positive integer | [<|user|>Given an array arr of integers and a positive integer
k, return a sorted list of length k with the maximum k numbers| |k, return a sorted list of length k with the maximum k numbers|
in arr. in arr.
Example 1: Example 1:
Input: arr = [-3, -4, 5], k = 3 Input: arr = [-3, -4, 5], k =3
Output: [-4, -3, 5] Output: [-4, -3, 5]
Note: Note:
1. The length of the array will be in the range of [1, 1000]. | [1. The length of the array will be in the range of [1, 1000].
2. The elements in the array will be in the range of [-1000, 2. The elements in the array will be in the range of [-1000,
1000] . 1000] .
3. @ <= k <= len(arr) 3. @ <= k <= len(arr)
<|end|> <|end|>
<|assistant|> <|assistant|>
def maximum(arr, k): def maximum(arr, k)
from heapgq import nlargest from heapq import nlargest
return nlargest(k, arr) return nlargest(k, arr)
<|end]|> <|end|>
<|user|> Running the above code returns the following error <|user|> Running the above code returns the following error
message: message:
[AssertionError: expect maximum([-3, -4, 5], 3) == [-4, -3, 5],[ [AssertionError: expect maximum([-3, -4, 5], 3) == [-4, -3, 5],
but was [5, -3, -4] but was [5, -3, -4]
So the code does not pass the assertion. Please: So the code does not pass the assertion. Please:
1. Explain why the above code is wrong. 1. Explain why the above code is wrong.
2. Propose the correct code. 2. Propose the correct code.
<|end]|> <|end|>
<|assistant|> <|assistant|>
The provided code for the maximum function uses the heapq The wrong code is using the “nlargest® function from the
module to find the k largest elements in the array. “heapq” module to find the k largest elements in the array.
However, the heapq module only supports finding the k largest | However, the “nlargest’ function returns the largest elements
elements in an array. in descending order, while we need the largest elements in
It doesn't support finding the k smallest elements in an ascending order. This is why the output is reversed.
array.
To fix this issue, you need to use the nsmallest function from| [def maximum(arr, k):
the heapq module. from heapq import nlargest
def maximum(arr, k): return nlargest(k, arr)[::-1]
from heapq import nlargest <|end]|>
return nlargest(k, arr)
<|end|> ‘:’

Incorrect Explanation and Refinement Generated by Prompting Correct Explanation and Refinement Generated by SFT
StarCoder StarCoder

Figure 9: Example for which prompting StarCoder fails to but SFT StarCoder generates the correct
explanation and refinement.

4, 7) == False, but was True, since it fails to realize that 3.0 is not integer. By contrast, the
refinement generated by the RL CodeL.lama-13B generates better refinement that passes all the test
cases from HumanEval™.

A.6 Human rating of code explanation

We let developers rate the explanations generated by different LLMs based on the following rubrics,
which consider both the correctness of the statements in the explanations and also helpfulness of the
explanation.

Table 15: Rubrics used for developer rating of LLMs’ generated explanations.

Rates | 1 2 3 4 5

Correctness Totally wrong or  Mostly wrong but  Partially correct  Partially correct ex-  Totally correct ex-
misleading with at least one mi-  explanation with  planation with mi-  planation

nor correct point about 50% wrong nor mistakes

Helpfulness Helpless statement ~ Not very helpful  Provides very  Provides vague  Provides at least
that repeats the er-  but at least related ~ vague hints about  hints about how to  one clear hints
ror or is not related  to the bug how to understand  fix the wrong code about how to fix
to the bug the failed test case

Figure[I2]shows an example of developer rating, where the prompting and SFT StarCoder are rated “1”
since their explanation is wrong and not informative. yet, the RL StarCoder’s explanation successfully
points out that the function should return ‘Not Matched!’ when there is no match.

Figure [13] shows another example, where the prompting StarCoder is rated “2”, as the developer
thinks the explanation is stating a correct fact. By contrast, SFT and RL StarCoder correctly point
out that the function should check if the array is empty or not.
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<|user|> Write a python function to find the item with maximum
occurrences in a given list.
Example: assert max_occurrences([1,2,3,1,2,3,12,4,2]) ==
<|end|>
<|assistant|>
def max_occurrences(nums):
result = max(set(nums), key = nums.count)
return result
<|end|>
<|user|> Running the above code returns the following error
message:
AssertionError: expect max_occurrences([1,2,6,7,0,1,0,1,0]
(1,0), but was @
So the code does not pass the assertion. Please:
1. Explain why the above code is wrong.
2. Propose the correct code.
<|end|>

<|assistant|>
The wrong code is using the “max’ function to find the item
with the maximum occurrences in the dictionary “d°. However,
the “max’ function returns the key with the maximum value, not|
the key-value pair itself. So, the code is returning just the
key instead of the key-value pair.
def max_occurrences(numbers):
d={}
for n in numbers:
if n in d:
d[n] += 1
else:
d[n] =1
return max(d.items(), key=lambda x: x[1])
<|end|>

<|user|> Write a python function to find the item with maximum
occurrences in a given list.
Example: assert max_occurrences([1,2,3,1,2,3,12,4,2]) == 2
<|end|>
<|assistant|>
def max_occurrences(nums):
result = max(set(nums), key = nums.count)
return result
<|end|>
<|user|> Running the above code returns the following error
message:
AssertionError: expect max_occurrences([1,2,6,7,0,1,0,1,0]
(1,0), but was ©
So the code does not pass the assertion. Please:
1. Explain why the above code is wrong.
2. Propose the correct code.
<|end|>

<|assistant|>
The wrong code uses the “max()" function with the "key’
parameter set to “items.count’. This means that it will find
the element in the set “items® that has the maximum count in
the original list. However, this approach does not consider
the case where multiple elements have the same maximum count.
In such cases, the “max()" function will return the first
element with the maximum count, which may not be the correct
answer.
def max_occurrences(numbers):
d={}
for n in numbers:
if n in d:
d[n] += 1
else:
d[n] =1
max_count = max(d.values())
max_nums = [num for num, count in count_dict.items()
if count == max_count]
if len(max_nums) ==
return max_nums[@]
else:
return tuple(max_nums)
<|end|>

Incorrect Explanation and Refinement Generated by SFT
StarCoder

Correct Explanation and Refinement Generated by RL
StarCoder

Figure 10: Example for which the RL LLM generates the correct explanation and refinement.

<|user|>Create a function that takes 3 numbers.
Returns true if one of the numbers is equal to the sum of the
other two, and all numbers are integers. Returns false in any
other cases.
Examples
any_int(5, 2, 7) = True
any_int(3, 2, 2) — False
any_int(3, -2, 1) = True
any_int(3.6, -2.2, 2) — False
<|end|>
<|assistant|>
def any_int(x, y, z):

if xX+y==2zorx+z==yory+z-==x:

return True
return False

<|end|>

<|user|> Running the above code returns the following error
message:

AssertionError: expect any_int(1.5, 5, 3.5) == False, but was
True

So the code does not pass the assertion. Please:

1. Explain why the above code is wrong.

2. Propose the correct code.

<|end|>

<|assistant|>

The wrong code is not checking if all the numbers are
integers. It only checks if the sum of two numbers is equal to
the third number. However, the task requires checking if all

‘three numbers are integers.
def any_int(x, y, 3
if (x, y, 2) (int(x), int(y), int(z)):

if x +y Zor X+ z==Yyory+z==X:
return True
return False

z):

()

<|end|>

<|user|>Create a function that takes 3 numbers.
Returns true if one of the numbers is equal to the sum of the
other two, and all numbers are integers. Returns false in any
other cases.
Examples
any_int(5, 2, 7) = True
any_int(3, 2, 2) — False
any_int(3, -2, 1) = True
any_int(3.6, -2.2, 2) — False
<|end|>
<|assistant|>
def any_int(x, y, z):

if x+y==2zorx+z==yory+z-==x:

return True
return False

<|end|>

<|user|> Running the above code returns the following error
message:

AssertionError: expect any_int(1.5, 5, 3.5) == False, but was
True

So the code does not pass the assertion. Please:
1. Explain why the above code is wrong.

2. Propose the correct code.

<|end|>

<|assistant|>

The wrong code does not check if all the numbers are integers.
It only checks if one of the numbers is equal to the sum of
the other two. This is why the assertion “any_int(1.5, 5,
3.5)" returns True, which is incorrect.

def any_int(x, y, z):
if X +y==2zorx+z==yory+z==x:
if all(isinstance(num, int) for num in [x, y, z]):
return True
return False

<|end|>

Non-robust Refinement Generated by Prompting SFT
CodeLlama-13B

Robust Refinement Generated by RL CodeLlama-13B

Figure 11: Example for which RL LLM generates more robust refinement.
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<|user|>Write a function to search some literals strings in "AssertionError: expect check_literals('The quick brown

a string by using regex. fox jumps over the lazy dog.',['horse']) == 'Not
Example: Matched!', but was 'Not matched!'" indicates that the
assert check_literals('The quick brown fox jumps over the code is trying to check if the string 'horse' is in the
lazy dog.', ['fox']) == 'Matched!’ text, but the string 'horse' is not in the text.
<|end|>

<|assistant]|> Explanation by Prompting StarCoder (Rating: 1)

import re
def check_literals(text,literals):
for literal in literals: The wrong code is not handling the case when there is no
if re.search(literal,text): match for any of the literals. It is returning 'Not
return "Matched!" matched!' immediately when there is no match, instead of
return "Not matched!" checking all the literals.
<|end|>
<|user|> Running the above code returns the following error Explanation by SFT StarCoder (Rating: 1)
message:
AssertionError: expect check_literals('The quick brown fox
jumps over the lazy dog.',['horse’']) == 'Not Matched!', but
was ‘'Not matched!’ The wrong code is not handling the case when there is no
So the code does not pass the assertion. Please: match for any of the literals. It is returning 'Not
1. Explain why the above code is wrong. matched!' in such cases, but the assertion expects 'Not
2. Propose the correct code. Matched!'. This is causing the assertion error.
<|end|>
Task Description, Wrong Solution and Execution Feedback Explanation by RL StarCoder (Rating: 4)

Figure 12: Example of human rating, where RL StarCoder generates the best explanation.

<|user|>Given an array of non-negative integers, return a The error message "IndexError: list index out of range"
copy of the given array after sorting, indicates that the code is trying to access an element in
you will sort the given array in ascending order if the sum( the array that does not exist.

first index value, last index value) is odd,

or sort it in descending order if the sum( first index

value, last index value) is even.

Examples: Explanation by Prompting StarCoder (Rating: 2)

* sort_array([]) => []

* sort_array([5]) => [5]

* sort_array([2, 4, 3, 0, 1, 5]) => [0, 1, 2, 3, 4, 5]

<|end|> The error message "IndexError: list index out of range"
is occurring because the code is trying to access the
first and last elements of the array using array[@] and
array[-1], but if the array is empty, it will result in
an index out of range error.

<|assistant|>
def sort_array(array):
if sum(array[@], array[-1]) % 2 == @:
return sorted(array, reverse=True)
else:
return sorted(array) Explanation by SFT StarCoder (Rating: 4)
<|end|>
<|user|> Running the above code returns the following error

message:
IndexError: list index out of range

The error message "IndexError: list index out of range"
occurs because the code is trying to access the first and

So the code does not pass the assertion. Please: last elements of the array using “array[@] and
1. Explain why the above code is wrong. “array[-1]", but if the array is empty, it will result in
2. Propose the correct code. an index out of range error.
<|end|>
Task Description, Wrong Solution and Execution Feedback Explanation by RL StarCoder (Rating: 4)

Figure 13: Example of human rating, where both SFT and RL StarCoder generate good explanations.

A.7 Potential impact

Using LLMs to help coding is popular nowadays. This work proposes a technique to train LLMs to
explain and self-refine code, which aims to improve developers’ coding experience with LLMs. We
also call for training LLMs to take feedback beyond the prompting approach to improve the LLMs’
self-debugging ability. The technique is supposed to be on the same track as all the existing LLMs
for code generation. Thus, we think no special concerns about broader impact need to be highlighted
here.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the paper’s
contributions and scope?

Answer: [Yes]

Justification: We describe our approach and main novelties, and summarize the main results at
the end of abstract and introduction section.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims made in
the paper.

* The abstract and/or introduction should clearly state the claims made, including the contribu-
tions made in the paper and important assumptions and limitations. A No or NA answer to
this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how much the
results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals are
not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We have a limitation section (please refer to Section[3)) in the paper.
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that the
paper has limitations, but those are not discussed in the paper.

 The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to vi-
olations of these assumptions (e.g., independence assumptions, noiseless settings, model
well-specification, asymptotic approximations only holding locally). The authors should
reflect on how these assumptions might be violated in practice and what the implications
would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was only
tested on a few datasets or with a few runs. In general, empirical results often depend on
implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach. For
example, a facial recognition algorithm may perform poorly when image resolution is low or
images are taken in low lighting. Or a speech-to-text system might not be used reliably to
provide closed captions for online lectures because it fails to handle technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms and how
they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to address
problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by review-
ers as grounds for rejection, a worse outcome might be that reviewers discover limitations that
aren’t acknowledged in the paper. The authors should use their best judgment and recognize
that individual actions in favor of transparency play an important role in developing norms
that preserve the integrity of the community. Reviewers will be specifically instructed to not
penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and a
complete (and correct) proof?

Answer: [NA]
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Justification: This paper does not include theoretical results.
Guidelines:

» The answer NA means that the paper does not include theoretical results.
* All the theorems, formulas, and proofs in the paper should be numbered and cross-referenced.
* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if they appear
in the supplemental material, the authors are encouraged to provide a short proof sketch to
provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented by
formal proofs provided in appendix or supplemental material.

e Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main
experimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We describe the details of data collection (Section 2.1} Appendix[A.2), as well as
experimental setup (Section[3)) in the paper. These are enough to reproduce the results described
in the paper.

Guidelines:

The answer NA means that the paper does not include experiments.

If the paper includes experiments, a No answer to this question will not be perceived well by
the reviewers: Making the paper reproducible is important, regardless of whether the code
and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken to
make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways. For
example, if the contribution is a novel architecture, describing the architecture fully might
suffice, or if the contribution is a specific model and empirical evaluation, it may be necessary
to either make it possible for others to replicate the model with the same dataset, or provide
access to the model. In general. releasing code and data is often one good way to accomplish
this, but reproducibility can also be provided via detailed instructions for how to replicate the
results, access to a hosted model (e.g., in the case of a large language model), releasing of a
model checkpoint, or other means that are appropriate to the research performed.

* While NeurIPS does not require releasing code, the conference does require all submissions
to provide some reasonable avenue for reproducibility, which may depend on the nature of
the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how to

reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe the
architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should either
be a way to access this model for reproducing the results or a way to reproduce the model
(e.g., with an open-source dataset or instructions for how to construct the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case authors are
welcome to describe the particular way they provide for reproducibility. In the case of
closed-source models, it may be that access to the model is limited in some way (e.g.,
to registered users), but it should be possible for other researchers to have some path to
reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instructions to
faithfully reproduce the main experimental results, as described in supplemental material?

Answer: [Yes]
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Justification:
Guidelines:

* The answer NA means that paper does not include experiments requiring code.

¢ Please see the NeurIPS code and data submission guidelines (https://nips.cc/public/
guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not including
code, unless this is central to the contribution (e.g., for a new open-source benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how to
access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new proposed
method and baselines. If only a subset of experiments are reproducible, they should state
which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized versions
(if applicable).
* Providing as much information as possible in supplemental material (appended to the paper)
is recommended, but including URLSs to data and code is permitted.
6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyperparameters,
how they were chosen, type of optimizer, etc.) necessary to understand the results?

Answer: [Yes]

Justification: The datasets are described in Section[2.T]and Appendix The training details
are described in Section[3

Guidelines:

* The answer NA means that the paper does not include experiments.

» The experimental setting should be presented in the core of the paper to a level of detail that
is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer:

Justification: The improvement is considered significant across different models and datasets
with multiple runs. However, statistical significance test does not apply to the code genera-
tion/refinement task this paper studies.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confidence
intervals, or statistical significance tests, at least for the experiments that support the main
claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for example,
train/test split, initialization, random drawing of some parameter, or overall run with given
experimental conditions).

* The method for calculating the error bars should be explained (closed form formula, call to a
library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

* It should be clear whether the error bar is the standard deviation or the standard error of the
mean.
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8.

10.

¢ Itis OK to report 1-sigma error bars, but one should state it. The authors should preferably
report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis of Normality
of errors is not verified.

 For asymmetric distributions, the authors should be careful not to show in tables or figures
symmetric error bars that would yield results that are out of range (e.g. negative error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how they
were calculated and reference the corresponding figures or tables in the text.
Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the computer
resources (type of compute workers, memory, time of execution) needed to reproduce the experi-
ments?

Answer: [Yes]
Justification: The infrastructure we used to run the experiments are described in Section 3}
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster, or cloud
provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual experi-
mental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute than the
experiments reported in the paper (e.g., preliminary or failed experiments that didn’t make it
into the paper).

. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the NeurIPS
Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]

Justification: Code generation and code refinement are widely studied and explored, which aims
to improve developers’ coding experience with LLMs. There is no special concerns of ethics of
the technique.

Guidelines:

e The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a deviation
from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consideration
due to laws or regulations in their jurisdiction).
Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative societal
impacts of the work performed?

Answer: [Yes]
Justification: We describe the potential societal impacts in Section[A.7]
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal impact or
why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses (e.g.,
disinformation, generating fake profiles, surveillance), fairness considerations (e.g., deploy-
ment of technologies that could make decisions that unfairly impact specific groups), privacy
considerations, and security considerations.
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* The conference expects that many papers will be foundational research and not tied to
particular applications, let alone deployments. However, if there is a direct path to any
negative applications, the authors should point it out. For example, it is legitimate to point out
that an improvement in the quality of generative models could be used to generate deepfakes
for disinformation. On the other hand, it is not needed to point out that a generic algorithm
for optimizing neural networks could enable people to train models that generate Deepfakes
faster.

* The authors should consider possible harms that could arise when the technology is being
used as intended and functioning correctly, harms that could arise when the technology is
being used as intended but gives incorrect results, and harms following from (intentional or
unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks, mechanisms
for monitoring misuse, mechanisms to monitor how a system learns from feedback over time,
improving the efficiency and accessibility of ML).

11. Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible release
of data or models that have a high risk for misuse (e.g., pretrained language models, image
generators, or scraped datasets)?

Answer: [NA]
Justification: This paper poses no such risks.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with necessary
safeguards to allow for controlled use of the model, for example by requiring that users adhere
to usage guidelines or restrictions to access the model or implementing safety filters.

* Datasets that have been scraped from the Internet could pose safety risks. The authors should
describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do not
require this, but we encourage authors to take this into account and make a best faith effort.
12. Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in the
paper, properly credited and are the license and terms of use explicitly mentioned and properly
respected?

Answer: [Yes]

Justification: The LLMs and datasets used in this paper are open-sourced and we carefully cite
the original papers that produce them.

Guidelines:

» The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a URL.
* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of service of
that source should be provided.

* If assets are released, the license, copyright information, and terms of use in the package
should be provided. For popular datasets, paperswithcode.com/datasets has curated
licenses for some datasets. Their licensing guide can help determine the license of a dataset.

 For existing datasets that are re-packaged, both the original license and the license of the
derived asset (if it has changed) should be provided.

« If this information is not available online, the authors are encouraged to reach out to the
asset’s creators.

13. New Assets
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14.

15.

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: This paper does not release new assets.
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their sub-
missions via structured templates. This includes details about training, license, limitations,
etc.

* The paper should discuss whether and how consent was obtained from people whose asset is
used.

* At submission time, remember to anonymize your assets (if applicable). You can either create
an anonymized URL or include an anonymized zip file.

Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as well as
details about compensation (if any)?

Answer: [NA]
Justification: This paper does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with human
subjects.

* Including this information in the supplemental material is fine, but if the main contribution of
the paper involves human subjects, then as much detail as possible should be included in the
main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation, or
other labor should be paid at least the minimum wage in the country of the data collector.

Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether such
risks were disclosed to the subjects, and whether Institutional Review Board (IRB) approvals
(or an equivalent approval/review based on the requirements of your country or institution) were
obtained?

Answer: [NA]
Justification: This paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with human
subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent) may
be required for any human subjects research. If you obtained IRB approval, you should clearly
state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions and
locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the guidelines
for their institution.

¢ For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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