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Abstract

Learning concepts from natural high-dimensional data (e.g., images) holds potential
in building human-aligned and interpretable machine learning models. Despite
its encouraging prospect, formalization and theoretical insights into this crucial
task are still lacking. In this work, we formalize concepts as discrete latent causal
variables that are related via a hierarchical causal model that encodes different
abstraction levels of concepts embedded in high-dimensional data (e.g., a dog breed
and its eye shapes in natural images). We formulate conditions to facilitate the
identification of the proposed causal model, which reveals when learning such
concepts from unsupervised data is possible. Our conditions permit complex causal
hierarchical structures beyond latent trees and multi-level directed acyclic graphs in
prior work and can handle high-dimensional, continuous observed variables, which
is well-suited for unstructured data modalities such as images. We substantiate our
theoretical claims with synthetic data experiments. Further, we discuss our theory’s
implications for understanding the underlying mechanisms of latent diffusion
models and provide corresponding empirical evidence for our theoretical insights.

1 Introduction

Learning semantic discrete concepts from unstructured high-dimensional data, such as images
and text, is crucial to building machine learning models with interpretability, transferability, and
compositionality, as empirically demonstrated by extensive existing work [IH11]. Despite these
empirical successes, limited work is devoted to the theoretical front: the notions of concepts and
their relations are often heuristically defined. For example, concept bottleneck models [12] [13]] use
human-specified annotations and recent methods [[14H16]] employ pretrained multimodal models like
CLIP [[177]] to explain features with neural language. This lack of rigorous characterization impedes a
deeper understanding of this task and the development of principled learning algorithms.

In natural images, the degree/extent of certain attributes (e.g., position, lighting) is often presented in
a continuous form and main concepts of practical concern are often discrete in nature (e.g., object
classes and shapes). Moreover, these concepts are often statistically dependent, with the dependence
potentially resulting from some higher-level concepts. For example, the correlation between a
specific dog’s eye features and fur features may arise from a high-level concept for breeds (Figure|[I).
Similarly, even higher-level concepts may exist and induce dependence between high-level concepts,
giving rise to a hierarchical model that characterizes all discrete concepts at different abstraction
levels underlying high-dimensional data distributions. In this work, we focus on concepts that can be
defined as discrete latent variables and related via a hierarchical model. Under this formalization,
the query on the recoverability of concepts and their relations from unstructured high-dimensional
distribution (e.g., images) amounts to the following causal identification problem:
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Under what conditions is the discrete latent hierarchical causal model identifiable from
high-dimensional continuous data distributions?

Identification theory for latent hierarchical causal models has been a topic of sustained interest.
Recent work [[18H20] investigates identification conditions of latent hierarchical structures under the
assumption that the latent variables are continuous and influence each other through linear functions.
The linearity assumption fails to handle the general nonlinear influences among discrete variables.
Another line of work focuses on discrete latent models. Pearl [21]], Choi et al. [22] study latent trees
with discrete observed variables. The tree structure can be over-simplified to capture the complex
interactions among concepts from distinct abstract levels (e.g., multiple high-level concepts can
jointly influence a lower-level one). Gu and Dunson [23]] assume that binary latent variables can be
exactly grouped into levels and causal edges often appear between adjacent levels, which can also be
restrictive. Moreover, these papers assume observed variables are discrete, falling short of modeling
the continuous distribution like images as the observed variables. Similar to our goal, Kivva et al.
[24] show the discrete latent variables adjacent to the potentially continuous observed variables can
be identified. However, their theory assumes the absence of higher-level latent variables and thus
cannot handle latent hierarchical structures.

In this work, we show identification guarantees for the discrete hierarchical model under mild
conditions on the generating function and causal structures. Specifically, we first show that when
continuous observed variables (i.e., the leaves of the hierarchy) preserve the information of their
adjacent discrete latent variables (i.e., direct parents in the graph), we can extract the discrete
information from the continuous observations and further identify each discrete variable up to
permutation indeterminacy. Given these “low-level” discrete latent variables, we establish graphical
conditions to identify the discrete hierarchical model that fully explains the statistical dependence
among the identified “low-level” discrete latent variables. Our conditions permit multiple paths
within latent variable pairs and flexible locations of latent variables , encompassing a large family
of graph structures including as special cases non-hierarchical structures [24], trees [21} 22| 25/ [26]]
and multi-level directed acyclic graphs (DAGs) [23]27] (see example graphs in Figure [2). Taken
together, our work establishes theoretical results for identifying the discrete latent hierarchical model
governing high-dimensional continuous observed variables, which to the best of our knowledge is the
first effort in this direction. We corroborate our theoretical results with synthetic data experiments.

As an implication of our theorems, we discuss a novel interpretation of the state-of-the-art latent
diffusion (LD) models [28] through the lens of a hierarchical concept model. We interpret the
denoising objective at different noise levels as estimating latent concept embeddings at corresponding
hierarchical levels in the causal model, where a higher noise level corresponds to high-level concepts.
This perspective explains and unifies these seemingly orthogonal threads of empirical insights and
gives rise to insights for potential empirical improvements. We deduce several insights from our
theoretical results and verify them empirically. In summary, our main contributions are as follows.

* We formalize the framework of learning concepts from high-dimensional data as a latent-variable
identification problem, capturing concepts at different abstraction levels and their interactions.

* We present identification theories for the discrete latent hierarchical model. To the best of our
knowledge, our result is the first to address discrete latent hierarchical model beyond trees [21} 26]]
and multi-level DAGs [23] while capable of handling high-dimensional observed variables.

* We provide an interpretation of latent diffusion models as hierarchical concept learners. We supply
empirical results to illustrate our interpretation and showcase its potential benefits in practice.

2 Related Work

Concept learning. In recent years, a significant strand of research has focused on employing labeled
data to learn concepts in generative models’ latent space for image editing and manipulation [[1H6].
Concurrently, another independent research trajectory has been exploring unsupervised concept
discovery and its potential to learn more compositional and transferable models [7H11]]. Concurrently,
a plethora of work has been dedicated to extracting interpretable concepts from high-dimensional
data such as images. Concept-bottleneck [12] first predicts a set of human-annotated concepts as an
intermediate stage and then predicts the task labels from these intermediate concepts. This paradigm
has attracted a large amount of follow-up work [13}29H33]]. A recent surge of pre-trained multimodal
models (e.g., CLIP [17]) can explain the image concepts through text directly [14-16].
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Latent variable identification. Complex real-world data distributions often possess a hierarchical
structure among their underlying latent variables. The identification conditions of latent hierarchical
structures are investigated under the assumption that the latent variables are continuous and influence
each other through linear functions [[18-H20] and nonlinear functions [34]. In addition, prior work [21}
26l 22), 23] studies fully discrete cases and thus falls short of modeling the continuous observed
variables like images. To identify latent variables under nonlinear transformations, a line of work [35-
38]] assumes the availability of auxiliary information (e.g., domain/class labels) and that the latent
variables’ probability density functions have sufficiently different derivatives over domains/classes.
Another line of studies [39} 40] refrains from the auxiliary information by assuming sparsity and
mechanistic independence, disregarding causal structures among the latent variables.

Please refer to Section[ATl for more extensive related work and discussion.

3 Discrete Hierarchical Models

Data-generating process. We formulate the data-generating process as the following latent-variable
model. Let x denote the continuous observed variables x := [z1, -+ ,z,] € X C R% which
represents the high-dimension data we work with in practice (e.g., images). |'|Letd := [dy, - - , dy,]
be discrete latent variables that are direct parents to x (as shown in Figure|l(b)) and take on values

from finite sets, i.e., d; € di) foralli € [d;] and 2 < ‘di)‘ < o0o. We denote the joint domain as

Q@ .= di) X o+ X 955?. These discrete variables are potentially related to each other causally
(e.g., d4 and d5 in Figure |IKC)) or via higher-level latent variables (e.g., d; and ds in Figure |Ikc)).
Letc := [c1, -+ ,¢n,] € C C R% be continuous latent variables that represent the continuous
information conveyed in observed variables x. The generating process is defined in Equation [I]and

illustrated in Figure[T|a).
x = g(d,c), M

where we denote the generating function with g : [d, c] — x. We denote the resultant bipartite graph
from [d, c] to x as I". In this context of image generation, the discrete subspace d gives a description
of concepts present in the image x (e.g., a dog’s appearance, background objects), and the continuous
subspace c controls extents/degrees of specific attributes (e.g., sizes, lighting, and angles).

Discrete hierarchical models. Lz-ziTI=

-~ dy dy dsd

As discussed above, discrete vari- le) g 4 ds
ables di,...,d,, represent dis- AN ’/’/]M /\
tinct concepts that may be de- \ X % Xa Xb X Xo~%r Xa

pendent either causally or purely
statistically via higher-level con-
cepts, as visualized in Figure[IT|c). 21

For instance, the dog’s eye fea- ,/ \
tures and nose features are de- 22 3
pendent, which a higher-level ./ \\,// \

concept “breeds” could explain. dy dy d3 dy—ds BN

- eyes, fur, grass, ...
We denote such higher-level la- //]M / \
tent discrete variables as z ;=
z X1 X2 X3 X4 X5 Xg X7 Xg
[21, -+, 2n.], where z; € €

foralli € [z;] and 2 < ‘ng)‘ <

x
(a) Subspaces (b) The “bottom” level

Low-level concepts:

(c) The discrete hierarchical model

() (2) (2) Figure 1: Latent hierarchical graphs. The dashed circle in (a) in-
ooand 2% := 777 X - - X Q7. dicates that the continuous variable c can be viewed as an exogenous
Graphically, these variables z are  variable. Dashed edges in (b) indicate potential statistical dependence.
not directly adjacent to observed

variables x (Figure|[Ifc)). High-level discrete variables z may constitute a hierarchical structure until
the dependence in the system is fully explained. Since the discrete variables encode major semantic
concepts in the data, this work primarily concerns discrete variables d and its underlying causal
structure. The continuous subspace c can be viewed as exogenous variables and is often omitted in
the causal graph (e.g., Figure[T{b)). We leave identifying continuous attributes in c as future work.

'We use the unbolded symbol ; to distinguish each observed variable x; from the collection x. Our theory
allows x; to be multi-dimensional.
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Given this, we define the discrete hierarchical model as follows. The discrete hierarchical model
(Figurec)) G := (E, V) is a DAG that comprises discrete latent variables dy, - - - ,dp,, 21, " , Zn. -
We denote that directed edge set with E and the collection of all variables with V := {D,Z},
where D and Z are vectors d and z in a set form and all leaf variables in G belong to D. We
assume the distribution over all variables V respects the Markov property with respect to the graph
G. We denote all parents and children of a variable with Ch(-) and Pa(-) respectively and define
the neighbors as ne(-) := Ch(-) U Pa(-). We say a variable set A are pure children of B, iff
Pag(A) = Uga,caPag(A;) = Band A NB = (). As shown in Figure[Ic), 21 is a pure child of d;.

Objectives. Formally, given only the observed distribution p(x), we aim to:

1. identify discrete variables d and the bipartite graph I';
2. identify the hierarchical causal structure G.

4 Identification of Discrete Latent Hierarchical Models

We present our theoretical results on the identifiability of discrete latent variables d and the bipartite
graph I" in Section4.2] (i.e., Objective[I)) and the hierarchical model G in Section4.3|(i.e., Objective[2).

Additional notations. We denote the set containing components of x with X, the set of all variables
with V* := V U X, the entire edge set with E* := E U I, and the entire causal model with
G* := (V*,E*). As the true generating process involves d, c, g, I, and G (defined in Section , we

define their statistical estimates with d, ¢, g, and I" through maximum likelihood estimation over the
full population p(x) while respecting conditions on the true generating process. We use |Supp(L)|
for the cardinality of a discrete variable set L’s support (all joint states) and P 5 g for the joint
probability table whose two dimensions are the states of discrete variable sets A and B respectively.

4.1 General Conditions for Discrete Latent Models

It is well known that causal structures cannot be identified without proper assumptions. For instance,

)

one may merge two adjacent discrete variables d; € di) and dy € di into a single variable

de di) X Qéd) while preserving the observed distribution p(x). We introduce the following basic
conditions on the discrete latent model to eliminate such ill-posed situations.

Condition 4.1 (General Latent Model Conditions).
i [Non-degeneracy]: P(d = k1,2 = ko) > 0, for all (ky,ks) € QD % Q&) for all variable
v e V* P(v|Pa(v) = ki) # P (v|Pa(v) = kg) if k1 # ko.
ii [No-twins]: Distinct latent variables have distinct neighbors ne(vy1) # ne(vs), if v1 # v € V.

iii [Maximality]: There is no DAG G* = (\7*, E*) resulting from splitting a latent variable in G*
(i.e., turning z; into Z; 1 and Z; o with identical neighbors and cardinality |QF | = |QF 1| + |07 5|

), such that P (\7*) is Markov w.r.t. _C’;* and Q~* satisﬁes
Discussion. Condition [4.1]is a necessary set of conditions for identifying latent discrete models,
which is employed and discussed extensively [24, 4 1]]. Intuitively, Condition excludes dummy
discrete states and graph edges that exert no influence on the observed variables x. Condition [4. THlfizi]

constrain the latent model to be the most informative graph without introducing redundant latent
variables, thus forbidding arbitrary merging and splitting over latent variables.

4.2 Discrete Component Identification

We show with access to only the observed data x, we can identify each discrete component d; up to
permutation indeterminacy (Definition|4.2)) and a corresponding bipartite graph equivalent to I'.

Definition 4.2 (Component-wise Identifiability). Variables d € N"< and d € N™ are identified
component-wise if there exists a permutation 7, such that d; = h;(d(;)) with invertible function h;.

That is, our estimation cfi captures full information of d ;) and no information from d; such that
j # w(i). E] The permutation is a fundamental indeterminacy for disentanglement [37, 138} 136} 24].

>We use “components” to refer to individual discrete variables d; in the vector d.
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Remarks on the problem. A large body of prior work [37} [35] 42]] requires continuous or even
differentiable density function over all latent variables and domain/class labels or counterfactual
counterparts to generate variation. Thus, their techniques do not transfer naturally to our latent space
with both continuous and discrete parts [c, d] and no supervision of any form. With a similar goal,
Kivva et al. [24] assumes access to an oracle (Definition[A2.1) to the mixture distribution over p(x),
which is not directly available in the general case here. Kivva et al. [41] assumes a specific parametric
generating process, whereas we focus on a generic non-parametric generative model (Equation [T).

High-level description of our proposed approach. We decompose the problem into two tractable
subproblems: 1) extracting the global discrete state d from the mixing with the continuous variable c;
2) further identifying each discrete component d; from the mixing with other discrete components d;
(i # j) and the causal graph I'. For 1), we show that, perhaps surprisingly, minimal conditions on the
generating function g suffice to remove the information of c and thus identify the global state of d.
For 2), we observe that the identification results in 1) can be viewed as a mixture oracle over p(x),
which enables us to employ techniques from Kivva et al. [24]] to solve the problem.

We introduce key conditions and formal theoretical statements as follows.

Condition 4.3 (Discrete Components Identification).

i [Connected Spaces] The continuous support C C R™ is closed and connected.

ii [Invertibility & Continuity]: The generating function g in equation[l|is invertible, and for any
fixed d, g(d, ) and its inverse are continuous.

iii [Non-Subset Observed Children]: For any pair d; and d;, one’s observed children are not the
subset of the other’s, Chr(d;) ¢ Chr(d;).

Discussion on the conditions. Condition [4.3][ij requires the continuous support C to be regular in
contrast with the discrete variable’s support. Intuitively, the continuous variable c often controls the
extents/degrees of specific attributes (e.g., sizes, lighting, and angles) and takes values from connected
spaces. For instance, “lightning” ranges from the lowest to the highest intensity continuously.
Condition[4.3ffii]ensures the generating process preserves latent variables’ information 37| 35,142, [43]].
Thanks to the high dimensionality, images often have adequate capacity to meet this condition. For
instance, the image of a dog contains a detailed description of the dog’s breed, shape, color, lighting
intensity, and angles, all of which are decodable from the image. Condition ensures that each
latent component should exhibit sufficiently distinguishable influences on the observed variable x.
Practically, this condition indicates that the lowest-level concepts influence diverse parts of the image.
These concepts are often atomic, such as a dog’s ear, eyes, or even finer, which often don’t overlap.
This condition is adopted in prior work [24}41]] and related to the notation of sparsity. Along this
line, prior work [44H46] assumes pure observed children for each discrete variable, which is strictly
stronger. Recent work [47] assumes each latent variable is connected to a unique set of observed
variables. This condition implies Condition [4.3}iii] because if z’s children form a subset of z;’s
children, then one cannot find a subset of observed variables whose parent is z; alone.

Theorem 4.4 (Discrete Component Identification). Under the generating process in Equation[I|and
Condition m the estimated discrete variable d and the true discrete variable d are equivalent
up to an invertible function, i.e., d = h(d) with h(-) invertible. Moreover, if Condition and
Condition further hold, we attain component-wise identifiability (Definition and the
bipartite graph T" up to permutation of component indices.

Proof sketch. Intuitively, each state of the discrete subspace d indexes a manifold g(d,-) : ¢ — x
that maps the continuous subspace c to the observed variable x. These manifolds do not intersect
in the observed variable space X" regardless of however close they may be to each other, thanks to
the invertibility of the generating function g (Condition . 3Hfii). This leaves a sufficient footprint in
x for us to uniquely identify the manifold it resides in, giving rise to the identifiability of d. This
reveals the discrete state of each realization of x and equivalently the joint distribution p(d, x) where
we merge all components in d into a discrete variable d. Identifying this joint distribution enables the
application of tensor decomposition techniques [24]] to disentangle the global state d into individual
discrete components d; and the causal graph I', under Condition .1 and Condition [.3}{iii]
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4.3 Hierarchical Model Identification

We show that we can identify the underlying hierarchical causal structure G that explains the depen-
dence among low-level discrete components d; that we identify in Theorem

Remarks on the prob- “1 el 1

lem. Benefiting from the ) / \ ) / \ ’ / \d
identified discrete com- 2 = 2 s 2 1
ponents in Theorem #.4] Y ¥ J \ ‘ v &Yl \ p ¥ ¥YJ \(]
we employ d as observed ! 0 0 7 NG 2 8l @
variables to identify the ATRATNANEZ / WA O 3
discrete latent hierarchi- d1d2dsdadsdgdrds — didydzdadsdedrds  dadsdedydsdy

CE}I model G. Although (a) Trees. (b) Multi-level DAGs. (c) Ours.
discrete latent hierarchi- Figure 2: Graphical comparison. Tree Structures permit one undirected path
cal models have been un-  peween any two variables. Multi-level DAGs require partitioning variables into
der {nvestlgatlon f.0r.an €X-  levels with edges only between adjacent levels. Our conditions allow multiple
tensive period, existing re- paths between variables across levels and include non-leaf observed variables.
sults mostly assume rela-

tively strong graphical conditions — the causal structures are either trees [26} 21} [22]] or multi-level
DAG:s [23] /48], which can be restrictive in capturing the complex interactions among latent variables
among different hierarchical levels. Separately, recent work [19} 20] has exhibited more flexible
graphical conditions for linear, continuous latent hierarchical models. For instance, prior work [20]
allows for multiple directed paths of disparate edge numbers within a variable pair and potential
non-leaf observed variables. Unfortunately, their techniques hinge on linearity and cannot directly
apply to discrete models of high nonlinearity.

High-level description of our approach. The central machinery in prior work [19} 20] is The-
orem [AZ] [49], which builds a connection between easily computable statistical quantities (i.e.,
sub-covariance matrix ranks) and local latent graph information. Dong et al. [20]] utilize a graph
search algorithm to piece together these local latent graph structures to identify the entire hierarchical
model. Ideally, if we can access these local latent structures in the discrete model, we can apply the
same graph search procedure and theorems to identify the discrete model. Nevertheless, Theorem [AZ]
relies on linearity (i.e., each causal edge represents a linear function), which doesn’t hold in the
discrete case. We show that interestingly, Theorem [A2] can find a counterpart in the discrete case
(Theorem [4.8)), despite the absence of linearity. Since given the graphical information from Theo-
rem[AZ] the theory in Dong et al. [20] is independent of statistical properties, we can utilize flexible
conditions and algorithm therein by obtaining the same graphical information with Theorem[4.8]

To present Theorem we introduce non-negative rank rank (-) [50] (Definition §4.5), and t-
separation [51]] (Definition.7) as follows.

Definition 4.5 (Non-negative Rank). The non-negative rank of non-negative A € R’'*" is equal to
the smallest p for which there exist B € R"*” and C € RE*" such that A = BC.

Definition 4.6 (Treks). A trek 7T} ; in a DAG from vertex 4 to j consists of a directed path Py, from &
to 4 and a direct path Py; from k to j, where we refer to Py; as the ¢ side and Py; as the j side.

Definition 4.7 (T-separation). Let A, B, Ca, and Cg be subsets (not necessarily disjoint) of vertices
in a DAG. Then (Ca, Cp) t-separates A and B if every trek from A to B passes through either a
vertex in C a on the A side of the trek or a vertex Cg on the B side of the trek.

Intuitively, a trek is a path containing at most one fork structure and no collider structures. It is
known that one can formulate d-separation as a special form of t-separation (see Theorem[AT)). Thus,
t-separation is at least as informative as d-separation. As detailed in Dong et al. [20], t-separation can
provide more information when latent variables are involved, benefiting from Theorem@] [49].

Theorem 4.8 (Implication of Rank Information on Latent Discrete Graphs). Given two sets of
variables A and B from a non-degenerate, faithful (Conditiond.1{fi Condition[d.I0}i) discrete model
G, it follows that rank . (P o B) = min{|Supp(L)| : a partition (L, Lg) t-separates A and B in G}.

Example. Suppose every variable in Figure a) is binary, then for A = {d;,ds,d3}, B =
{ds,...,ds}, rank; (P B) = 4 since A and B are t-separated by {d3, z4} with 4 states.
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Discussion. Parallel to Theorem [A2][49] for linear models, Theorem 8] acts as an oracle to reveal
the minimal t-separation set’s cardinality between any two variable sets in discrete models beyond
linearity. This enables us to infer the latent graph structure from only the observed variables’ statistical
information. To the best of our knowledge, Theorem @] is the first to establish this connection
and can be of independent interest for learning latent discrete models in future work. Although the
computation of non-negative ranks can be expensive [50], existing work [52} 53]] demonstrates that
regular rank tests are decent substitutes, we observe in our synthetic data experiments (Section [5).

We present the identification conditions for discrete models as follows (Condition {.10).

Definition 4.9 (Atomic Covers). Let A C 'V be a set of variables in G with |Supp(A)| = k, where ¢
of the k states belong to observed variables d;, and the remaining k£ — ¢ are from latent variables z;.
A is an atomic cover if A contains a single observed variable, or if the following conditions hold:

(i) There exists a set of atomic covers C, with [Supp(C)| > k+1—t, such that UceccC C PChg(A)
and VCl, Cy e C7 CiNGCy = 0.

(ii) There exists a set of covers AV, with [Supp(N)| > k + 1 — ¢, such that every element in Une N
is a neighbour of V and (UxenyN) N (UcecC) = 0.

(iii) There does not exist a partition of A = A; U A5 such that both A; and A, are atomic covers.

Example. In Figure2|(c), {22} is an atomic cover if its pure child {d>} and its neighbors {z1, z3, 24}
possess more than Supp(zz) + 1 states separately. Otherwise, {22, d;} can be an atomic cover if
(some of) pure children {z3, z4 } and neighbors {z1, da, d3} possess Supp(z2) + 1 states separately.

Condition 4.10 (Discrete Hierarchical Model Conditions).
i [Faithfulness] All the conditional independence relations are entailed by the DAG.

ii [Basic Graphical Conditions] Each latent variable z € Z corresponds to a unique atomic cover
in G and no z is involved in any triangle structure (i.e., three mutually adjacent variables).

iii [Graphical Condition on Colliders] In a latent graph G, if (i) there exists a set of variables C
such that every variable in C is a collider of two atomic covers Ly, Lo, and denote by A the
minimal set of variables that d-separates Ly from Lo, (ii) there is a latent variable in L, L, C
or A, then we must have |Supp(C)| + |Supp(A)| > |Supp(L1)| + |Supp(Lz2)|.

Discussion on the conditions. Condition[d.10}fijis known as the faithfulness condition widely adopted
for causal discovery [51) 24, 54, [18]], which attributes statistical independence to graph structures
rather than unlikely coincidence [55} 51]. In linear models, Dong et al. [20] introduce atomic covers
(Definition [4.9) to represent a group of indistinguishable variables. In the discrete case, an atomic
cover consists of indistinguishable latent states, which we merge into a single latent discrete variable
(Condition . T}jii). Intuitively, we treat each state as a separate variable and merge those belonging to
the same atomic cover at the end of the identification procedure. This handles discrete variables of
arbitrary state numbers, in contrast with the binary or identical support assumptions [22} 23], which
we use as an alternative condition in Theorem [AT2] Condition[d.T0}ii| requires each atomic cover to
possess sufficiently many children and neighbors to preserve its influence while avoiding problematic
triangle structures to ensure the uniqueness of its influence. In contrast, existing work [23]] assumes at
least three pure children for each latent variable, amounting to six times more states. Condition [d.T0}
ensures adequate side information (large | A|) to discover latent colliders C, admitting graphs more
general than tree structures [21} 26} 22] (i.e., no colliders). Overall, our model encompasses a rich
class of latent structures more complex than tree structures and multi-level DAGs [23]] (Figure [2)).

Following Dong et al. [20], we introduce the minimal-graph operator Oy, (Definition and
Figure[AT)), which merges certain redundancy structures that rank information cannot distinguish.

Definition 4.11 (Minimal-graph Operator [[19,20]). We can merge atomic covers L into P in G if (i)
L is a pure child of P, (ii) all elements of L and P are latent and |Supp(L)| = |Supp(P)|, and (iii)
the pure children of L form a single atomic cover, or the siblings of L form a single atomic cover.
We denote such an operator as the minimal-graph operator Oy, (G).

Theorem 4.12 (Discrete Hierarchical Identification). Suppose the causal model G satisfies Condi-
tionand Conditian We can identify G up to the Markov equivalence class of Omin(G).

Proof sketch. As discussed above, Theorem gives a graph structure oracle equivalent to The-
orem [A2] which we leverage to prove Theorem Besides the rank test, the major distinction
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Table 1: F1 scores for our method and the baseline Kivva et al. [24] . Figureexhibits the graphs.

Graph 1 Graph 2 Graph 3 Graph 4 Graph 5 Graph 6 Graph 7 Graph 8 Graph 9
Baseline | 0.67 £0.0 | 0.69 £0.1 | 0.67+0.0 | 0.67+0.2 | 0.63+0.0 | 0.65+0.0 | 0.67+0.0 | 0.65+0.0 | 0.63 +0.0
Ours 094+0.1]098+0.1]094+00]098+0.2]0.94+0.1 093+0.0]093+0.1 096+0.0]0.93=£0.1

Table 2: F1 scores for our method and the baseline Dong et al. [20]. Figureexhibits the graphs.

Graph 1 Graph 2 Graph 3 Graph 4 Graph 5 Graph 6 Graph 7
Baseline | 024 +£0.3 | 048 +0.0 | 033 £0.2 ] 0.63+0.1 | 0.0+0.0 | 0.55+0.1 | 0.0 £0.0
Ours 1.0+£00 | 1.0£00 | 073+0.0 ] 0.734+0.0 | 0.754+0.0 | 0.954+0.0 | 1.0 £ 0.0

between Theorem and Theorem .8l is that the former returns the number of variables in the
minimal t-separation set whereas the latter returns the number of states. Applying the search algorithm
from Dong et al. [20] alongside our rank test from Theorem [4.8]to a discrete model G results in a
graph Q~ In Q~ , each latent variable z in G is split into a set of variables 2(1), o ,2(‘s“pp(z)|) as an
atomic cover, with the set size equal to the state number of z. We can then reconstruct the original
graph G from G by merging these atomic covers into discrete variables. We present our algorithm in
Algorithm [T]and highlight the differences from that in Dong et al. [20].

Our techniques can also utilize the identical support condition (e.g., binary latent variables) [23} [22]]
for identification under slightly different conditions. We present the results in Theorem [AT2]

S Synthetic Data Experiments

Experimental setup. We generate the hierarchical model G with randomly sampled parameters, and
follow [24] to build the generating process from d to the observed variables x (i.e., graph I') by a
Gaussian mixture model. The graphs are exhibited in Figure[AZ]and Figure [A3]in Appendix [A4] We
follow Dong et al. [20] to use F1 score for evaluation. More details can be found in Appendix

Results and discussion. We choose Kivva et al. [24] as our baseline because it is the only method
we know designed to learn a non-parametric, discrete latent model from continuous observations.
We evaluate both methods on graphs in Figure [A2] As shown in Table[T]and Table 2} our method
consistently achieves near-perfect scores, while the baseline, despite correctly identifying I' and
directing edges among d components, cannot handle higher-level latent variables.

To verify Theorem [4.8] we evaluate Algorithm [I] and a baseline [20] on graphs satisfying the
conditions on G (i.e., purely discrete models in Figure[A3)). Our method performs well on graphs that
meet conditions of Theorem[AT2]and achieves decent scores on graphs that do not (Figure[A3](c) and
(e)). The significant margins over the baseline validate Theorem@] and Theorem

6 Interpretations of Latent Diffusion

In this section, we present a novel interpretation of latent diffusion (LD) [28]] from the perspective
of our hierarchical concept learning framework. Concretely, the diffusion training objective can
be viewed as performing denoising autoencoding at different noise levels [56, |57]. Denoising
autoencoders [58), |59]] and variants [60, [61] have shown the capability of extracting high-level,
semantic representations as their encoder output. In the following, we adopt this perspective to
interpret the diffusion model’s representation (i.e., the UNet encoder output) through our hierarchical
model, which connects the noise level and the hierarchical level of the latent representation in our
causal model. For brevity, we refer to the diffusion model encoder’s output as diffusion representation.

Discrete variables and representation embeddings. In practice, discrete variables are often
modeled as embedding vectors from a finite dictionary (e.g., wording embeddings). Therefore,
although diffusion representation is not discrete, we can interpret it as an ensemble of embeddings of
involved discrete variables. Park et al. [62] empirically demonstrates that one can indeed decompose
the diffusion representation into a finite set of basis vectors that carry distinct semantic information,
which can be viewed as the concept embedding vectors.

Vector-quantization. Given an image x, LD first discretizes it with a vector-quantization generative
adversarial network (VQ-GAN) [63]:d = fyq(x). Through the lens of our framework, VQ-GAN
represents the image with a rich but finite set of embeddings of bottom-level concepts d and discards
nuances in the continuous representation c, inverting the generation process in Equation
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Noise level £, \
Denoising objectives. As discussed, diffusion e, e
training can be viewed as denoising the cor- o / \ v
rupted embedding d to restore noiseless d [57- "'z
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59, [64] for a designated denoising model f; at =] /d'\ /\ 7‘
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where/y denotes the text prompt. Under this e ? i“

objective, the model is supposed to compress

Noise drowns low-level information. -
the noisy view d; to extract a clean, high-level %
representation, together with additional informa- - Fjgyre 3: Diffusion models estimate the latent hier-
tion from the text y, to reconstruct'tl.le original  archical model. Different noise levels correspond to
embedding d. Formally, the denoising model different concept levels. To avoid cluttering, we leave
ft = faec,t © fenc,t performs auto-encoding out vector quantization.

Zs() = fenc,t(&t) and d = Jaee,t(Zs(t),y), where we use S(t) to indicate the dependence on
the noise level {. We can view the compressed representation zs;) as a set of high-level latent

variables in the hierarchical model: the encoder fe,.+ maps the noisy view d; to high-level latent
variables z.s, and the decoder fy.. + assimilates the text information'y and reconstructs the original
view d. In practice, f; is implemented as a single model (e.g., UNets) paired with time embeddings.
We visualize this process in Figure 3]

Noise levels and hierarchical levels. Intuitively, the noise level controls the amount of semantic
information remaining in d;. For instance, a high noise level ¢ drowns the bulk of the low-level
concepts in d, leaving only sparse high-level concepts in d;. In this case, the diffusion representation
Zs(4) estimates a high concept level in the hierarchical model. In Figure|3| a high noise level may
destroy low-level concepts, such as the sand texture and the waveforms, while preserving high-level
concepts, such as the beach and the sunrise. In Section we follow Park et al. [[62] to demonstrate
diffusion representation’s semantic levels under different noise levels.

Theory and practice. We connect LD training and estimating latent variables in the hierarchical
model in an intuitive sense. Our theory focuses on the fundamental conditions of the data-generating
process and does not directly translate to guarantees for LD. That said, our conditions naturally have
implications on the algorithm design. For instance, a sparsity constraint on the decoding model may
facilitate the identification condition that variables influence each other sparsely (e.g., pure children
in Condition £.10). In Section[7.3] we show such constraints are beneficial for concept extraction. We
hope that our new perspective can provide more novel insights into advancing practical algorithms.

7 Real-world Experiments

7.1 Discovering Hierarchical Concept Structures from Diffusion Models

In Figure ] we extract concepts and their relationships from LD through our hierarchical model
interpretation. Our recovery involves two stages: determining the concept level and identifying causal
links. We add a textual concept, like “dog”, into the prompt and identify the latest diffusion step
that would render this concept properly. If “dog” appears in the image only when added at step O
and “eye” appears when added from step 5, it indicates that “dog” is a higher-level concept than
“eyes”. After determining the levels of concepts, we intervene on a high-level concept and observe
changes in low-level ones. No significant changes indicate no direct causal relationship. We explore

the relationships among the concepts “dog”, “tree”, “eyes”, “ears”, “branch”, and “leaf”. Figure 4]
presents the final recovered graph and intermediate results. See Section[A5.3|for more investigation.

7.2 Diffusion Representation as Concept Embeddings

We support our interpretations in Section[6] that diffusion representation can be viewed as concept
embeddings, and it corresponds to high-level concepts for high noise levels. Following Park et al.
[62], we modify the diffusion representation along certain directions found unsupervisedly. We can
observe that this manipulation gives rise to semantic concept changes rather than entangled corruption
Figure [5] Editing the latent representation at early steps corresponds to shifting global concepts.
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Figure 4: Recovering concepts and their relationships from LD. (a) The final recovered concept graph among

LTINS ” ”

concepts “dog”, “tree”, “eyes”, “ears”, “branch”, and “leaf”. (b) Identifying causal links through “interventions”.
For example, we compare two prompts that vary in “dog”: “a dog with wide eyes and a wilting tree with short
branches, in a cartoon style” and “a big dog with wide eyes and a wilting tree with short branches, in a cartoon
style”. We observe significant changes in “eyes” but not in “branch”, indicating a causal link between “dog” and
“eyes” but not between “dog” and “branch”. (c¢) Identifying concept levels by the last effective diffusion step. For
example, we use the base prompt “a tree with long branches, in a cartoon style” and prepend “dog” at steps 0,
5, and 15. Only injecting “dog” at step O works. Similarly, injecting “wide eyes” works at both steps 0 and 5,
indicating that “dog” is a higher-level concept than “eyes”. Original T 0.6T

In Figure[3] the latent representation in earlier steps (step 7')
determines breeds (the top row), species (the middle row), and
gender (the bottom row). In contrast, the latent representation
in later steps (step 0.67") correlates with the dog collar, cat
eyes, and shirt patterns. Implementation details and additional
results are provided in Appendix [A3]

7.3 Causal Sparsity for Concept Extraction

Recent work [63] shows that concepts can be extracted as low-
rank parameter subspaces of LD models via LoRA [66]]. This
low-rankness limits the complexity of text-induced changes,
resembling sparse influences from latent concepts to their de-
scendants.. Our theory suggests that different levels of concepts Figure S: Semantic latent space. We
may require varying sparsity levels to capture. We present em- modify the diffusion model’s representa-
pirical evidence in Section@ Motivated by this, we design  tjon (UNet encoder’s output) along prin-
an adaptive sparsity selection mechanism for capturing con- cipal directions at steps 7' and 0.67.
cepts at different levels. Inspired by Ding et al. [67], we imple- Structure changes indicate the semantics
ment a sparsity constraint on the LoRA dimensionality for the of the representation and manipulation
model to select the LoRA rank at each module automatically, at the early time 7" induces global shifts.
benefiting concept extraction (see Appendix [A5.4). See more examples in Figure[A9]

8 Conclusion

In this work, we cast the task of learning concepts as the identification problem of a discrete latent
hierarchical model. Our theory provides conditions to guarantee the recoverability of discrete
concepts. Limitations: Although our theoretical framework provides a lens for interpretation, our
conditions do not directly guarantee diffusion’s success, which would require nontrivial assumptions.
Also, Algorithm|[T|can be expensive for large graphs due to the dependency on the state count. We
leave giving guarantees to diffusion models and efficient graph learning algorithms as future work.
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Al Related Work

Concept learning. In recent years, a significant strand of research has focused on employing labeled
data to learn concepts in generative models’ latent space for image editing and manipulation [[1H6].
Concurrently, another independent research trajectory has been exploring unsupervised concept
discovery and its potential to learn more compositional and transferable models, as shown in Burgess
et al. [[7]], Locatello et al. [8], Du et al. [9, [10], Liu et al. [L1]. These prior works focus on the
empirical methodological development of concept learning by proposing novel neural network
architectures and training objectives, with limited discussion on the theoretical aspect. In contrast,
our work investigates the theoretical foundation of concept learning. Specifically, we formulate
concept learning as an identification problem for a discrete latent hierarchical model and provide
conditions under which extracting concepts is possible. Thus, the existing work and our work can
be viewed as two complementary lines of research for concept learning. Concurrently, a plethora
of work has been dedicated to extracting interpretable concepts from high-dimensional data such as
images. Concept-bottleneck [[12] first predicts a set of human-annotated concepts as an intermediate
stage and then predicts the task labels from these intermediate concepts. This paradigm has attracted
a large amount of follow-up work [13} [29H33]]. A recent surge of pre-trained multimodal models
(e.g., CLIP [17]) can explain the image concepts through text directly [14H16]. In contrast with these
successes, our work focuses on the formulation of concept learning and theoretical guarantees.

Latent hierarchical models. Complex real-world data distributions often possess a hierarchical
structure among their underlying latent variables. On the theoretical front, Xie et al. [18]], Huang et al.
[19], Dong et al. [20] investigate identification conditions of latent hierarchical structures under the
assumption that the latent variables are continuous and influence each other through linear functions.
Kong et al. [34] extends the functional class to the nonlinear case over continuous variables. Pearl
[21]], Zhang [26]], Choi et al. [22], Gu and Dunson [23] study fully discrete cases and thus fall short
of modeling the continuous observed variables like images. Specifically, Pearl [21]], Zhang [26], Choi
et al. [22] focus on the latent trees in which every pair of variables is connected through exactly
one undirected path. Gu and Dunson [23]] assume a multi-level DAG [68]] in which variables can be
partitioned into disjoint groups (i.e., levels), such that all edges are between adjacent levels, with
the observed variables as the bottom level (i.e., leaf nodes). In contrast, we show that we can not
only extract discrete components from continuous observed variables but also uncover higher-level
concepts and their interactions. Our graphical conditions admit multiple paths within each pair of
latent variables, flexible hierarchical structures that are not necessarily multi-level, and flat structures
in which all latent variables are adjacent to observed variables [24]]. On the empirical side, prior
work [69] improves the inference model of vanilla VAEs by combining bottom-up data-dependent
likelihood terms with prior generative distribution parameters. Zhao et al. [70] assign more expressive
(deeper) neural modules to higher-level variables to learn a more disentangled generative model. Li
et al. [71] present a VAE/clustering approach to empirically estimating latent tree structures. Leeb
et al. [72]] propose to feed latent variable partitions into different decoder neural network layers and
remove the prior regularization term to enable high-quality generation. Like our work, Ross and
Doshi-Velez [[73] consider discrete latent variables. However, their focus is on empirical evaluation
benchmarks and metrics, without touching on the theoretical formulation of this task. Unlike these
efforts, our work concentrates on the formalization of the data-generating process and the theoretical
understanding. Thus, these two lines complement each other.

Latent variable identification. Identifying latent variables under nonlinear transformations is central
to representation learning on complex unstructured data. Khemakhem et al. [35] 36], Hyvarinen
and Morioka [37], Hyvarinen et al. [38] assume the availability of auxiliary information (e.g.,
domain/class labels) and that the latent variables’ probability density functions have sufficiently
different derivatives over domains/classes. However, many important concepts (e.g., object classes)
are inherently discrete. Since latent variables are not equipped with differentiable density functions,
identifying these concepts necessitates novel techniques. Our theory requires neither domain/class
labels nor differentiable density functions and can accommodate discrete variables readily. Another
line of studies [39,40] refrains from the auxiliary information by making sparsity and mechanistic
independence assumptions over latent variables, disregarding causal structures among the latent
variables. Moreover, images may comprise abstract concepts and convey sophisticated interplay
among concepts at various levels of abstraction. In this work, we address these limitations by
formulating the concept space as a discrete hierarchical causal model, capturing concepts at distinct
levels and their causal relations.
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Latent diffusion understanding. Diffusion probabilistic models [[74} 75} 28] [76H78]] have recently
become the workhorse for state-of-the-art image generation. Diffusion models’ empirical success
sparked a plethora of efforts to probe into their empirical properties. Kwon et al. [79], Park et al.
[62] discover that the UNet bottleneck representation exhibits highly structured semantic properties,
traversing over which manipulates the generated image in a meaningful manner. Choi et al. [80]], Daras
and Dimakis [81]], Wu et al. [82]], Sclocchi et al. [83]] realize that early/late diffusion steps at the
inference correlate with coarse/fine features in the output. Recently, Gandikota et al. [65]] showcase
that concepts are encoded by low-rank influences in latent diffusion models. The theoretical insights
in our work consolidate these apparently separate strands of empirical observations and also lead to
new understandings that could enhance empirical methodologies.

A2 Proof for Theorem

Condition 4.3 (Discrete Components Identification).

i [Connected Spaces] The continuous support C C R™¢ is closed and connected.

it [Invertibility & Continuity]: The generating function g in equation|l|is invertible, and for any
fixed d, g(d, ) and its inverse are continuous.

iii [Non-Subset Observed Children]: For any pair d; and d;, one’s observed children are not the
subset of the other’s, Chr(d;) ¢ Chr(d;).

Theorem 4.4 (Discrete Component Identification). Under the generating process in Equation[I|and

Condition m the estimated discrete variable d and the true discrete variable d are equivalent

up to an invertible function, i.e., d = h(d) with h(-) invertible. Moreover, if Condition and
Condition further hold, we attain component-wise identifiability (Definition and the
bipartite graph T" up to permutation of component indices.

Proof of Theorem[.4| Part 1. The estimate d and the true variable d are related through the map

[d ¢] = g7 o g(d,c). In the following, we show that the induced relation between d and d is
invertible under Condition [d.3}fii} The estimated generating process respects the conditions on the
true generating process.

We denote that support of the estimate d as Q@ First, we show by contradiction that for each state
k € Q@ k corresponds to at most one state k € Q(4) of the estimate d.

Suppose that k corresponds to two distinct states k1 and 152. That is, there exist ¢i,co € C and
¢1,¢, € C,suchthat g~ og(k,cy) = [k1, &) and g~ o g(k, ca) = [ka, €). On one hand, As g(k, -)
is a continuous function and C is connected, the image 7 (k) := g(k,C) is a connected set. On the
other hand, Z(k1) := §(k1,C) and Z(ks) := §(k2,C) are two separate sets due to the invertibility
and continuity of § and the closed-ness of C. To see this, invertibility implies that 7 (k:l) and Z (k)
are disjoint. The fact that § is continuous over ¢ and has a continuous inverse over ¢ implies that

Z(ky) and Z(ky) preserve the closed-ness of C. The space formed by two disjoint closed subspaces is
disconnected. Since k corresponds to 1%1 and 1%2, it follows that Z(k) = fl U fg where fl and fg are
nonempty subsets of fkl and ffw respectively and inherit their separability. As Z(k) is a union of two
nonempty separated sets, it is disconnected. This contradicts the connectedness of Z (k). Therefore,
for each state k& € Q(?), k corresponds to at most one state ke QW

Havmg established that each state of d corresponds to at most one state of d, we now show that states
k:l, k2 ofd corresponding to distinct states k1 # ko of d must also be distinct, i.e., kl =+ k’g if k1 = ko.

Suppose that 3k, # ks, such that the corresponding states ki = ko. We denote k := ky = ko and
two arbitrary points x1 := g(k1, c1) and xo := g(ko, c2) from modes k; and ks respectively. As the

two estimated discrete states collapse at k, it follows that
x1 = g(k1,¢1) = g(k, ¢1) 3)
xy = g(ky, c2) = §(k, &2). @)
Since g(k, -) is continuous and C is a connected set, the image §(k, C) is path-connected. Thus, we
can find a path f : [0,1] — X such that f(0) = x; and f(1) = x2. Also, each point on the path
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f has a positive probability density due to positive p(¢) and P (& = I%) . However, the two images

g(k1,C) and g(ks,C) are disconnected due to the invertibility of g and k1 # k2. On any path from
X1 to Xg, there exists points X such that the density is strictly zero due to the discrete structure of d.
Thus, we have arrived at a contradiction. We have shown that if k1 # ko, the corresponding estimated

states are distinct ];1 #+ ]%2.

Since for for each k € Q@ & corresponds to at most one state k and distinct states k1, ko give rise to
distinct states ki, k2, we have proven that for each k € Q@D K corresponds to exactly one estimated
state k € Q.

O

Definition A2.1 (Mixture Oracles). Let x be a set of observed variables and d € Q(? be a discrete
latent variable. The mixture model is defined as P’ (x) = >, .o P (d = k) P (x|d = k). A mixture

oracle MixOracle(x) takes IP (x) as input and returns the number of components |Q(d)
P (d = k) and the component P (x|d = k) for k € Q(d).
Theorem A2 (Kivva et al. [24]). Under Conditiond.1|and Condition[d.3}iti} on can reconstruct the

bipartite graph T between d and x, and the joint distribution P (dy = k1, ..., dy, = kn,) from P (x)
and MixOracle(x).

, the weights

Proof of Theorem .4 Part 2. Step 1: Given the first result in Theorem [.4] we can identify the
discrete state index k for each realization of x (up to permutations). Since we can do this to all
realizations of x and we are given PP (x), we can compute the cardinality of the discrete subspace
|Q(@)]|, the marginal distribution of each latent state P (d = k), and the conditional distribution
P (x|d = k) for k € Q.

Step 2: Step 1 shows the availability of the mixture oracle MixOracle (i.e., |2|, P(d = k), and
P (x|d = k) ) as defined in Definition Now, all conditions employed in Theorem |A2|are ready,
namely Condition {f.1] Condition {.3]fii1} and MixOracle (the consequence of step 1). The derivation
in Kivva et al. [24] entails identifying a map from the discrete subspace state index d = k where
k € Q@ to all discrete components’ state indices [d1, . .., d,,] = [k1, ..., kn,] where k; € di) is
the state index of the i-th component d;. Thus, we can utilize this map to identify the state index for
each individual discrete variable d; from the global index k.

Step 3: As stated in Step 2, all conditions in Theorem[AZ]hold in our problem. Since Theorem Theo-
rem|A2| additionally identifies the bipartite graph I" between {z1, x2, z3, ... } and{d;, d2,ds, ... },
the same follows in our case.

O

A3 Proof for Theorem m

In this section, we present a proof for Theorem .12} Since all variables are discrete for this proof,
for a set of variables A, we adopt the notation A = 7 to indicate the joint state of all variables in A.

As outlined in Sectiond] we will derive Theorem [4.8] which serves as the bridge between the distribu-
tional information and the graphical information, equivalent to the role of Theorem [A2] Sullivant et al.
[49] in Dong et al. [20], Huang et al. [19].

To familiarize the reader with the context, we introduce Theorem [A2] and the involved graphical
definitions treks t-separation and its connection between d-separation [84]).

Definition 4.6 (Treks). A trek T} ; in a DAG from vertex 4 to j consists of a directed path Py; from &k
to 7 and a direct path Py; from k to j, where we refer to Pj; as the 7 side and Py as the j side.

Intuitively, a trek is a path containing at most one fork structure and no collider structures. Given this
definition, a notion of t-separation is introduced [51]], reminiscent of the classic d-separation.

*We abuse the notation PP (-) to denote probability density functions for continuous variables and mass
functions for discrete variables.

https://doi.org/10.52202/079017-1165 36957



Definition 4.7 (T-separation). Let A, B, Ca, and Cg be subsets (not necessarily disjoint) of vertices
in a DAG. Then (Ca, Cg) t-separates A and B if every trek from A to B passes through either a
vertex in Ca on the A side of the trek or a vertex Cg on the B side of the trek.

Theorem A1 (Equivalence between d-separation and t-separation [85]]). Suppose we have disjoint
vertex sets A, B, and C in a DAG. Set C d-separates set A and set B if and only if there exists a
partition C := Ca U Cg such that (Ca, Cp) t-separates A U C and B U C.

Theorem [AT]shows that one can reformulate d-separation with a special form of t-separation. Thus,
t-separation is at least as informative as d-separation. Further, as detailed in Dong et al. [20],
t-separation can provide more information when latent variables are involved, benefiting from
Theorem[A2] [49].

Theorem A2 (Covariance Matrices and Graph Structures [49]). Given two sets of variables
A and B from a linear model with graph G, it follows that rank(¥ap) = min{|L|
L t-separates A from B in G}, where ¥ o g denotes the generic covariance matrix between A
and B.

Theorem [A2] reveals that one can access local latent graph structures, i.e., the cardinality of the
minimal separation set between two subsets of observed variables, through computable statistical
quantities, e.g., covariance matrix ranks. Dong et al. [20] utilize these local latent graph structures,
together with graphical conditions, to develop their identification theory for linear hierarchical models.
Ideally, if we can access such local latent structures in the discrete hierarchical model, we can apply
the same graph search procedure and theorems in Dong et al. [20] to identify the discrete model.
Nevertheless, Theorem[A2]relies on the linearity of the causal model (i.e., each causal edge represents
a linear function), which doesn’t hold in the discrete case. This motivates us to derive a counterpart
of Theorem [A2] for discrete causal models.

To this end, we introduce a classic theorem (Theorem [A3)) that connects the non-negative rank of a
joint probability table with latent variable states.

Definition 4.5 (Non-negative Rank). The non-negative rank of non-negative A € R’'*" is equal to
the smallest p for which there exist B € R’ " and C € RE*" such that A = BC.

Theorem A3 (Non-negative Rank and Probability Matrix Decomposition [50]). Let P € R™*" be
a bi-variate probability matrix. Then its non-negative rank rank (P) is the smallest non-negative
integer p such that P can be expressed as a convex combination of p rank-one bi-variate probability
matrices.

Given this machinery, we now derive Theorem 4.8 which provides equivalent information in discrete
models as Theorem[A2]in linear models.

Theorem 4.8 (Implication of Rank Information on Latent Discrete Graphs). Given two sets of

variables A and B from a non-degenerate, faithful (Condition .1\ Condition .10} discrete model
G, it follows that rank, (P o ) = min{|Supp(L)| : a partition (L1, Ly) t-separates A and B in G}.

Proof. We express the joint distribution table P o B as
P(A=iB=j)= Y PA=iL=r)PB=jL=rPL=r), )
re[R]
where R € N7 is the smallest possible value. This is always possible since we can assign L as either
A or B and obtain a trivial expression.

We note that A \ L, B \ L, and L are disjoint because if A N B is nonempty, it must be a subset of
L. Since the graph G is non-degenerate (Condition 4. T}fi) and faithful (Condition i), Equation[3]
implies the graphical condition that A \ L and B \ L are d-separate given L.

The equivalence relation in Theorem [A1|implies that a partition of L t-separates A and B. Thus, the
minimal cardinality R is equal to the smallest number of discrete states of L that t-separates A and
B. Moreover, Theorem implies that the minimal number of states is equal to the non-negative
rank of Pa g, ie., R = rank*(PAﬁB), which concludes our proof. O

With Theorem [4.8]in hand, we leverage existing structural identification results on linear hierarchical
models (Theorem [A10)) to obtain the identification results of desire (Theorem [4.12).
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We introduce formal definitions of linear models, pure children, and the minimal graph operator,
which we refer to in the main text.

Definition A3.4 (Linear Causal Models [20,[19]). A linear causal model is a DAG with variable set
V and an edge set E, where each causal variables v is generated by its parents Pa(v) through a linear

function:
v = Z a;jvj + €, (6)

vj EPa(v)
where a; ; is the causal strength and ¢; is the exogenous variable associated with v;.
Definition A3.5 (Pure Children). A variable set Y are pure children of variables X in graph G,
iff Pag(Y) = Uy,eyPag(Y;) = X and X N'Y = (. We denote the pure children of X in G by
PChg (X).

Basically, the definition dictates that variable Y has no other parents than X.

Definition 4.11 (Minimal-graph Operator [19}[20]). We can merge atomic covers L into P in G if (i)
L is a pure child of P, (ii) all elements of L and P are latent and |Supp(L)| = |Supp(P)|, and (iii)
the pure children of L form a single atomic cover, or the siblings of L form a single atomic cover.
We denote such an operator as the minimal-graph operator Oy, (G).

This operator merges certain structural redundancies not detectable from rank information [[19} 20]
(Lemmal[A9). Please refer to Figure [AT]for an example.

Definition A3.6 (Atomic Covers (Linear Models)). Let A be a set of variables in G with |A| = &,
where t of the k variables are observed variables, and the remaining k — ¢ are latent variables. A is
an atomic cover if A contains a single observed variable, or if the following conditions hold:

(i) There exists a set of atomic covers C, with |C| > k + 1 — ¢, such that UcecC C PChg(V) and
VC1,C2 €C,C1NCy = 0.
(ii) There exists a set of covers N, with |[A| > k + 1 — ¢, such that every element in Unen N is a
neighbour of V and (UneyIN) N (UceeC) = 0.
(iii) There does not exist a partition of A = A; U Ao such that both A; and A are atomic covers.
Theorem A7 (Linear Hierarchical Model Conditions).

i [Rank Faithfulness]: All the rank constraints on the covariance matrices are entailed by the
DAG.

ii [Basic Graphical Conditions] For any L € V, L belongs to at least one atomic cover (Defi-
nition[A3.6)) in the linear model G (Definition and no latent variable is involved in any
triangle structure (i.e., three mutually adjacent variables).

~0

iii [Graphical Condition on Colliders] In a latent graph G, if (i) there exists a set of variables C
such that every variable in C is a collider of two atomic covers L1, La, and denote by A the
minimal set of variables that d-separates Ly from Lo, (ii) there is a latent variable in L, Lo, C

or A, then we must have |C| + |A| > |L1| + |Lz|.
Definition A3.8 (Skeleton Operator [19,[20]]). Given an atomic cover A in a graph G, forall a € A,

a is latent, and all ¢ € PCh(A), such that a and c are not adjacent, we can draw an edge from a to c.
We denote such an operator as skeleton operator O4(G).

The skeleton operator introduces additional edges to fully connect atomic clusters [[19,20], which are
indistinguishable from the rank information (Lemma[A9). Please refer to Figure [AT|for an example.

Lemma A9 (Rank Invariance Huang et al. [19]). The rank constraints are invariant with the minimal-
graph operator and the skeleton operator; that is, G and Os(Opnin(G)) are rank equivalent.

Theorem A10 (Linear Hierarchical Model Identification [2Q]). Suppose the G is a linear latent
causal model (Definition[A3.4) that satisfies Condition[A7] Then the hierarchical causal model G is
identifiable up to the Markov equivalent class of Os(Omin(G)).

We note that linear model conditions (Condition and discrete model conditions (Condition
differ mainly in the substitutes of variables in the linear models with states in the discrete models.
This originates from the local graph structures we can access, i.e., states in Theorem and variables
in Theorem[A2] The skeleton operator Oin (Definition[A3.8]is not necessary under Condition 4.10]
since each cover represents a discrete variable whose states must all be connected to its neighbors.

https://doi.org/10.52202/079017-1165 36959



We now present Theorem [4.12] and its proof.
Condition 4.10 (Discrete Hierarchical Model Conditions).

i [Faithfulness] All the conditional independence relations are entailed by the DAG.

ii [Basic Graphical Conditions] Each latent variable z € Z corresponds to a unique atomic cover
in G and no z is involved in any triangle structure (i.e., three mutually adjacent variables).

iii [Graphical Condition on Colliders] In a latent graph G, if (i) there exists a set of variables C
such that every variable in C is a collider of two atomic covers L1, Lia, and denote by A the
minimal set of variables that d-separates Ly from Lo, (ii) there is a latent variable in L1, Ly, C
or A, then we must have |Supp(C)| + |Supp(A)| > |Supp(L1)| + |Supp(Lz2)|.

Theorem 4.12 (Discrete Hierarchical Identification). Suppose the causal model G satisfies Condi-
tionand Condition We can identify G up to the Markov equivalence class of Omin(G).

Proof. We observe that the linearity condition (Definition[A3.4) in Theorem [AT0]is only utilized to
invoke Theorem [A2|to access the cardinality of the smallest t-separation set between any two sets of
observed variables in the linear model. Through this, the graph identification results in Theorem [AT0]
are derived based on a graph search algorithm repeatedly querying partial graph structures under
Condition[A7]

For discrete models (Condition {.T)), Theorem [.8] supplies partial graph structures equivalent to
Theorem The difference is that Theorem returns the number of variables in the smallest
t-separation set while Theorem [.8|returns the number of states in the smallest t-separation set. Thus,
running Algorithm [Tup to Step[9|(i.e., the original search algorithm Dong et al. [20] with a different
rank oracle in Theorem 8] highlighted in blue) will return a graph with latent nodes representing
discrete states. Algorithm |[I[is guaranteed to correctly discover all the atomic covers (Theorem
and each atomic cover corresponds to a latent discrete variable (Condition . T0}i). Thus, we can
obtain each true latent variable by merging all the latent nodes A ;, in each atomic cover A into a
discrete latent variable z whose support cardinality |Supp(z)| equals to the number of latent nodes
|A |- We highlight this procedure (Step @] in Algorithm . Moreover, as all latent nodes (i.e., latent
states) in an atomic cover belong to one discrete variable, these latent nodes in adjacent atomic
covers must be fully connected. Thus, we do not need the skeleton operator O; as for linear models
(Theorem[AT0). This concludes our proof for Theorem [4.12}

O

Theorem [AT2]follows the same reasoning as in Theorem .12} with the main difference in organizing
latent nodes/states into latent discrete variables.

Condition A3.11 (Discrete Hierarchical Model Conditions for Identical Supports).

i [Faithfulness]: All the conditional independence relations are entailed by the DAG.

ii [Basic Graphical Conditions]: Each latent variable z € Z belongs to at least one atomic cover
in G and no z is involved in any triangle structure (i.e., three mutually adjacent variables).

iii [Graphical Condition on Colliders]: In a latent graph G, if (i) there exists a set of variables C
such that every variable in C is a collider of two atomic covers Ly, La, and denote by A the
minimal set of variables that d-separates Ly from Lo, (ii) there is a latent variable in Ly, L, C
or A, then we must have |Supp(C)| + |Supp(A)| > |Supp(L1)| + |Supp(Lz2)|.

We introduce the skeleton operator O, [19,[20] (Definition[A3.8) that include edges between adjacent
covers indistinguishable to rank information.

Theorem A12 (Discrete Hierarchical Identification on Identical Supports). Suppose the causal model

G satisfies Condition Condition and |Supp(z)| = K > 2 for all z € Z. We can identify
G up to the Markov equivalence class of Os(Omin(G)).

Proof. The bulk of the proof overlaps with the proof of Theorem Following the same reasoning
of the proof of Theoremd.12] we can obtain a graph with latent nodes representing discrete states
before Step[9]and Step[I0]in Algorithm[I} Under the identical support condition in Theorem[AT2] we
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Figure Al: The discrete graph G satisfies conditions in Theorem (i.e., identical supports).
After applying the minimal-graph operator to the graph G, z4 is merged to its parent z5, and the rank
constraints do not change. After applying the skeleton operator to the graph in (b), z; has an edge to
dr and z3 has an edge to d;. We adopt this example from Huang et al. [19].

can directly group K states in an atomic cover into a latent variable as in Algorithm|I}Step[I0] Since
the true latent variable cardinality is known to be identical, we don’t need Condition to
ensure the structure is well defined. Under Condition [A3.11] each atomic cover may contain multiple
discrete latent variables, depending on the cover size. It could be possible that one latent variable is
not connected to all latent variables in an adjacent atomic cover, as in the linear model case. However,
this difference cannot be detected from the rank information (Lemma@l). Thus, we need to retain the
skeleton operator O, inherited from Theorem [AT0] This concludes our proof for Theorem[AT2] [

Algorithm 1: The overall procedure for Rank-based Discrete Latent Causal Model Discov-
ery. [20] We denote the latent nodes in an atomic cover A as Ay and all observed nodes in the
model G as Xg. We use blue color to highlight our modifications needed for Theorem and
Theorem [AT2] respectively.

Input :Samples from all n observed variables Xg
Output : Markov equivalence class G’
def LatentVariableCausalDiscovery(Xg):
Phase 1: G’ = FindCISkeleton(X ) (Algorithm ;
for Each Q, a group of overlapping maximal cliques, in G’ do
Set an empty graph G”, Xg = UqeoQ, Ngo = {N: 3X € Xg s.t. N, X are adjacent in G'};
Phase 2: G”' = FindCausalClusters(G"', Xo U Ng) (Algorithm;
Phase 3: G = RefineCausalClusters(G”, Xo U Ng) (Algorithm;
Transfer the estimated DAG G” to the Markov equivalence class and update G’ by G'';
Orient remaining causal directions that can be inferred from v structures;
Theorem replace each cover A to a discrete variable z with |Supp(z)| := |AL| & update G’ ;
10 Theorem convert each cover A to log (JAr|) discrete variables of cardinality K & update G’ ;
1 return G

L I B N

A4 Synthetic Data Experiments

Data-generating processes. For the hierarchical model G, we randomly sample the parameters for
each causal module, i.e., conditional distributions p(z;|Parents(z;)), according to a Dirichlet distribu-
tion over the states of z; with coefficient 1. For simplicity, we follow conditions in Theorem [AT2]and
set the support size of latent variables to 2. Like Kivva et al. [24], we build the generating process
from d to the observed variables x (i.e., graph I') by a Gaussian mixture model where each state of
the discrete subspace corresponds to one component/mode in the mixture model. We truncate the
support of each component to improve the invertibility (Condition d.3}fii). The graphs are exhibited in

Figure[A2]and Figure [A3]
2Precision-Recall

Metrics. We adopt F1 score (i.e., 5 coon TRecanl ) O assess the graph learning results [20]. We

compute recall and precision by checking whether the estimated model correctly retrieves edges in
the true causal graph. Ranging between 0 to 1, high F1 scores indicate the search algorithm can
recover ground-truth causal graphs. We repeat each experiment over at least 5 random seeds.
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Algorithm 2: Phasel: FindCISkeleton [20] (Stage 1 of PC [51]]). We denote the joint
probability table between two sets A and B as P o g, the adjacent nodes as Adj,the non-negative
rank with rank™, and the collection of d-separation sets as Sepset. We use blue color to highlight
our modifications.
Input :Samples from observed variables Xg
Output : CI skeleton G’
def Stagel PC(Xg):
Initialize a complete undirected graph G’ on Xg;
repeat
repeat
Select an ordered pair X, Y that are adjacent in G', s.t., [Adjg, (X)\{Y}| > n;
Select a subset S C Adjg, (X)\{Y} s.t., [S| =n;
If rank (P (x3us,{vjus) = | S|, delete the edge between X and Y from G’ and record S in
Sepset(X, Y) and Sepset(Y, X).;
until all X, Y s.t., |Adjg, (X)\{Y}| > nand all S C Adjg, (X)\{Y}, |S| = n, tested.;
n:=n+1;
until no adjacent X,Y s.t., |Adjg, (X)\{Y}| <n;
return G’

Implementation details. Our method comprises two stages: 1) learning the bottom-level discrete
variable d and the bipartite graph I" from the observed variable x; 2) learning the latent hierarchical
model G given the bottom-level discrete variable d discovered in 1). For stage 1), we follow the
clustering implementation in Kivva et al. [24] under the same hyper-parameter setup as in the original
implementation. For stage 2), we apply Algorithm [I] to learn the hierarchical model G. We opt
for Step [I0]in Algorithm [I]because we evaluate graphs with binary latent variables that meet the
conditions of Theorem@} Following Anandkumar et al. [52], Mazaheri et al. [S3], we perform
conventional rank computation rather than non-negative rank computation and find this replacement
satisfactory. We conduct our experiments on a cluster of 64 CPUs. All experiments can be finished
within half an hour. The search algorithm implementation is adapted from Dong et al. [20].

Graphical structures. Table [T|and Table 2] correspond to Figure [A2]and Figure [A3|respectively. As
mentioned above, the graphs meet the conditions of Theorem [AT2| with the latent variable cardinality
equal to two (binary variables).

AS Real-world Experiments

A5.1 Implementation Details

We employ the pre-trained latent diffusion model [28]] SD v1.4 across all our experiments. The
inference process consists of 50 steps.

For experiments in Section[7.1] we inject concepts by appending keywords to the original prompt.
For instance, we inject the concept pair (“sketch”, “wide eyes”) in Figure [A5]as follows. For the
inference steps 0 — 10, we feed the text prompt “A picture of a person”, for steps 10 — 20, “a photo of
a person, in a sketch style”, and for steps 20 — 50, “a photo of a person, in a sketch style, with wide
eyes”. For the reverse injection order (injecting “wide eyes” before “sketch”), we inject the following

prompts at the three-step stages: “A picture of a person”, “a photo of a person, with wide eyes”, and
“a photo of a person, with wide eyes, in a sketch style".

For experiments understanding the UNet’s latent presentation (Figure[3)), we adopt the open-sourced
code of Park et al. [62]].

For the attention sparsity experiment (Figure [A4)), we randomly generate images with the pre-train
latent diffusion model and record their attention score across layers. To compute the relative sparsity,
we select the threshold as 1/4096 and compute the proportion of the attention scores over this
threshold. For the attention visualization, we randomly select a head from the last attention module
in the UNet architecture.

We follow the implementation of Gandikota et al. [65] to train concept sliders of various ranks. We
adopt their evaluation protocol to obtain CLIP and LPIPS scores over 20 randomly sampled images
for each rank, concept, and scale combination. We evaluate ranks in {2, 4, 8} and scales {1,2,3,4,5}.
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Algorithm 3: Phase2: FindCausalClusters [20]. We use || - || to denote the number of all
elements in a set of sets. We use the term "nodes" to refer to dummy variables that represent
states rather than causal variables in the intermediate graph. We use blue color to highlight our
modifications.

Input :Samples from n observed variables Xg

Output : Graph G’

def FindCausalClusters(G', Xg):

Active set S < Xg = {{X1},...,{Xa}}, kb« 1; // S is a set of covers
repeat
G’, S, found = Search(G’, S, Xg, k) ; // Only when nothing can be found
If found = 1thenk < lelse k + k+1; // udner current k do we add k by 1
until k is sufficiently large;
return G';
def Search(G', S, Xg, k):
Rank deficiency set D = {} ; // To store rank deficient combinations
for 7 € PowerSet(S) (from S to () do
§" + (S\T) U (UreTPChg/(T)) ; // Unfold S to get &'
for t =k to 0 do
repeat
Draw a set of ¢ observed covers X C S’ N Xg;
repeat

Draw a set of covers C C S\ X, s.t,, ||C|| =k —t + 1 and get N + S'\ (X UC);
if rank™ (Pcux wvux) = k and NoCollider(C, X, N') then AddCto D ;
until all C exhausted,
if D # (0 then
for D; € D do

if |Pag/(Di) U X| — k then P + Pag/(D,') uUxX;

else Create new latent nodes L, s.t., P <— L U Pag/(D;) U X and

‘L| =k — |Pag/(Di) uUX 5
Update G’ by taking elements of D; as the pure children of P;
if P is atomic then Update S < (S\D;) UP;

return G', S, True ; // Return to search with k=1
until all X exhausted,
return G’, S, False ; // Return to search with k< k+1

Algorithm 4: NoCollider [20]]. We use blue color to highlight our modifications.
Input :C, X, N
Output : Whether there exists O € C s.t., O is a collider of C\{O} and N
def NoCollider(C, X, N):
forc=11 |C| —1do
Draw C' C Cs.t., |C'| =¢;
repeat
| if rank™ (Perux avux) < ||C"U X|| then return False ;
until all C' exhausted;
return True

The rank selection technique, inspired by Ding et al. [67]], involves multiplying each LoRA’s inner
dimension with a scalar parameter and imposing ¢y penalty on these scalar parameters. The weight
on the £, penalty is selected from {le — 1,1e — 2, 1e — 3, 1e — 4, le — 5}. We repeat each run for at
least three random seeds. The code can be found herel

We conduct all our experiments on 2 Nvidia L40 GPUs. Each image inference takes the same time as
in standard SD v1.4 (i.e., within two minutes). Each concept slider in Figure[A7]takes around half an
hour to train.

AS5.2  Sparsity in the Hierarchical Model

To verify the sparse structure condition in Theorem .12 we view the attention sparsity in the LD
model as an indicator of the connectivity between a specific hierarchical level and the bottom concept
level. Figure [A4]visualizes the attention sparsity of an LD model over diffusion steps and specific
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Algorithm 5: Phase3: RefineCausalClusters

Input :Graph G’
Output :Refined graph G’
1 def ReﬁneCausalCLusters((]’, Xg):
2 repeat
3 Draw an atomic cover V from G’;
4

Delete V, neighbours of V that are latent, and all relating edges from G to get G:
G’ = FindCausalClusters(G, X¢);

until No more V found and all V exhausted,

return G’

N wm

(a) Graph 1 (c) Graph 3

<
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(d) Graph 4 (e) Graph 5 (f) Graph 6

AN

(g) Graph 7 (h) Graph 8 (i) Graph 9

Figure A2: Causal graphs evaluated in Table |1, We denote the observed variables with x, the
bottom-level latent discrete variables with d, and the high-level latent discrete variables with z.

attention patterns in the model. We observe that the sparsity increases as the generative process
progresses, which reflects that the connectivity between the hierarchical level (zq4,s,) and the bottom
level variable (d) becomes sparse and more local as we march down the hierarchical structure, which
indicates a gradual localization of the concept.

AS5.3 Discovering Hierarchical Orders from Diffusion Models

We provide further evidence that latent representations at different diffusion steps correspond to
different levels of the hierarchical causal model. We select concept pairs, each with higher-level
and lower-level concepts. For example, in (“sketch,” “wide eyes”), “sketch” is more global, while
“wide eyes” is more local. We alter the text prompt during diffusion generation for concept injection,
appending “in a sketch style” to inject “sketch” (see Appendix [A5|for prompts). In Figure[A5] global
concepts are successfully injected at early diffusion steps and local ones at late steps (top row).
Reversing this order fails, as shown in the bottom row. For example, injecting “sketch” early and
“wide eyes” late renders both correctly, but the global concept “sketch” is absent under the reverse
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Figure A3: Causal graphs evaluated in Table We denote the bottom-level latent discrete variables
with d, and high-level latent discrete variables with z. Since baselines cannot extract discrete
subspaces, we directly feed the algorithms the bottom-level discrete variables and test their structure
learning performances.

(a) Attention sparsity. (b) Early step (index 1).  (c) Middle step (index 481). (d) Late step (index 981).

Figure A4: Sparsity patterns in latent diffusion models’ attention. We compute the proportions
of the attention scores lower than a fixed threshold over the entire model. We can observe that the
sparsity increases greatly towards small timesteps, i.e., the lower levels of the hierarchical model,
which verifies our theory.
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(sketch, wide eyes) (pink bricks, flowers) (anime, cat) (messy, flowers) (female, disinterested)
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Figure AS: Hierarchical Concept Ordering. We inject concepts of distinct abstraction levels into the
generating process at different time steps. In the top row, the concept injection follows the hierarchical
order, which renders injected concepts faithfully. The bottom row reverses the hierarchical order and
cannot incorporate concepts properly. More examples in Figure@

injection order. This supports our theory that concepts are hierarchically organized, with higher-level
concepts related to earlier diffusion steps.

A5.4 Causal Sparsity for Concept Extraction

Figure [A6]shows that indeed concepts at different abstraction levels have desirable representations at
different ranks. For instance, the concept of bright weather is appropriately conveyed by a rank-2
LoRA and higher-rank LoRAs alter the background. The same observation occurs to other concepts,
where inadequate ranks fail to capture the concept faithfully and unnecessary ranks entangle the
target concept with other attributes.

Figure [A7] presents the CLIP and LPIPS evaluation for the baseline and our approach, where the
CLIP score evaluates the alignment between the image and the target description and the LPIPS score
measures the structure change between the edited image and the original image. We can observe that
under the sparsity constraint, our approach attains the highest CLIP score and the lowest LPIPS score
when compared with the baselines of several ranks, indicating a higher level of alignment and a lower
level of undesirable entanglement.

AS.5 More Examples
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Dogs

Figure A6: Concepts have varying levels of sparsity. We show that concepts of various abstraction
levels correspond to different sparsity levels. For instance, bright weather is appropriately conveyed
by a rank-2 LoRA and higher-rank LoRAs alter the background. Inadequate ranks fail to capture the
concept faithfully and unnecessary ranks entangle the target concept with other attributes.
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Figure A7: CLIP/LPIPS evaluation. We evaluate our approach and baselines at individual rank
constraints. A high CLIP score is favorable as it indicates semantic alignment. A low LPIPS score is
more favorable as it indicates minimal excessive changes. We compare our method “sparse” with
the optimal fixed rank setting on each concept. For instance, “castle opt: rank4_scale3” indicates
that the optimal setting for the concept “castle” is the LoRA of rank 4 and scale 3. With a adaptive
rank selection, our approach outperforms or keeps up with the optimal fixed setting across different
concepts. We repeat each training over three random seeds.
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Figure A9: More examples for FigureEi
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]
Justification:
Guidelines:
* The answer NA means that the abstract and introduction do not include the claims

made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It s fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: See Section[d} Section[6] and Section [§]
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

 The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

 The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]
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Justification: All proofs are in Appendix [AZ]and Appendix [A3]

Guidelines:

The answer NA means that the paper does not include theoretical results.

All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

All assumptions should be clearly stated or referenced in the statement of any theorems.
The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.
Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]
Justification: See Appendix [Ad]and Appendix[A5]

Guidelines:

The answer NA means that the paper does not include experiments.
If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [Yes]
Justification: We provide an URL in the appendix.
Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: See Appendix [Adland Appendix[A3]
Guidelines:

» The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: Experiments in Table [I] and Table [2] are averaged over five seeds. Experi-
ments in Figure [A7|are computed over at least twenty images and over three seeds for the
computation.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).
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« It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
8. Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: Appendix [A4]for synthetic experiments and Appendix [A5]for diffusion experi-
ments.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification:
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]
Justification: This paper is theoretical in nature and does not have directly social impacts.
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification:
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: We mainly use existing codebases, as acknowledged in Appendix [A4] and
Appendix [A3]
Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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paperswithcode.com/datasets

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification:
Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification:
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification:
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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