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Abstract

As industrial models and designs grow increasingly complex, the demand for
optimal control of large-scale dynamical systems has significantly increased.
However, traditional methods for optimal control incur significant overhead
as problem dimensions grow. In this paper, we introduce an end-to-end
quantum algorithm for linear-quadratic control with provable speedups.
Our algorithm, based on a policy gradient method, incorporates a novel
quantum subroutine for solving the matrix Lyapunov equation. Specifically,
we build a quantum-assisted differentiable simulator for efficient gradient
estimation that is more accurate and robust than classical methods relying
on stochastic approximation. Compared to the classical approaches, our
method achieves a super-quadratic speedup. To the best of our knowledge,
this is the first end-to-end quantum application to linear control problems
with provable quantum advantage.

1 Introduction

Over the past few decades, the growing complexity of modern engineering designs has made
the control of large-scale dynamical systems a crucial task across various application fields,
such as power grid management [56], swarm robotics [16] 18], sensor networks [2I], and
airline scheduling [57]. These challenges often involve high-dimensional solution spaces with
tens of thousands of degrees of freedom, presenting a significant obstacle for traditional
optimal control methods.

The emergence of quantum computing has expanded the potential for designing efficient
algorithms in numerical optimization and machine learning [I}, 36, [62]. By leveraging
the principles of quantum mechanics, such as superposition and entanglement, quantum
computers excel at efficient data processing, making them promising for accelerating solutions
to large-scale computational challenges [31].

Although there has been some progress in quantum algorithms for some specific optimal
control problems arising in quantum sciences [37, 9], a viable pathway for accelerating
general large-scale optimal control problems remains unclear. A conventional approach to
optimal control involves solving the Algebraic Riccati Equation (ARE, see for
details), which is a nonlinear matrix equation. This problem has been less explored in the
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field of quantum computing for two reasons. First, most proposed quantum algorithms
for algebraic and differential equations focus on linear and vector-valued problems, and
extending them to nonlinear matrix equations is highly challenging. Second, while efficient
quantum algorithms exist for certain weakly nonlinear problems [41], they are not powerful
enough to handle the nonlinearity present in the Algebraic Riccati Equation. A breakthrough
in this direction calls for novel ideas in algorithm design.

Inspired by the recent advances in differentiable physics [37, [46], 53] and reinforcement
learning [19] 45], we develop an end-to-end quantum algorithm that solves a fundamental
optimal control problem called the linear-quadratic regulator (LQR). Given its widely
applicable mathematical formulation, LQR has been extensively researched and serves as a
standard case study for various computing and learning algorithms [25]; moreover, LQR is of
significant practical relevance as many real-world optimal control problems can be formulated
to address through linearization techniques. Our quantum algorithm is proven to output an
e-approximate optimal solution in time O (n5_1‘5) where n is the dimension of the state
vector and ¢ is an error tolerance parameter. The algorithm involves two major components:
a quantum differentiable simulator and a quantum-accessible classical data structure. This
hybrid quantum-classical framework enables us to employ a policy gradient method that
exhibits a fast convergence rate for the LQR problem. Since almost all known classical
methods for the LQR problem heavily rely on subroutines such as matrix factorization
and matrix inversion [6, 32, 34} [35], which require at least O(n3) overhead in the problem
dimension n, our new linear-time quantum algorithm, with super-quadratic speedup, offers
significant promise for large-scale applications.

Notation. We use R and C to denote the set of real and complex numbers, respectively.
I denotes an identity operator with an appropriate dimension. For two real vectors u,v €
R", the Euclidean inner product (u,v) = u’v, and the norm of a vector u is |jul| =

VuTu. Given a symmetric/Hermitian matrix M, we denote Apax(M) (or Amin(M)) as
the maximal/minimal eigenvalue of M. The spectral norm of a matrix M € R™*™ ig
denoted by || M| = supj, =y [[Mv]|. The Frobenius norm of a matrix M € R™*" is denoted

by [[M|F =32, [Mi;|> = Te[MTM]. We say & ~ D if the random variable £ € R” is
distributed according to D.

1.1 Problem Formulation

We focus on the infinite-horizon continuous-time linear-quadratic regulator (LQR) problem:

IiﬂglJ =E [/OO (atT(t)Qx(t) + uT(t)Ru(t)) de (1a)
, 0

subject to @ = Az + Bu, x(0) ~ D, (1b)
where z(t): [0, 00] — R™ is the state vector, u(t): [0,00] — R™ is the control input. A and
B are constant matrices of appropriate dimensions; Q and R are positive definite matrices.

Definition 1. For a square matrix M € R™"*", we say M is Hurwitz if every eigenvalue of
M has a strictly negative real part.

Definition 2. For a controllable pair (A, B), the set of stabilizing feedback gains is given by

Sk ={K e R™*": A— BK is Hurwitz}. (2)

Given a controllable pair (A, B), the optimal controller u(t) of problem can be expressed
as a linear function of the state vector x(t), namely

u(t) = —K z(t), (3)

where the matrix K* is the optimal linear feedback gain. An analytical form of the optimal
feedback gain is given by K* = R~!BT P*, where P* is the unique positive solution to the
Algebraic Riccati Equation (ARE),

ATP4+PA+Q—-PBR'B'P=0. (4)

!The 6() notation suppresses the condition number dependence and polylogarithmic factors in
n and €.
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For large-scale control problems where the control input is much smaller than the state vector
(i.e., m <« n), it is often desired to compute the optimal feedback gain matrix K* without
explicitly solving for P*. To this end, we can rewrite the LQR objective function J(z,u)
as a function solely depending on K by leveraging the linearity of the optimal controller
u(t) = —Kz(t). With standard algebraic manipulation, it turns out that

Tr[P(K)%] K € Sk,
= K =
(@, u) = f(K) {oo otherwise, (5)
where
P(K) = / eA=BE)T(Q 4 KTRK) eA=BF) gt (6)
0

and Yy = ngp[ﬁﬁT]. Given this reformulation, the search for the optimal feedback gain
K* reduces to minimizing the unconstrained objective function f(K).

In practice, the matrices A, B, @, R often possess sparsity structures that can be leveraged
by quantum computers. We make the assumptions on the efficient quantum access model.

Assumption 1 (Sparse-access matrices). We assume A, B, @), and R are s-sparse, i.e.,
there are at most s non-zero entries in each row/column. For M € {A, B,Q, R}, we assume
access to an efficient procedureﬂ that loads the matrix into quantum data:

D1E) = 1Dk, |O1) = leeg)ld),  1D1DI0) = [} Mij), (7)

where r; ;; is the index of the k-th non-zero entry of the i-th row of M, ¢, ; is the index of
the ¢-th non-zero entry of the j-th column of M, and M;; is a fixed-length binary description
of the (¢, j)-th entry of M.

With quantum access to the problem data, we aim to determine the optimal linear feedback
gain K* so that the objective function f(K) is minimized, as summarized in the following
problem statement:

Problem 1. Assume (A, B) is a controllable pair and @), R are positive-definite. Given

quantum access to A, B,Q, R in the sense of we want to compute an e-
approximate solution K such that ||[K — K*||p < e, where € > 0 is prefixed.

1.2 Main Contributions

In this paper, we propose an end-to-end quantum algorithm for solving LQR problems that
exhibits the desired quantum advantage in the large-scale setting (i.e., in the parameter
regime m < n). A detailed comparison between ours and various other methods is given
in Compared with state-of-the-art classical methods, our algorithm achieves a
super-quadratic speedup in terms of the state vector dimension n. To the best of our
knowledge, this is the first end-to-end quantum application to linear control problems with
provable speedup.

Methods Time/Gate Complexity
Schur method [35], 48] O(n?)
Newton-Kleinman method [32) [47] O(n?)
(Model-based) policy gradient [45] O(n3 - poly(e™1))
Ours O(ne~1?) (Theorem 7)

Table 1: Asymptotic cost of different methods for LQR.

Our algorithm is based on a novel policy gradient strategy to find globally optimal solutions
for linear-quadratic control problems. A brief overview of the policy gradient method for
LQR is available in In each iteration cycle, our algorithm executes a fast,

2This input model is sometimes referred to as the sparse-input oracle model in the literature. It
is a standard assumption in many applications, see [2, [I3], [22] for details.
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quantum-assisted differentiable simulator to obtain robust gradient estimates, as detailed
in The gradient estimates are then utilized by a classical computer to update
the control policy K.

As illustrated in with the back-and-forth iterations between the quantum simulator
and a classical computer, the control policy K converges to the optimal policy K* at a linear
rate, leading to an end-to-end resolution of the LQR problem.

Our quantum algorithm design can be regarded as a novel realization of the hybrid
quantum-classical computing paradigm, where collaboration between classical and quan-
tum computers significantly reduces the burden on the quantum side. Moreover, we
provide explicit constructions of the quantum simulator and analyze the convergence
rate of the policy gradient based on our end-to-end model. These desirable attributes
make our proposed design more practical and relevant in the early fault-tolerant era [29].

Notably, we propose a new quan- LOR policy Gradient V£ (K)

tum algorithm for solving the Lya- I

punov equation, a fundamental PP S \Controlf =~ =TT TT-=-=--= v | objective
task in optimal control theory [25]. | Gradient-based ! Policy ! Differentiable Quantum |_| Function
Based on an integral representation | Optimizer Uog Computing 'R
of the solution and a rich toolbox R _ 4 R !

of methods for quantum numerical Classical Module Quantum Module

linear algebra, our algorithm can
produce a quantum representation
of the solution matrix in a cost that
is polylogarithmic in the matrix dimension n (see , leading to an exponential
speedup over existing classical methods [5I]. Moreover, since the matrix Lyapunov equation
is fundamental to many control problems, we foresee that our quantum algorithm may play
an important role in finding speedups for other tasks.

Figure 1: Differentiable quantum computing for linear
control.

The fast quantum algorithm for the Lyapunov equation enables us to develop a quantum
gradient estimation subroutine in near-optimal cost, as detailed in Compared
with the conventional gradient estimation techniques based on stochastic approximation
(e.g., one- and two-point gradient estimators [45]), our quantum gradient estimation benefits
from the explicit exploitation of the analytical form of the gradient. Numerical experiments
suggest that our gradient estimation is robust and often leads to faster convergence in

practice, as demonstrated in [Section 5.

2 Related Work

We survey related work on model-based and model-free linear-quadratic control, differentiable
physics, and quantum reinforcement learning in this section.

Model-based linear-quadratic control. Model-based optimal control [I7, [50] refers to
the scenario where historical measurement data explicitly gives (or estimates) the problem
description. In this case, the optimal linear feedback gain K* can be computed by solving
the algebraic Riccati equation (ARE), as detailed in Commonly used numerical
methods for ARE include factorization methods (e.g., Schur method [35], 48]) and iterative
methods (e.g., Newton-Kleinman method [20, 32, [47]). These methods require computing
matrix factorization or matrix inverse, which in general leads to a O(n3) run time (assuming
m < n). Some methods for ARE can achieve O(n) runtime under strong assumptions such
as the solution P* is of low rank [8]. It is also possible to solve LQR by reformulating it as a
semidefinite programming (SDP) problem [I4]. We do not dive into the SPD approach as it
does not demonstrate superior asymptotic scaling compared to other direct methods.

Model-free linear-quadratic control. LQR can be regarded as a continuous-time
analog of the discrete Markov Decision Process (MDP) model and many techniques from
reinforcement learning (RL) can be introduced to learn the optimal feedback gain (i.e.,
control policy), such as policy gradient [I9][45], natural gradient [25], and policy iteration [10].
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These RL-based methods are particularly useful when we have access to the observed costs
but the system model can not be directly constructed.

Differentiable physics and quantum computing. The differentiable programming
paradigm has been applied to many dynamical systems for learning [46] and control [53].
Those gradient-based methods can be used in reinforcement learning [61], inverse prob-
lems [27], optimization [5], design [60], etc. People have developed differentiable pipelines
for various dynamics including fluids [59], rigid body [49], soft body [26], and other hybrid
systems [52]. Recently, [37] have derived a differentiable analog quantum computing pipeline
for quantum optimization and control. In this work, we will focus on using differentiable
quantum computing to accelerate a widely studied classical problem - linear control synthesis.

Quantum reinforcement learning. Recently, quantum-accelerated reinforcement learn-
ing has attracted significant attention as it demonstrates the potential for computational
speedup [43]. It has been shown that quantum computers can be used to compute policy
gradients given coherent access to a Markov Decision tree model [I5, 28]. Some works also
discuss the quantum policy iteration method for RL, see [12, [58]. It is worth noting that the
existing works are usually based on a strong quantum access model and it remains unclear
what the cost of constructing such models is in an end-to-end sense.

3 Preliminaries

3.1 Introduction to Quantum Computing

All quantum states of a quantum system form a Hilbert space, which is isomorphic to C¥.
We may assume N = 2" and n is a non-negative integer. An element |¢) in this Hilbert
space is then noted as a N-dimensional quantum state, where

Vo
vy
w=| ", (3)
UN-1
where v; € C,i € {0,1,---, N —1}. Also, we often use (¢| to denote the conjugate transpose
of |¢). For any ¢ # 0, c|¢) and |¢) refer to the same state, thus without loss of generality,
[ll1))]| = 1 always holds. Specifically, a one qubit system corresponds to the aforementioned
Hilbert space with n = 1.
Given m quantum states [11), [t2), -, [r,) from m quantum systems, then
) = |91) ® [1h2) @ -+ @ [Yh) (9)

is a quantum state in the space that consists m subspaces.
The evolution of a quantum state can be described by a unitary operator U, meaning
Ul =UU" =1I. (10)

We often note these operations as gates on the quantum circuit. One important type of
unitary operators are the Pauli operators, namely

!

They form a basis of all the linear operators acting on C2.

For the quantum measurement, given a quantum observable H, we can do the measurement

of a quantum state |¢)). Specifically, after the measurement on |1)), the state collapses to

P%H, and we get an outcome A, with probability p,, = (¢|Py,|¢), where

Pm

is the spectral decomposition of H.
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3.2 Policy Gradient for LQR

For all stabilizing feedback gains K € Sk, the gradient of the objective function f(K) as
defined in has the following closed-form expression [38] 40]:

Vf(K)=2(RK — B"P(K))X(K), (13)
where P(K) is given in[(6) and X (K) is determined by

(oo}
X(K) = / eA=BE)tS o(A=BK)Tt gy (14)
0

The (direct) policy gradient method for LQR minimizes the objective f(K) via the vanilla
gradient update rule K < K — sV f(K), where s > 0 is a fixed step size. Given sufficiently
small s, it has been shown that the policy gradient method converges at a linear rate [45]
Theorem 2]. In practice, however, the policy gradient is often estimated through stochastic
approximation, such as one- and two-point estimation [45]. While these zeroth-order gradient
estimation methods are less demanding in terms of computational cost, they tend to be
sensitive to random perturbations and slow to converge.

In this paper, we propose a fast quantum algorithm that outputs a robust estimate of the
gradient in O(n) time (assuming m < n, see [Theorem 31)). Leveraging the quantum gradient
estimation subroutine, we recover the linear convergence rate using robust gradient descent,

as detailed in

3.3 Quantum Data Structure

To perform policy gradient in the training process, the linear feedback gain K is stored in a
quantum-accessible data structure as proposed in [30]. This data structure allows intermediate
updates on K and efficient quantum queries to K as a block-encoded matrix. This data
structure is a purely classical representation of K, and quantum access to this data structure
(e.g., through qRAM [23]) is required to build the block-encoding of K. In the literature,
this data structure is also known as classical-write, quantum-read qRAM [7, [B4].

Definition 3 (Block-encoding). Suppose that M is an p-qubit operator, a,e € RT and
r € N, then we say that the (p + r)-qubit unitary Uy, is an (o, r, €)-block-encoding of M, if

IM —a((0]" @ )Un(0) @ D) < e. (15)

In this paper, the growth of ancilla qubits (space complexity) is dominated by the number of
elementary gates (gate complexity). Therefore, when referring to a specific block-encoding,
we often omit the number of ancilla qubits (i.e., the parameter r) for simplicity.

Lemma 1. Let K € R™*". There exists a data structure to store K with the following
properties: (1) the size of the data structure is O (mn log? (mn)), (2) the time to store a new
entry (i, J, [A(”) is O (10g2(mn)), and (8) for any & > 0, a quantum algorithm can implement
a (| K|, [logy n] + 2,€)-block-encoding of K in time O (polylog(n,1/¢)). There also exists
an analogous data structure for KT,

Proof. We use the data structure as described in [30, Theorem 5.1]. To construct the
block-encoding, we utilize [22, Lemma 50]. O

3.4 Quantum Simulation of Linear Dynamics

Quantum computers can simulate certain linear ordinary differential equations (ODEs)
exponentially faster than classical computers [3, [4, 9] 22] 33]. In this paper, we present a
quantum simulation subroutine based on quantum linear system solvers (QLSS) [9, [33], as
described below. While this approach may not be optimal in terms of state preparation cost
compared to quantum singular value transformation [22] or linear combination of Hamiltonian
simulation [3], 4], it allows us to incorporate the Hurwitz stability of the system.
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Theorem 2 (Informal version of [Theorem 17)). Suppose that A € R"*"™ is a Hurwitz matriz,
and O 4 is an (a, 0)-block-encoding of A. For an arbitrary t > 0, we can implement a ((t,¢€)-
block-encoding of et using O (apt - polylog(1/¢)) queries to O 4, and O (apt - poly log(1/e))
queries to additional gates. Here, the normalization factor ¢ = O(ap), and the constant p is
solely determined by A.

More details and the proof of can be found in Note that the
dependence on t in the above result can be further improved using a standard padding
technique, but for simplicity, we do not discuss this minor improvement, as it does not
affect our main end-to-end result. We also notice a technique called quantum eigenvalue
transformation (QEVT), recently proposed by Low and Su [42]. While this method cannot
be directly applied to Hurwitz-stable systems, it may be enhanced to provide a simulation

algorithm with a similar cost, as discussed in

4 Quantum Algorithm for the Lyapunov Equation

The (continuous-time) Lyapunov equation is a linear matrix equation of the following form,

AX + XAT +Q=0. (16)

Since this equation is linear in terms of the matrix X, it is possible to derive a vectorization
form of and solve it using a quantum linear system algorithm [IT] [24]. In this paper, we
propose a new quantum algorithm for solving the Lyapunov equation based on an integral
representation formula. Our algorithm directly prepares a block-encoded solution matrix
X*. Compared to the previous approach, our method leads to an exponentially faster
quantum objective function evaluation algorithm (see and a new quantum

gradient estimation subroutine (see [Theorem 6]).

4.1 Representation

Given a positive-definite ), there exists a unique positive-definite X* satisfying if and
only if A is Hurwitz. The unique positive solution is given by

X* = / eAlQeAt dt. (17)
0

The integral formula |(17)| suggests that the solution to the Lyapunov equation can be
computed using a numerical integration technique. For a finite 7 > 0, we define

X, = / eAtQeA ' dt. (18)
0

For any arbitrary € > 0, we find that a 7 = (5(10g(1 /€)) is sufficient to ensure an e-approximate
solution. We denote & = || X*||/Amin ().

Lemma 3 (Numerical integration). For any € > 0, we have || X* — X, || < ¢, provided that

IIQIIIX*Ilff).

E)\min(X*) (19)

T= /@log<

Proof. Note that | X* — X, | = Hf:o eAtQeAt dtH < [Z 190/l [leA || dt, where [[eA]|

ATH|) is upper bounded by %e‘t/“ (see [44, Lemma 12]). It follows that

(|X* — X, < %6_7/ % Therefore, an integration time as given in |(19)| guarantees
that || X* — X, || <e.

(or e
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4.2 Algorithm Complexity Analysis

The matrix X, can be approximated by a trapezoidal rule with (K + 1) quadrature node
points, namely,

K K
X, = ZwkeAt’“QeATtk = Zwkﬁ‘\(tk), (20)
k=0 k=0
where wy, = %’ ty = k2 and Z(t) = eAtQeA . The summation in |(20)| can be

computed on a quantum computer by performing linear combinations of block-encoded
matrices, which we will explain shortly.

Definition 4 (Select oracle). Let A € R™*™ be a Hurwitz matrix. Given an integer K > 0
and two positive scalars 7, > 0, we define the following unitary (named as the select oracle):

select(A, €) Z |kXk| @ Uy, (21)

where for each k = 0,..., K, Uy is a (Cty, €)-block-encoding of e* with t;, = k7/K. Here,
¢ denotes some parameter that only depends on A.

Now, we consider two select oracles:

K
select(A, ¢) Z |k)E| @ Uy, select(AT ) : Z |E)k| @ Vi, (22)
k=0
where for each k = 0,..., K, U, (or V) denotes a block-encoding of e** (or eATtk) with
normalization factor (ti. Let Og be a (n,0)-block-encoding of Q, and we find that
K
select(A, ) (I ® Og)select(A"¢) = Z |EXk| @ Wi, (23)
k=0

where Wy, :== U OqVy, is a (n¢*t2, 2(ne)-block-encoding of the matrix .% (f;). Denoting \g, ==
wik?, then it is clear that ZkK:O AWy is a block-encoding of X.. Thus we can implement a
block-encoded X, on a quantum computer using a technique known as linear combination
of unitaries (LCU) [22, Lemma 52]. The rigorous complexity of this quantum algorithm is
given in the following theorem, for which a complete proof is provided in

Theorem 4. Suppose that A € R™"*™ is Hurwitz and Q € R™*™ is positive-definite. Let O4
be an («, 0)-block-encoding of A and Oq be an (n, 0)-block-encoding of Q. Then, we can imple-
ment a (7, €)-block- encodmg of X*, the unique solution to the Lyapunov equatwn using
a single query to Ogq, O ( 2\/2) queries to controlled O 4 and its inverse, and 1} ( \/:)

queries to other additional elementary gates. Here v = (5(04277).

4.3 Objective Function Evaluation

As a direct consequence of we can evaluate the objective function value f(K)
for a given K € Sk in a cost that is logarithmic in the dimension parameter n. This result
demonstrates an exponential quantum advantage for the objective function evaluation task,
as any known classical algorithm for this task requires at least matrix multiplication time.

Theorem 5. Assume that we have efficient procedures (as described in|Assumption 1)) to
access the problem data A, B, Q, R in O(polylog(n)) time. Let K € Sk be a stabilizing policy
stored in a quantum-accessible data structure. We can estimate the objective function f(K)

up to multiplicative error 0 in cost o (9%)

Proof. Given a K € Sk, we can evaluate the objective function f(K) via the formula
f(K) = Tr[P(K)Xo]. Here, without loss of generality, we assume ¥y = [. P(K) has a
closed-form representation as in @ which corresponds to the unique positive solution to
the Lyapunov equation

(A-—BK)'P+P(A-BK)+ (Q+ K"RK) =0. (24)
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We denote A = A — BK, and Q = Q + K"RK. By [Lemma 11| and [Remark 1, we can
block-encode A with normalization factor s(|| K|z + 1) and Q with normalization factor

s(|[K|3+1), both in cost O(poly log(n, s)). Suppose that f(K) = a, it follows from
i.iil

that || K||p < O(a). Therefore, by |Theorem 4} we can implement a (v, €)-block-encoding of
P(K) in cost O (a?’p\ / ’f), where v < O(a*p2k3). Note that P(K) is a Hermitian matrix,
and Apin (P(K)) 2 Amin(Q), by invoking [Theorem 25| we can estimate f(K) = Tr[P(K)] up

~ 3 5 ~ 13 6,..10
to a multiplicative error 6 in cost O <“ep 260} <O (“ L5 ) Here, the error parameter

€ 02

must be chosen so that e < O(62/~2). O

5 Quantum Policy Gradient for Large-Scale Control

5.1 Quantum Gradient Estimation

Definition 5. Given any K € Sk, we call G € R™*™ a §-robust estimate of Vf(K) if it
approximates the gradient V f(K) up to a multiplicative error 6, i.e.,

|G = V(E)|lr <O|VFE)|r. (25)

Here, we utilize the close-form expression of the policy gradient V f(K), as shown in to
construct a quantum algorithm for gradient estimation. The complete theorem statement

and the proof are in

Theorem 6 (Informal version of [Theorem 31)). Assume we have efficient procedures (as
described in|Assumption 1)) to access A, B,Q, R in O(polylog(n)) time. Let K € Sk be a
stabilizing policy stored in a quantum-accessible data structure. Provided that |K — K*|| > ¢
and m < n, we can compute a 0-robust estimate of V f(K) in cost O (gritrs).

5.2 Quantum Policy Gradient

Our main quantum algorithm for LQR is summarized in

Algorithm 1 Quantum policy gradient

Inputs: A, B,Q, R (problem data), Ko € Sk (initial guess), o > 0 (step size/learning rate), 0
(robustness parameter), N (number of iterations)
Output: an approximate solution K

for k€ {0,1,...,N — 1} do
Compute a f-robust estimate of V f(K%), denoted as G, using
Update the quantum-accessible data structure using the rule: Ky+1 = Ky — 0Gy.
end for

We can prove that the iterates in [Algorithm 1] converges to the optimal control policy K*
at a linear rate (Proposition 34]). It follows that our algorithm can find an e-approximate

optimal policy with an end-to-end cost @) (EI’—S)

Theorem 7 (Informal version of [Theorem 35)). Assume that we have efficient procedures
(as described in|Assumption 1)) to access the problem data A, B,Q, R in O(polylog(n)) time.
Let Ko € Sk be a stabilizini iolicii and assume that m < n. Then, outputs an

e-approrimate solution to |Problem 1| in cost O (6?_5).

5.3 Numerical Experiments
Correctness. We conduct a numerical experiment to showcase the correctness of our

quantum policy gradient algorithm. Following a similar setup as in [45], a mass-spring-
damper system with ¢ = 4 masses is used for constructing our LQR problem. The state
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Figure 2: Numerical Results on Convergence. Following the mass-spring-damper setup
in [45], our policy gradient descent algorithm converges much faster than [45].

z=1[p",v"]T € R¥ contains positions and velocities, with dynamic and input matrices,
A= [_OT _IT] B= m ,Q =1+100ere],R =1 + desey, (26)

where 0, I are g X g zero and identity matrices, e; is the ¢th unit vector, and matrix 7" has
2 on the main diagonal and -1 on the first super- and sub-diagonal. In we run
our method against the classical model-free gradient-based method [45]. It shows that our
model-based policy gradient converges much faster to the ground truth ARE solution K*. In
the benchmark example [45], ours converges within 750 iterations, while the classical method
takes 2 x 10% iterations (orders of magnitude longer). In (¢), we increase the system
size by scaling g from 4 to 64. Both methods run on a classical simulator with Intel i9-
10980XE CPU. Our method runs much faster than [45] by nearly 3 orders of magnitude.
The code for both methods can be seen at https://github.com/YilingQiao/diff_lqr.

Additional numerical results can be found in

6 Conclusion and Future Work

In this paper, we propose the first quantum algorithm for solving linear-quadratic control
problems that achieves end-to-end quantum speedups. Our quantum algorithm utilizes an
exponentially faster quantum linear dynamics simulator combined with a policy gradient
method. Compared to classical approaches relying on matrix factorization and iterations, our
method achieves super-quadratic speedup in the large-scale regime (i.e., m < n). Moreover,
the hybrid quantum-classical algorithm design makes our algorithm a promising candidate
for practical quantum advantage in the near horizon. We also provide numerical evidence to
demonstrate the robustness and favorable convergence behavior of our method.

Limitations and Future Work. Accelerating optimal control and reinforcement learning
using quantum computers remains an emerging research topic. Our work has focused on
the theoretical aspects of quantum advantage for LQR, a classic optimal control problem
of fundamental importance in both theory and practice. However, for special cases [IT],
we have no guarantee that our quantum algorithm still applies, since may not
hold. In the future, we aim to explore both the practical utility of quantum computing for
such tasks and its potential for handling more complex optimal control scenarios, such as
non-quadratic and nonlinear problems.
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Appendices

A LQR theory

Definition 6. Given a positive number a > 0, we define the sublevel set Sk (a) = {K €
R™*™: f(K) < a}. We have the following useful bound on K.

Lemma 8. Over the sublevel set Sk (a) of the LQR objective function f(K), we have
Tr[X(K)] < a/Amin(Q), (27a)
v/a < Amin(X(K)), (27b)

1K < a/ v/ Aain (B, (27¢)

where the constant

-2
L 1Al IBl2
== + . 28
" <¢Amm<c2> wmmm)) )
Proof. See [45, Lemma 16]. O
Lemma 9. For any K € Sk (a), we have
1 = KW < i (PR = (), (20)

where v is the same as in|(28)

Proof. By |45 Lemma 2|, we have
FUK) = f(K*) =Tr [(K = K*) T R(K — K*)X(K)] 2 Ain(R) Amin (X (K))[| K — K*[|%-

Combining the above result with we end up with O
Lemma 10 (PL condition). Fiz a > 0. For any K € Sk (a), we have
IV FE)E > 2up (F(K) = F(K7)), (30)

where p1y > 0 is a constant that only depends on the problem data and a.

Proof. See [45, Remark 2]. O

B Implementation of block-encoded matrices

Lemma 11. Assume that we have efficient procedures (as described in to
access the problem data A, B,Q, R in O(polylog(n)) time. For a fized a > 0, suppose that
K € Sk is a stabilizing policy stored in a quantum-accessible data structure. Then, we can
implement

1. a (s(|| K||F + 1),&)-block-encoding of A — BK in cost O(poly log(n, s/¢)),
2. a (s(||K||% + 1), e)-block-encoding of Q + K T RK in cost O(polylog(n, s/¢)).

Proof. By [22, Lemma 48|, we can implement a (s,e)-block-encoding of A (or B,Q, R)
in cost O(poly log(n, s/e)). Also, due to [22, Lemma 50], we can implement a (|| K| g, €)-
block-encoding of K in cost O(polylog(n,1/¢)). Therefore, by [22, Lemma 52, 53], a
(s(|IK||r + 1),e)-block-encoding of A — BK can be implement in cost O(poly log(n, s/¢)).
Similarly, we can implement a (s(||K|% + 1),e)-block-encoding of Q@ + K'RK in cost
O(poly log(n, s/e)). O

Remark 1. We observe that the block-encodings of A — BK and Q + K" RK can be
implemented with high precisions, i.e., in cost O(polylog(1/¢)). To simplify our technical
arguments, we assume these block-encodings can be implemented with no error, i.e., we can
implement a (s(|| K| p+1),0)-block-encoding of A—BK (or a (s(||K||%+1),0)-block-encoding
of @ + KT RK in cost O(poly log(n, s)).
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C Matrix exponential based on quantum linear system solver

C.1 Block-encoding for matrix inverse

Lemma 12 (Modified from [42], Lemma 11). Let C' be a matriz such that C/ac is block-
encoded by O¢ with some normalization factor ac. Then we can implement a (O(ag-1),¢)-

block-encoding of C~1 using
O log(1/2)) (31)

queries to O¢. Here ke is the condition number of C.

Suppose we have an (¢, €)-block-encoding Uy, that block-encodes M. Denote

a(0|Up|0) — M = A, (32)
we have ||A]| < e. Then we can see Uyps as an (a, 0)-block-encoding of M + A/a. So with the
lemma above, we have the theorem below:
Theorem 13. Suppose we have an (a,e1)-block-encoding Upy that block-encodes M, then

Y-t
Ot*Eloé]ufl

O(Ii]u 10g(1/€2)) (33)

we can implement a (O(apr-1),e2 + e1)-block-encoding for M1 using

queries to Uy .

]froof. From the lemma above we know we can implement a (&y;-1,€2)-block-encoding as
Upr—1 for (M 4+ A/a), where apr-1 = O(aps-1). To analyze the error,

lénr-1Un—1 = M7H| S 2 + (M +Afa)™h = M7 =e2 + (1 + M7 A /) ' M ™ = M7

=+ [T+ M A o) = I[| M7 = o+ | D (=M A) fa)™ || |M7Y
n=1
- -1 -1 Ay
§€2+;||((*M A)/O[) H HM || gEQ‘FmEl.
(34)
O]

C.2 Introduction to quantum linear system solver

The first quantum algorithm for solving linear differential equations was proposed by [9].
Since this work was done, several refinements have been made. Among these, [33] significantly
loosen the requirement of performing the algorithm. We notice that this whole algorithm
can be written in the form of block-encoding. Basically, for a linear differential equation

du

i Au, (35)
upon appropriate discretization method and the method of line, one may construct a big
matrix A s.t.

u(0) u(0)
u(h) 0
Then it is easy to see that the matrix inverse A ! satisfies
(k| @ )AT(|0) @ u(0)) = u(kh) = e*"u(0). (37)
Because u(0) is arbitrarily chosen, we conclude
(k| @ HATH(|0) @ I) = eFhA, (38)

Suppose A~ is block-encoded in some Ua-1, we have

((k] ® D(((0°| @ NUA-1(10%) ® 1)(|0) ® ) = ((k0?| © NUA-1(J0 ") @ 1) (39)
Here ¢ satisfy 2¢ = T'/h, where T is the simulation time and A is the step size. Then it is
obvious that Uy -1 is also a block-encoding of e*4.
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C.3 Matrix exponential construction

Lemma 14 (Modified from [33]). If we have a block-encoding Uy, that block-encodes L
defined as

L=1-N

)

m

N = |i+1)i| @ Myp(I — My)™" + Xm: i+ 1) @ 1,

=0 1=m-+1
= Ah (40)
My =" [+ 10| @ —,
— j+1
7=0
k
My = |0)j| @1,
§=0
then the (o, -1,¢)-block-encoding Uy, -1 that block-encodes L~ satisfies
|ap-1((ro?| @ DUL-1(|0°T*) @ I) — ™| < e. (41)

for anyr >m+1. Let 2°~' = m, thus

a1 (0@ 1) (X ® L1 © I, @ HUL-1) (|0°4°) @ I) = ™4, (42)
which means that (X @ I,_1 ® I, ® Uy -1) is a block-encoding of €74 with its normalization
factor as ap,-1 and error being at most €.

Proof. The proof of the correctness of L can be found in [33]. O

Now we turn to construct the block-encoding for L.

Lemma 15. Assume we can query the (a4,0)-block-encoding Ua that encodes A and

haa = O(1), then we can construct a (O(k*®), k'/2€)-block-encoding for L defined z'n
using O(klog(1/e)) queries of Us and same queries to additional elementary gates.

Proof. First we need to block-encode M;. We will use the ADD operator defined as

ADD :=>|(j+1) mod E)jl, (43)
J
and the controlled-rotation Ug as
Upli 4 D10) = [j + 1) | ——0) + /1= ——J1) (44)
Rl -V i+l Griz )
Notice that
k—1
(Ur@ DADD® I T) | Y [i}ile T®Ua
§=0
45
- (45)
=Y Ur(li+1 mod k)}jl@I)®Ua.
j=0

Post-select on the second register and the ancilla qubits of U4, we have

k—1
(T® 0@ O) | Y Us(li+1 mod kXjl@I)®Ua | (I |0)®]0)
j=0

|
—

k
- . . A/aA
= |(j+1) mod k}(j\®j+1.

<
Il
o
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If we apply the operator on a state, namely

ZUR(\(J'+1) mod  k)j| ® I) ® Ua | [£)]0)]v)) = [(t+1) mod  k)|0)Al¢)+|L).

aas(t+1)
(47)
So we can apply one more multi-controlled-X gate to flip the flag register for the control
register being |0), then the whole thing becomes a (a4 h, 0)-block-encoding for M, using just
one query to Uas. We can then easily generate the block-encoding of I — M7 by LCU, with a
1 + aah normalization factor. By the analysis in [33], we know ||[I — My||||[(I — M;)7Y| <
2k. Using we can implement a (O(k), e1)-block-encoding of (I — M;)~! using
O(klog(1/e1)) queries to the block-encoding of I — M; thus the same queries to Uy.

For the block-encoding of Mo, since it is sparse, we may directly implement it through the
sparse input model. We may just assume the normalization factor to be vk and there is
no error. Then we can implement a (O(k%/2?), vke;)-block-encoding of (I — M)~ M, using
O(klog(1/e1)) queries to Ua and other additional gates.

For the block-encoding for IV, we can see the normalization factor would be the same scaling
as My(I — M;)~', thus we implemented a (O(k%/2), O(v/ke1))-block-encoding of N. O

Now if we use QSVT to perform the matrix inverse, just as described in we can
2

o= Ela \fsl) block-encoding Uy -1 that encodes L™" in cost

O(kp log(1/e2)) queries to Uy, i.e. O(HL log(1/e2)klog(1/e1)) queries to Uga.

implement an (ap-1,e9 +

In order to perform the inverse of L, we need to know the condition number of L.

Lemma 16 (Modified from [33], Theorem 3 & 4). Suppose E is the solution operator
block-encoded by Uy -1 that approzimates eAT and m is the number of steps. Let

3
(k+ 1)1 > T=Ca, (48)
where
sup [|exp(Af)]| < Ca, (49)
we have
1B — el <6, L7 = O(mCa(l+96)) (50)
and
ki < O(mVECA(1+96)). (51)
Proof. The proof can be seen at [33], Theorem 4]. O

Theorem 17. Let matriz A be a Hurwitz matriz with sup, ||exp(tA)| bounded by some
constant p, and O4 s a (a4, 0)-block-encoding of A. Then we can construct a ((T, €)-block-

encoding of €T using
- 1
@) (aApT - poly log <)) (52)
€

queries to Oy and same queries to other additional elementary gates. Here ( = O(aap).

Proof. Firstly notice that m = O(asT) and k = O (%) For a given accuracy ¢,

we need d < g, which could be given by letting

2
eyt ——L7 ke <e. (53)
ay —&E10,-1
Choose ¢ = (5/ T?) and g3 = 42 from the discussion above we know we can implement
an (ap-1,e)-block- encodlng of e' . Since ap-1 = O(mp(1 + ¢)), the queries we need is
O(aapT - polylog(1/e)). O
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Remark 2. If we directly use the theorem above to prepare the state |e7|y)) for some
input state |1/), the dependence on T' would be T2, which does not match the optimal scaling.
This is actually due to our usage of QSVT to block-encode matrices inverses. If we adopt the
common technique of padding in the quantum linear system solver, we can easily improve
the current scaling into 7°%/2. However, for simplicity, we do not implement these standard
improvements in this work, as they does not affect our end-to-end complexity result.

D Quantum eigenvalue transformation for linear differential
equations

Here we exploit a technique known as quantum eigenvalue transformation (QEVT) by Low
and Su [42] to simulate linear dynamics @ = Az. The algorithm (QEVT) requires that the
dynamics is stable under A 4+ AT < 0, which is stronger than A is Hurwitz stable.

Notice that A+ AT < 0 is the stability under the common 2-norm, and A satisfying the
Lyapunov equation AX + XAT <0 indicates the stability under the inner product
induced by the matrix X. We hence follow [42], use a sequence of polynomial functions
(known as the Faber polynomials) to approximate the time-evolution operator e

Lemma 18 (Faber truncation of matrix exponentials, [42, Lemma 27]). Suppose we have a
matriz A where its numerical range W(A) := {<¢\A|1/)>‘|||w>|| = 1} is enclosed by a Faber
region € with associated conformal maps ® : £¢ — D,V : D¢ — £¢ and Faber polynomials
Fy(2). Givent >0, let e* = Zjio B F;(z) be the Faber expansion of the complex exponential

function et*. Assume that £ is convex and symmetric with respect to the real azis, lying on
the left half of the complex plane, then for sufficiently large s,

o((2))

where ¢ is a constant determined by the conformal maps.

s—1
M =" BiF;(A)
k=0

By |Lemma 18| given any € > 0, it suffices to choose s ~ O(t log(é)) such that

<e. (55)

s—1
et =" BiF;(A)
k=0

Definition 7. For some matrix A of size N x N with its normalization factor a4, denote
the identity matrix of size N x N as Iy, and

0
1 0
1 0
Ly = 1 0 (56)

1 0 NXxN

as the lower shift matrix of size N x N. We then define

PAD(A) :=[0)0| ® (LN\I/(LNl) QIN—Ly® A)

aa (57)
+1X0| @ [OYN — 1| @ (—In) + [1X1] ® (In — Ln) ® IN,
and
PAD(B) := |0X0| ® V(L") @ In + 11| ® In @ In. (58)

Note that the conformal map ¥ has its Laurent expansion, and so are ¥/(w) and w¥(w™1).
Furthermore, ¥/(w) and wW¥(w™!) only contains terms with non-negative exponents. Thus

U(Ly') and W/(Ly') are well-defined even though L' is not invertible itself.
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With the matrices PAD(A) and PAD(B), we can compute the matrix PAD(A)~'PAD(B),

say
[ Fo(&) 0 0 100 0]
R(A) Rl 00 0
. . 0 i
PAD(A)'PAD(B) = | Fot(F) Fuoa(ES) oo Fo(£)10 0 oo 0 59
( ) ( ) stl(ai> F572(QA) FO(QE)TEI 0 0 ( )
Fa() Fo(l) o R i1 0
: i : 0
For(£) Foo(2) Fo(2) i1 1 I

Note that this matrix has (2s) x (2s) blocks, and each block of size N x N.

Definition 8. For a matrix A whose numerical range is enclosed by a Faber region £ with
associated conformal maps @ : £¢ — D¢, ¥ : D¢ — £¢ and Faber polynomials Fy(z), consider
some Faber expansion till s-th order, we then define

A
F(35)

p > max -
J

J=1 s

‘ (60)

as an upper bound on the derivative of Faber polynomials.
Lemma 19. We are able to have a (§,€)-block-encoding to (PAD(A))~* using O(£log(L))
queries to the block-encoding of A and O(1) additional elementary gates. Here & ~ O(ps).

Proof. Since we know that PAD(A) can be block-encoded with an O(1) normalization factor
with arbitrary precision using a single query to the block-encoding of A and a polylogarithmic
number of elementary gates, and [|[(PAD(A))~!|| = O(sp), the rest of the proof is done

by [Comma 12 O

Theorem 20 (Modified version of Theorem 10. [42]). Let matriz A have its numerical range
WI(A) == {(®|Al)|[|[¥)]] = 1} enclosed by a Faber region € with associated conformal maps

D :EC— DV : D¢ — E° and Faber polynomials Fs(z). Let p(z) = ZZ_éBka( ) be the

Faber expansion of a degree-(s — 1) polynomial p and Og|0) = Zz_é Brln — EY/NB| be
the oracle preparing the coefficients. Then, we can construct a (£'||B|, |8]le)- block encoding

of Yo BuFr(A/aa) using
o (s(2) o

queries to Oy, one query to Og and O(1) additional gate. Here, & < O(ps).

Proof. First, we observe that

(0] ® (0| ® I) (PAD(A)""PAD(B)(X ® Og ® 1)) (|0) ® [0) ® I) = Sz_:”ka (A/aa). (62)
k=0

The X is the quantum Pauli-X gate. Here the circuit has 3 registers, the first one only has
one qubit, the second has log, s qubits, and the third one matches the size of A.

By [42, Theorem 9], we can implement a block-encoding of PAD(A) using a single query to
the block-encoded matrix A/« 4. Also, given a constant

A
FiGL)

i (63)

p > max
J=1, s

we know that |[PAD(A)~!|| = O(ps). By|Lemma 19} we can construct a (£, €)-block-encoding
of PAD(A)~! using O(&log(1/€)) queries to the block-encoding of A/cvx.
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Also, assume we can implement a block-encoding of PAD(B) with a O(1) normalization
factor. Combining these two block-encodings together, we obtain a (', €)-block-encoding of
PAD(A)"'PAD(B), where &' < O(ps). Then, by the block-encoding we implemented

turns out to be a (&'||5]], || 8]|e)-block-encoding of Zz;é BrFr(A/aa). O

Theorem 21 (Block-encoding of matrix exponential). Suppose that A € R™*™ is a Hurwitz
matriz, and O4 is a (a4, 0)-block-encoding of A. Then we can implement a ((t,e)-block-

At
0 (aAt poly log (i)) (64)

encoding of e** using
queries to Oy, one query to a state preparation oracle Og and 5(1) additional gate. Here
¢ = O(aa poly log(1/e)).

Proof. First we use to e*a(4/@a)t then we know the polynomial should be of

degree O(aat log<é ) in order to have a €1 accuracy. Then leverage [Theorem 20, we need

@) (p (aAt log (é)) log(é>) queries to O 4 to construct a block-encoding of the polynomial.

Since the Faber polynomial expansion of e* converges absolutely, without loss of generality,

we assume ||3|| is O(1). Choosing e; = § and 3 = 375> We have a (Ct, e)-block-encoding of
At

e, O

E Proof of [Theorem 4l

Lemma 22 (Select oracle). Suppose that A is Hurwitz, and O 4 is an («,0)-block-encoding
of A. Let K be a positive integer and T, > 0 are two real-valued scalars. The select oracle
as defined in|[Definition 4] can be implemented using

O (apTK log(K) - poly 10g<i)> (65)

queries to controlled O 4, and 4] (apTK log(K) - poly log(é)) queries to other additional
elementary gates.

Proof. Firstly, ty here attains ¢, = %T By |[Theorem 17| for each k = 0,..., K, we can
implement a ((t, €)-block-encoding of e4** using O(apty, - poly log(1/¢)) queries to O 4. We
denote this block-encoding as Uy. Notice that the select oracle select(.A, ) can be represented
by

K

select(A,e) = [ [(11 — kXK @ T+ |k)k| ® Uk], (66)

k=0
where each unitary operator [(I — |k)k|) ® I+ |k)k| ® U] in this product is a k-controlled
version of Uy, that can be implemented with O(apty log(K) - polylog(1/e)) queries to the
controlled O 4 and other additional gates. Therefore, the overall query complexity is

o (apT (é tk> log(K) -polylogC)) <O (apTKlog(K) -polylog(i)) . (67)

where the last step follows from Z?:o ty = kK:o %T = WTDT O

In the following proof, we will need a state preparation oracle

Z V) (68)

0,0) =
\% H/\ 1 k=0
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where Ay = wik?, |\|1 = Eszo | Ak and wy = W Since A, can be expressed as a
smooth function of k for k € {0,1,--- , K}, this state preparation oracle can be implemented
in O(poly log(K)) cost.

Now, we are ready to prove [Lheorem 4

Proof. The global error of the trapezoidal rule (see [(20)) is proportional to

3
-
— " 69
ax, 72 [ @1, (69)
where
[F"(&)] = [A2F (&) + 2AF (AT + F(E)(AT)?| < 4 A%
Therefore, to achleve precision €1, the total number of quadrature points is
73/20m1/2
K=0 (1 7 ) (70)
€1
Now, we consider the follovving two select oracles, as defined in
select(A, 2) Z |kXk| ® Ug, select(AT Z |kXEk| @ Vi, (71)

k=0

where Uy, (or Vi) is a (Ctg, e2)-block-encoding of et (or eA ) for 0 < k < K. Recall that
Oq is a (n,0)-block-encoding of €, it turns out that

K
select(A, ) (I ® Og)select(A",e) = Z |EXk| @ Wi, (72)
k=0

where Wy, := U, UqVj, is a (n¢?t3, 2¢tgne2)-block-encoding of the matrix 7 (ty).
Let Oy be the state preparation oracle defined in By the LCU technique [22, Lemma
52], we can implement a (v, ZkK:O 2|wy |nCtre2)-block-encoding (where 7 = Ef:o |wi|C2t3n)

of Eszo wieAtsQeA t using a single query to select(A, e3), select(AT, e3), Uq, Oy and its
inverse.

Notice that

K Ko
Z lwilti < ?? = 0(r%), (73)
k=0 —
thus
K ~
22|wk|77<tk52 =0 (m*ne2) . (74)
k=0

Given a positive scalar € > 0, and set the integration time

3| Xk )
T= mlog( , (75)
el|wll1 Amin (X*)
Note that 1
£ poly (log(€>) — 0, (76)
then if we choose -
€1 = 3 €2 = O(€1+5), (77)

where § > 0 is a constant positive number. By and the error analysis above, we
implement a (v, £)-block-encoding of X*, with

K
v =Y wl¢*tin = O(Pnr®) = O(a®p*k™n). (78)

k=0
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It follows that the overall cost of this block-encoding is
[ a2 pK5/2p1/2
queries to O 4 and same queries to other additional elementary gates. O

F  Quantum trace estimation

Here we show how to estimate the trace of a positive definite block-encoded matrix. The

main result is in [Theorem 25}

Lemma 23. Let Uy be an (o, m, ep)-block-encoding of a positive-definite Hermitian matrix
H e C"™™ qnd lete € (0, l] Let Apin > 0 be a known lower bound on the smallest eigenvalue

of H. Provided that ey < O (10311/65)) is sufficiently small (where € > 0 is a given number),

we can construct a (1, m+ 2, €)-block-encoding of /6 using O ( log(l/s)) applications
of Ug and UH, a single application of controlled-Ug, and O (a mH) log(l/e)) other one-

Amin

and two-qubit gates. The description of this block-encoding circuit can be computed classically

in time O (poly ( (1/5)>)

Proof. Define Xmm = )\mm/a such that Xminl =< H/a = I. We first find a polynomial
approximation of f(x \/ 36 Over & € [Amin, 1] using [22 Corollary 66]. To use this corollary,

let zg:=1,7r:=1— )\mm, 0= )\mm, and observe that f(xg+2z) = %\/1 + = %ZZO (122)304
whenever |z| < r+ 6 = 1. Also note that ¢ > 72, (%2)‘ < 1 =: B. Then there is an

: log(l/s)) such that
|| f(z) = Po(z)|| < § for x € Amin, 1] and || Py(z)| < £+ B < 1 for z € [-1,1]. It follows
that defining P(z) := Re (Py(x)) gives |f(z) — P(x)|[§ o S and |P(x)|—11) < 3.

Next, we use [22, Theorem 56] to construct construct a unitary V' that is a (1, m + 2,¢/2)-
encoding of P(H/«) with the desired complexity, using the promise that ey is sufficiently

small to satisfy 4d+/eg/a < e/4. V is then a (1, m + 2, ¢)-block-encoding of 4/ /6 since

H/a m m
H\/36 = (O e DV (0)°" T ) ‘

efficiently computable polynomial Py € Clz| of degree d = O (j\vl

£
2

H/a 0|®m+2 g @m+2
H,/ we — P(H[a)|| + HP Hfa) = (01" @ DV(10)°" 2 @ 1) (50)
€
< llg(H/e) = P(H/a)] + 5 = lldiag(g(Ar/@)) — diag(P(Arr/a))| + 5
= Jnax lg(Xi/ar) = P(A; /a)|+§_§—|—§
where Ay € R" is the vector of eigenvalues of H. O

Lemma 24. Let u > 0. Let A be an n-by-n Hermitian matrix such that 0 < A =<
I and let V be a (1,m, j1/3)-block-encoding of /A. Then there exists Ua such that

w 0| 1) UA|0 H TrSLA) < u that uses 1 query to V and O(logn) additional gates.

Proof. Our proof is similar to the proof of [55, Lemma 13]. The idea is to first prepare the
maximally entangled state >, |i)|¢)/y/n (which requires O(logn) gates) and then apply

the map VA to the first register. We can assume without loss of generality that pu < 1,
otherwise the statement is trivial.
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Note that Vy := ((0|®™ @ NV (|0)*™ @ I) is a u/3-approximation of A by definition. We
are interested in the probability p of measuring 09™ in the first register after applying V.
2

p= ||<<0|®’" o 70" a0y DRI %3 2
. =1 =1 (81)
= S Gl = - T (V).

It remains to show that p is a good approximation of Tr(A)/n. For this, we show XN/OT Vo ~ A.
Note that for all matrices B, B with || B|| < 1, we have

HBTB . ETEH - H(BT ~BYB+B'(B-B)— (Bt - BB - E)H

< H(BT _ ET)BH ¥ HBT(B - E)H v H(BT _ BB - E)H

N . _ N (82)
<|lt=5usi -+ 150 |5 - 5] + ' - 57| |5 - 5]
~ 12
<2||p 5]+ |- 5] -
Using equation along with equation (letting B = VA and B = ‘70), we see
Tr(4) 1 o - o L2
—_pl == — < — < = =) <pu.
o o= AT < fa-wm] <2 (5)« (5) <n )
O

Theorem 25. Let Uy be an (a, m,e)-block-encoding of a Hermitian matriz H € C™*™,
where Uy can be implemented using Ty elementary gates. Suppose H > 0 and let Ay > 0
be a known lower bound on the smallest eigenvalue of H. Then, with probability at least 4/5,
we can estimate Tr(H) to within multiplicative error 8 € (0,1] in cost

a3/2TH «
@) < e log(w\min> , (84)

min

3 92
provided that ¢ < O (W)

Proof. Our proof is similar to the proof of [55], Corollary 10]. Let A := HT/(;“ and note that
since H/a > Aminl /v, we have
Tr(A Tr(H )\min
r( ) = r( /a) 2 . (85)
n 36n 36a
Let Ua be a (1,m 42, 0Amin/ 216av)-block-encoding of V/A constructed via Using
we can construct a unitary circuit V' such that

e 2 Tr A 0)\min 9 Tr A Tr A
|qore nv...0)| - 7(1 )‘g Dmin 7. T(l ) ¢ 2(n) (56)
Therefore we have
% 2 Tr(4)  Te(4) - Tr(A) | Awmin
> - _ > N

H(<O‘ ®Vvio O>H - n 2n 2n T T2« p (87)

as well as > Tr(A) Tr(A) 3Tr(A)

~ v . .

H(<0| ®I)V|o...0)‘ < = (88)

Using the amplitude estimation technique of [55] Lemma 9] with ppin = Amin/72a and
= 0/3 gives us a p that with probability at least 4/5 satisfies

H olenvp...of <?. Tr(4)

“N[cwore nvpo. H
H |® | 2 n

(89)
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By combining and and using the triangle inequality, we get

[T 5 <p. T

<.
pl <6 - (90)

n
Therefore, 36anp is a multiplicative f-approximation of Tr(H).

It remains to show that the complexity statement holds. The construction of U 4 Vvia
uses O(Ty - v2— log(a/@)\mm)) elementary gates from the applications of Uy,

U}, and controlled-Ug, and O((m + 1) 52— log(a/0Amin)) other one- and two-qubit gates.

The construction of V requires an~add1t10~na1 O(logn) gates. The amplitude estimation step
requires O(y/a/Amin/0) uses of V and VT, and O(y/a/Amin logn/6) additional gates. So

the overall complexity is

Vo Amin [Ty a (m+1a a
O( 6 (Amm log<9Amin)+ Nonin log o +logn | | (91)

Noting that Ty > m and Ty > logn for any non-trivial Uy gives the stated bound. O

G Quantum gradient estimation

Lemma 26. Given K € Si(a) and ||K — K*||p > &, we have
IV = ce, (92)

where the constant ¢ = \/2p v Amin(R)/a.

Proof. This lemma follows directly from [Lemma 9] and [Lemma 10] O

Lemma 27 (Block-encoded V f(K)). Assume that we have efficient procedures (as described
in |Assumption 1)) to access the problem data A, B,Q, R in O(polylog(n)) time. Let K €
Sk (a) be a stabilizing policy stored in a quantum-accessible data structure. Given any

ey > 0, we can implement a (yv,ep)-block-encoding of V f(K) in cost O ( 6p3,/% 1), where
v < O(a®p*rP).

Proof. We know that for the function f(K) defined in |(5) the gradient has a closed-form
expression: Vf(K)=2(RK — BT P(K))X(K). As shown in the proof ofm we can

implement a (vp, €)-block-encoding of P(K) in cost O (a p/ 6), where vp < O(a*p?k?).
Similarly, since X (K) is the solution to the Lyapunov equation (assuming ¥y = I)

(A—BEK)X + X(A—BK)" +1=0, (93)

we can implement a (7, e)-block-encoding of X (K) in cost O <a2p, / ";), where yx <

O(a2p?k?). Based on our assumptions on the input procedures and the usage of quantum
data structure, we can implement a (s|| K ||, 0)-block-encoding of RK and a (syp, s¢)-block-
encoding of BTP K). Tt follows that a (yv, € )-block-encoding of V f(K') can be implemented

in cost O <a M= ) where

1
v = 55 (e + 1K P) < O (ap*"), (94)

and g, < O((a+vp +vx7vp)e). To achieve the desired precision, we pass the error parameter
e —¢/(2(a+vp + vx7yp)) to the asymptotic cost. O
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Definition 9. For a matrix G of size m x n, we could always write is as

G=[Gi G2 - Gy, (95)
where G; is a column vector of size m x 1. Define |Gyec) as
G1
Go
|Gvee) = | . | /IG]F- (96)
GTL

Lemma 28 (Matrix Vectorization). Let Ug be a (vv,)-block-encoding of (Vf(K))", and
we denote
G = (0" © NUa(0") @ I), (97)

where r is the number of ancilla qubits required. Then, we can prepare a quantum state

|Gyee) with Q1) success probability using O (T‘VG‘”/:?) queries to Ug and its inverse.

Proof. First, from we know that we have U/, that encodes Vf(K)'. Notice that
Vf(K) is of size m X n, so

e g™ (jm > i e (%) @ >>

_#m_lirl a\\ra Ti T3 98
= o 2 0 B (0 e T 1) (98)

_Gle S )™ @ (j0m) @ (GT1i)"
Yvv/m Gl ¢

where r1,79, 73 are the indexes for registers, where the r; register has log,(m) qubits and
the r3 register has log,(n) qubits(We can always assume m and n are the power of 2). The
state | L) contains the state satisfy

+[1)

(I @ (0% @ I")| L) = 0. (99)
By leveraging amplitude amplification, we can get the state |Gyec) using O(WHVG‘H/T) queries
to the block-encoding U, . O

Lemma 29 (Gradient entry estimation). Denote the state preparation in for

|Gyee) as Ug,,., we are able to get the classical G with

1G — [Gyec)|| < &r (100)
using

3/2
A IvomTTn
O = — 101
() (oy

queries to Ug and o (Hgv‘IV\F m::_/i”) additional elementary gates.

Proof. [7, Theorem 2] indicates that we can get G using (5(?) queries to the oracle that

requires

vec

o (el ) 2

Er

prepares |Gyec) and 10) <M) additional elementary gates. Since each Ug

queries, we know the total cost should be

3/2
~( yw m>n
Ol =) . 103

(IIGF Er ) (105)
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Lemma 30 (Gradient norm estimation). Suppose we have the block-encoding Ug defined in

where
G =9 (0] ® NUg(|0) ® I), (104)

then we are able to estimate ||G||p up an additive error e, using

yvv/m||Gllp )
10 - 105
(eg T 2Cllrea (105)

v vm||Gllr

83+2\|G\|F6a> elementary gates.

queries to Ug and its inverse and also O

Proof. We still need the computation we did in equation say

1 m—1
ImeUgz™)’ ( S e (o) e Ii>'”3>
vm =0 (106)
_IGIe T )™ @ (j07)2 @ (GT i)

B ’va ||GHF
Gl e

2
According to [55], Lemma 9], we can get the estimation to (W \/E) with multiplicative error

+ L.

u using (’)(ZWC}/H’E) queries to U/ . Note our estimator to |G||r as dest, the goal we want to
achieve is
laest — |Glp| < ea- (107)
Consi N . ae \° _ E+2%Glr
onsider our estimation to the amplitude as (m) , set pu = “opz o we have

1\ 1
(’YV\/E) ’a’gst - HG”%‘| = <’YV\/E> (|aest - ||GHF‘ ' |aest + ||GHFD

2

< (=) Ceullaw -Gl + 206100 < (=) +22lGlle) (09

This in turn gives us the estimation in [I07} And this estimation requires

yovm|Gllr )
10, , 109
(ez T2l rea (109)

queries to Ug and its inverse. The gate complexity also follows from [55, Lemma 9]. O
Theorem 31 (Quantum gradient estimation). Assume that we have efficient procedures
(as described in|Assumption 1)) to access the problem data A, B,Q, R in O(polylog(n)) time.
Let K € Sk (a) be a stabilizing policy stored in a quantum-accessible data structure. Provided
that | K — K*|| > &, we can compute a 0-robust estimate of Vf(K) in cost

— / m'on

Proof. We need an estimation to V f(K) up to a multiplicative error #. This requires a few
steps as below:

Block-Encoding. From [Lemma 27, we know we are able to construct a (v, &p)-block-

encoding to V f(K) using
_ 11
O [ a®p% | " (111)
€b

clementary gates. And we also have the estimation that yv < O(abp*x5).
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Entry Retrieving. The next step is to retrieve the entries in the estimation to V f(K). We
firstly use the technique introduced in to get a state of the estimation to |Gyec),
and this step requires

ARYALL
o () (112)
1Gllr
queries. Now we can use to get the entries in |Gyec) up to an additive error e,,
using
3/2
~( vw m**n
o () (113)
IGllF &

queries to Ug.

Norm Estimation. The final step is to estimate the norm of G. tells us that
we can achieve an additive error ¢, to |G| r using

rvvml|Gllr )

O\ ———F—+— 114

(7 a
queries to Ug .

The rest of the theorem is just to assemble all these steps. Note the requirement is
|G = VFE)|r <0l f(K)|F, (115)
and according to IV f(K)||r > ce before convergence.

Denote the entries retrieved in the Entry Retrieving step form a matrix G where |G| r = 1,
the norm estimated in the Norm Estimation step as aegt, our estimator is then aestG. Choose

cle cle 1
&= 3 €= g & =g (116)
we then know that |G — Vf(K)|| < %, Vf(K) > ce, then
cle cle
0) < |IV£0)lr — 5| < 161 < IV £ + - (117)
Thus it is clear to see
laestG — VF(K)|r
= |laestG — IGI1FG + |Gl #G — G + G — Vf(K)
F
< oes - 16166 +|1c100 6| +]6-vrim (118)
F F F
cle
<éeo+||Gllrer +ep <o+ (|IVFK)|F + ?)ar +&p
<O f(K)F-
And the total gate complexity should be
~ [ a2pTKM P15y
O

H Convergence analysis

Lemma 32. Given any K € Sk, let G be a 6-robust estimate of V f(K). Then, we have

(G, VF(K)) = 1= 0)IVF(E)F,

) ) ) (120)
1Gl7 < A+ 07 V(K%
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Proof. Tt is straightforward to verify that
(G, VF(K)) = (G = Vf(K) + Vf(K),Vf(K)) = (G~ Vf(K),VF(K)+|VFE)|E
> —||G = VE)pIVE)r+IVE)E = 1 =0V E)|E

(121)

IGIE = 16 = V() + VIl < (16 = VIl + IV o
< L+ 0V}

O

Lemma 33 (Descent lemma). Given K € Sk (a), and let G be a 0-robust estimate of V f(K).
Then, there exists a positive o, such that for all o € [0, 0y,], we have

f(K=0G) = f(K") <(1—0o/p) (f(K) = f(K)), (123)
where 1, o only depends on A, B, R, Q, and a, and > op,.

Proof. This lemma is a direct consequence of (with § < 1/2) and [45], Proposition
6). O

Proposition 34. For any initial stabilizing feedback gain Ko € Sk, we denote a := f(Ky).
Then, there exists constants p > o, > 0, depending only on A, B,Q, R, and a, such that for

any fized o € [0,0,,], the iterates of satisfy
F(Kr) = f(K*) < (1 =0 /u)" (f(Ko) — F(K")), (124a)
1K, — K12 < b(1 — /)" 1Ko — K1, (124b)

where b is an absolute constant that is independent of k.

Proof. The first part|(124a)|is a direct corollary of [Lemma 33| By |Lemma 9| and |(124a)} we
have

* a *
1Ky — K*|[5 < o (1) (f (Kk) = f(K™)) (125)
< (1=o/w" (f(Ko) = f(K") <b(1 —o/w"|[ Ko = K*||,  (126)
where the last step follows from [45] Lamma 2] and b = Apax(RX (K)p)). O

Theorem 35 (Quantum policy gradient for LQR). Assume that we have efficient procedures
(as described in|Assumption 1)) to access the problem data A, B,Q, R in O(polylog(n)) time.

Let Ky € Sk be a stabilizing policy. Then, outputs an e-approximate solution to
in cost

1.5
~(m-—°n
Proof. Notice that with lemma we need log (%) iterations. By [Theorem 31} the quantum
~ 1.5
gradient estimation subroutine requires O %) elementary gates. O

I Extended numerical experiments

I.1 Aircraft Control Problem

We perform another experiment on a practical problem that can be formulated as LQR.
Here, we consider the aircraft flight control problem, specifically for pitch angle control.
We adopt a linearized model of the aircraft around a steady flight condition. For a small
aircraft, the pitch dynamics can be represented by the following state variables: pitch angle
6 (rad) and pitch rate ¢ (rad/s). The control input is elevator deflection angle § (rad). The
state-space model can be represented as # = Ax + Bu, where z = [0,q] ", u = [§]. We set
A =1[0,1],[0,-05]]", B =[0,1]T, Q = [[10,0],[0,1]]", and R = [0.1]. The plot of our
optimization curve is available in the Figure Our method converges faster than the
classical method.
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Figure 3: Numerical Results on Convergence. In the aircraft control problem, our
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policy gradient descent algorithm converges much faster than classic method [45].

I.2 Relative Errors

We conducted further numerical experiments to understand how the optimality scales with
problem size in Figure Here, we scale the number of masses in a spring-mass
system from 2 to 4, and the problem dimension scales accordingly from 2 to 8. We measure
the optimality by the relative error found in both our method and the classical method. The
relative errors are (J — J*)/5* and (f(K) — f(K*))/f(K*). As the dimension scales up, the
relative errors increase, while our method consistently outperforms the classical optimization

method.
1072
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Figure 4: Relative Error. We scale the size of a mass-spring system and our method

(a) Relative J — J* error
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(b) Relative f(K) — f(K*) error

consistently gets smaller relative error compared to [45].
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NeurIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately
reflect the paper’s contributions and scope?

Answer: [Yes]

Justification: The main claims made in the abstract accurately reflect the paper’s
technical contributions and scope.

Guidelines:

e The answer NA means that the abstract and introduction do not include the
claims made in the paper.

o The abstract and/or introduction should clearly state the claims made, including
the contributions made in the paper and important assumptions and limitations.
A No or NA answer to this question will not be perceived well by the reviewers.

e The claims made should match theoretical and experimental results, and reflect
how much the results can be expected to generalize to other settings.

e It is fine to include aspirational goals as motivation as long as it is clear that
these goals are not attained by the paper.

2. Limitations

Question: Does the paper discuss the limitations of the work performed by the
authors?

Answer: [Yes|

Justification: The limitations and future work of this work are discussed in the last
section of the main paper.

Guidelines:

e The answer NA means that the paper has no limitation while the answer No
means that the paper has limitations, but those are not discussed in the paper.

e The authors are encouraged to create a separate "Limitations" section in their
paper.

e The paper should point out any strong assumptions and how robust the results
are to violations of these assumptions (e.g., independence assumptions, noiseless
settings, model well-specification, asymptotic approximations only holding
locally). The authors should reflect on how these assumptions might be violated
in practice and what the implications would be.

e The authors should reflect on the scope of the claims made, e.g., if the approach
was only tested on a few datasets or with a few runs. In general, empirical
results often depend on implicit assumptions, which should be articulated.

e The authors should reflect on the factors that influence the performance of the
approach. For example, a facial recognition algorithm may perform poorly when
image resolution is low or images are taken in low lighting. Or a speech-to-text
system might not be used reliably to provide closed captions for online lectures
because it fails to handle technical jargon.

e The authors should discuss the computational efficiency of the proposed algo-
rithms and how they scale with dataset size.

o If applicable, the authors should discuss possible limitations of their approach
to address problems of privacy and fairness.

o While the authors might fear that complete honesty about limitations might
be used by reviewers as grounds for rejection, a worse outcome might be that
reviewers discover limitations that aren’t acknowledged in the paper. The
authors should use their best judgment and recognize that individual actions in
favor of transparency play an important role in developing norms that preserve
the integrity of the community. Reviewers will be specifically instructed to not
penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
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Question: For each theoretical result, does the paper provide the full set of assump-
tions and a complete (and correct) proof?

Answer: [Yes|

Justification: The full set of technical assumptions is provided in the introduction
section (see “Problem Formulation”). A complete proof of our main theoretical
results can be found in the main paper and the appendices.

Guidelines:

e The answer NA means that the paper does not include theoretical results.

e All the theorems, formulas, and proofs in the paper should be numbered and
cross-referenced.

o All assumptions should be clearly stated or referenced in the statement of any
theorems.

e The proofs can either appear in the main paper or the supplemental material,
but if they appear in the supplemental material, the authors are encouraged to
provide a short proof sketch to provide intuition.

o Inversely, any informal proof provided in the core of the paper should be
complemented by formal proofs provided in appendix or supplemental material.

e Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce
the main experimental results of the paper to the extent that it affects the main
claims and/or conclusions of the paper (regardless of whether the code and data are
provided or not)?

Answer: [Yes]

Justification: All information needed to reproduce the main experiment results of
the paper is disclosed in the “Numerical Experiments" section. The code for the
experiment is attached in the supplementary material.

Guidelines:

e The answer NA means that the paper does not include experiments.

e If the paper includes experiments, a No answer to this question will not be
perceived well by the reviewers: Making the paper reproducible is important,
regardless of whether the code and data are provided or not.

o If the contribution is a dataset and/or model, the authors should describe the
steps taken to make their results reproducible or verifiable.

e Depending on the contribution, reproducibility can be accomplished in various
ways. For example, if the contribution is a novel architecture, describing the
architecture fully might suffice, or if the contribution is a specific model and
empirical evaluation, it may be necessary to either make it possible for others
to replicate the model with the same dataset, or provide access to the model. In
general. releasing code and data is often one good way to accomplish this, but
reproducibility can also be provided via detailed instructions for how to replicate
the results, access to a hosted model (e.g., in the case of a large language model),
releasing of a model checkpoint, or other means that are appropriate to the
research performed.

e While NeurIPS does not require releasing code, the conference does require all
submissions to provide some reasonable avenue for reproducibility, which may
depend on the nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it

clear how to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should
describe the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there
should either be a way to access this model for reproducing the results or a
way to reproduce the model (e.g., with an open-source dataset or instructions
for how to construct the dataset).
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(d) We recognize that reproducibility may be tricky in some cases, in which
case authors are welcome to describe the particular way they provide for
reproducibility. In the case of closed-source models, it may be that access to
the model is limited in some way (e.g., to registered users), but it should be
possible for other researchers to have some path to reproducing or verifying
the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient
instructions to faithfully reproduce the main experimental results, as described in
supplemental material?

Answer: [Yes]
Justification: The code for the experiment is attached in the supplementary material.
Guidelines:

e The answer NA means that paper does not include experiments requiring code.

o Please see the NeurIPS code and data submission guidelines (https://nips|
cc/public/guides/CodeSubmissionPolicy) for more details.

o While we encourage the release of code and data, we understand that this might
not be possible, so “No” is an acceptable answer. Papers cannot be rejected
simply for not including code, unless this is central to the contribution (e.g., for
a new open-source benchmark).

o The instructions should contain the exact command and environment needed
to run to reproduce the results. See the NeurIPS code and data submis-
sion guidelines (https://nips.cc/public/guides/CodeSubmissionPolicy)
for more details.

e The authors should provide instructions on data access and preparation, in-
cluding how to access the raw data, preprocessed data, intermediate data, and
generated data, etc.

e The authors should provide scripts to reproduce all experimental results for
the new proposed method and baselines. If only a subset of experiments are
reproducible, they should state which ones are omitted from the script and why.

e At submission time, to preserve anonymity, the authors should release
anonymized versions (if applicable).

o Providing as much information as possible in supplemental material (appended
to the paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits,
hyperparameters, how they were chosen, type of optimizer, etc.) necessary to
understand the results?

Answer: [Yes]

Justification: All the training and test details are provided in the “Numerical
Experiments” section. The source code for the experiment is attached in the
supplementary material.

Guidelines:

e The answer NA means that the paper does not include experiments.

o The experimental setting should be presented in the core of the paper to a level
of detail that is necessary to appreciate the results and make sense of them.

e The full details can be provided either with the code, in appendix, or as
supplemental material.

7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other
appropriate information about the statistical significance of the experiments?

Answer: [Yes]
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Justification: The paper reports error bars to reflect the statistical significance of
the experiments, see the “Numerical Experiments” section and Figure 2.

Guidelines:

e The answer NA means that the paper does not include experiments.

e The authors should answer "Yes" if the results are accompanied by error bars,
confidence intervals, or statistical significance tests, at least for the experiments
that support the main claims of the paper.

e The factors of variability that the error bars are capturing should be clearly
stated (for example, train/test split, initialization, random drawing of some
parameter, or overall run with given experimental conditions).

o The method for calculating the error bars should be explained (closed form
formula, call to a library function, bootstrap, etc.)

o The assumptions made should be given (e.g., Normally distributed errors).

e It should be clear whether the error bar is the standard deviation or the standard
error of the mean.

o It is OK to report 1-sigma error bars, but one should state it. The authors
should preferably report a 2-sigma error bar than state that they have a 96%
CI, if the hypothesis of Normality of errors is not verified.

o For asymmetric distributions, the authors should be careful not to show in
tables or figures symmetric error bars that would yield results that are out of
range (e.g. negative error rates).

o If error bars are reported in tables or plots, The authors should explain in the
text how they were calculated and reference the corresponding figures or tables
in the text.

8. Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the
computer resources (type of compute workers, memory, time of execution) needed
to reproduce the experiments?

Answer: [Yes]

Justification: The paper provides sufficient descriptive information on the computer
resources, see the “Numerical Experiments” section.

Guidelines:

e The answer NA means that the paper does not include experiments.

e The paper should indicate the type of compute workers CPU or GPU, internal
cluster, or cloud provider, including relevant memory and storage.

e The paper should provide the amount of compute required for each of the
individual experimental runs as well as estimate the total compute.

e The paper should disclose whether the full research project required more
compute than the experiments reported in the paper (e.g., preliminary or failed
experiments that didn’t make it into the paper).

9. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with
the NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: The research conducted in the paper conforms with the NeurIPS Code
of Ethics.

Guidelines:

e The answer NA means that the authors have not reviewed the NeurIPS Code
of Ethics.

o If the authors answer No, they should explain the special circumstances that
require a deviation from the Code of Ethics.

https://doi.org/10.52202/079017-1173 37209


https://neurips.cc/public/EthicsGuidelines

o The authors should make sure to preserve anonymity (e.g., if there is a special
consideration due to laws or regulations in their jurisdiction).

10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and
negative societal impacts of the work performed?

Answer: [Yes]

Justification: The paper discusses the societal impacts of the work performed in the
“Conclusion and Future Work” section.

Guidelines:

e The answer NA means that there is no societal impact of the work performed.

e If the authors answer NA or No, they should explain why their work has no
societal impact or why the paper does not address societal impact.

o Examples of negative societal impacts include potential malicious or unintended
uses (e.g., disinformation, generating fake profiles, surveillance), fairness consid-
erations (e.g., deployment of technologies that could make decisions that unfairly
impact specific groups), privacy considerations, and security considerations.

e The conference expects that many papers will be foundational research and
not tied to particular applications, let alone deployments. However, if there
is a direct path to any negative applications, the authors should point it out.
For example, it is legitimate to point out that an improvement in the quality
of generative models could be used to generate deepfakes for disinformation.
On the other hand, it is not needed to point out that a generic algorithm for
optimizing neural networks could enable people to train models that generate
Deepfakes faster.

e The authors should consider possible harms that could arise when the technology
is being used as intended and functioning correctly, harms that could arise when
the technology is being used as intended but gives incorrect results, and harms
following from (intentional or unintentional) misuse of the technology.

« If there are negative societal impacts, the authors could also discuss possible
mitigation strategies (e.g., gated release of models, providing defenses in addition
to attacks, mechanisms for monitoring misuse, mechanisms to monitor how a
system learns from feedback over time, improving the efficiency and accessibility
of ML).

11. Safeguards

Question: Does the paper describe safeguards that have been put in place for
responsible release of data or models that have a high risk for misuse (e.g., pretrained
language models, image generators, or scraped datasets)?

Answer: [NA]

Justification: The paper mainly focuses on the theoretical foundation of computer
algorithms and poses no such risks.

Guidelines:

e The answer NA means that the paper poses no such risks.

o Released models that have a high risk for misuse or dual-use should be released
with necessary safeguards to allow for controlled use of the model, for example
by requiring that users adhere to usage guidelines or restrictions to access the
model or implementing safety filters.

o Datasets that have been scraped from the Internet could pose safety risks. The
authors should describe how they avoided releasing unsafe images.

o We recognize that providing effective safeguards is challenging, and many papers
do not require this, but we encourage authors to take this into account and
make a best faith effort.

12. Licenses for existing assets
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Question: Are the creators or original owners of assets (e.g., code, data, models),
used in the paper, properly credited and are the license and terms of use explicitly
mentioned and properly respected?

Answer: [NA]
Justification: The paper does not use existing assets.
Guidelines:
e The answer NA means that the paper does not use existing assets.

e The authors should cite the original paper that produced the code package or
dataset.

e The authors should state which version of the asset is used and, if possible,
include a URL.

o The name of the license (e.g., CC-BY 4.0) should be included for each asset.

o For scraped data from a particular source (e.g., website), the copyright and
terms of service of that source should be provided.

o If assets are released, the license, copyright information, and terms of use in
the package should be provided. For popular datasets, paperswithcode.com/
datasets| has curated licenses for some datasets. Their licensing guide can help
determine the license of a dataset.

e For existing datasets that are re-packaged, both the original license and the
license of the derived asset (if it has changed) should be provided.

e If this information is not available online, the authors are encouraged to reach
out to the asset’s creators.
13. New Assets

Question: Are new assets introduced in the paper well documented and is the
documentation provided alongside the assets?

Answer: [Yes|

Justification: The source code of the numerical experiments is provided in the
supplementary material with appropriate documentation.

Guidelines:

e The answer NA means that the paper does not release new assets.

o Researchers should communicate the details of the dataset/code/model as part
of their submissions via structured templates. This includes details about
training, license, limitations, etc.

e The paper should discuss whether and how consent was obtained from people
whose asset is used.

o At submission time, remember to anonymize your assets (if applicable). You
can either create an anonymized URL or include an anonymized zip file.
14. Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does
the paper include the full text of instructions given to participants and screenshots,
if applicable, as well as details about compensation (if any)?

Answer: [NA]

Justification: This paper does not involve crowdsourcing nor research with human
subjects.

Guidelines:

e The answer NA means that the paper does not involve crowdsourcing nor
research with human subjects.

e Including this information in the supplemental material is fine, but if the main
contribution of the paper involves human subjects, then as much detail as
possible should be included in the main paper.
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e According to the NeurIPS Code of Ethics, workers involved in data collection,
curation, or other labor should be paid at least the minimum wage in the
country of the data collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research
with Human Subjects

Question: Does the paper describe potential risks incurred by study participants,
whether such risks were disclosed to the subjects, and whether Institutional Review
Board (IRB) approvals (or an equivalent approval/review based on the requirements
of your country or institution) were obtained?

Answer: [NA]

Justification: The paper does not involve crowdsourcing nor research with human
subjects.

Guidelines:
e The answer NA means that the paper does not involve crowdsourcing nor
research with human subjects.

e Depending on the country in which research is conducted, IRB approval (or
equivalent) may be required for any human subjects research. If you obtained
IRB approval, you should clearly state this in the paper.

o We recognize that the procedures for this may vary significantly between insti-
tutions and locations, and we expect authors to adhere to the NeurIPS Code of
Ethics and the guidelines for their institution.

e For initial submissions, do not include any information that would break
anonymity (if applicable), such as the institution conducting the review.
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