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Abstract

Recent advances in text-to-image models have enabled high-quality personalized
image synthesis based on user-provided concepts with flexible textual control.
In this work, we analyze the limitations of two primary techniques in text-to-
image personalization: Textual Inversion and DreamBooth. When integrating the
learned concept into new prompts, Textual Inversion tends to overfit the concept,
while DreamBooth often overlooks it. We attribute these issues to the incorrect
learning of the embedding alignment for the concept. To address this, we introduce
AttnDreamBooth, a novel approach that separately learns the embedding alignment,
the attention map, and the subject identity across different training stages. We
also introduce a cross-attention map regularization term to enhance the learning of
the attention map. Our method demonstrates significant improvements in identity
preservation and text alignment compared to the baseline methods.
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Figure 1: Our method enables text-aligned text-to-image personalization with complex prompts.
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1 Introduction

Text-to-image personalization [24, 71, 50] is the task of customizing a pre-trained diffusion model to
produce images of user-provided concepts in novel scenes or styles. By providing several examples
of a new concept, personalization techniques enable users to employ novel prompts to generate
personalized images containing that concept. Current personalization techniques primarily fall into
two categories: the first approach involves inverting the new concept into the textual embedding [24];
the second approach involves fine-tuning the diffusion model to learn the new concept [71]. Personal-
ization techniques aim to generate high-quality images of user-provided concepts, achieving high
identity preservation and text alignment. However, despite the significant progress in personaliza-
tion techniques, balancing the trade-off between identity preservation and text alignment remains a
challenge for current approaches.

Figure 2 shows the personalization results from Textual Inversion [24] and DreamBooth [71]. Textual
Inversion tends to generate images that focus primarily on the learned concept, often neglecting
other elements of the prompt. In contrast, DreamBooth appears to overlook the learned concept,
producing images that are more influenced by other prompt tokens. These issues can be attributed to
the incorrect learning of embedding alignment for the new concept, i.e., the embedding of the new
concept is not functionally compatible with the embeddings of existing tokens.

Based on these observations, our approach aims to properly learn not only the subject identity but
also the embedding alignment and the attention map for the new concept. Our key insights are as
follows: 1) In the early stages of optimization, Textual Inversion effectively learns the embedding
alignment but tends to overfit after extensive optimization steps; 2) DreamBooth accurately captures
the subject identity but struggles with learning the embedding alignment.

In this paper, we propose a method named AttnDreamBooth, which separates the learning processes
of the embedding alignment, the attention map, and the subject identity. Specifically, our approach
consists of three main training stages, as illustrated in Figure 3. First, we optimize the textual
embedding to learn the embedding alignment while preventing the risk of overfitting, which results in
a coarse attention map for the new concept. Next, we fine-tune the cross-attention layers of the U-Net
to refine the attention map. Lastly, we fine-tune the entire U-Net to capture the subject identity. Note
that the text encoder remains fixed throughout all training stages to preserve its prior knowledge of
contextual understanding.

Furthermore, we introduce a cross-attention map regularization term to enhance the learning of the
attention map. Throughout the three training stages, we use a consistent training prompt, “a photo of
a [V] [super-category]”, where [V] and [super-category] denote the tokens for the new concept and
its super-category, respectively. Our attention map regularization term encourages similarity between
the attention maps of the new concept and its super-category.

Input Textual Inversion DreamBooth Ours

Output “[V]” “Drawing” Output “[V]” “Drawing” Output “[V]” “Drawing”
“Manga drawing of a [V] can”

Output “[V]” “Box” Output “[V]” “Box” Output “[V]” “Box”
“A [V] toy inside a box”

Figure 2: Analysis of two principal methods. We visualize the cross-attention maps corresponding
to the new concept and other tokens in the prompt. Textual Inversion [24] tends to overfit the textual
embedding of the learned concept, resulting in incorrect attention map allocations to other tokens
(e.g., “drawing” or “box”). In contrast, DreamBooth [71] appears to overlook the learned concept,
producing images primarily based on other tokens.
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Figure 3: Overview of AttnDreamBooth. Our method consists of three training stages. In Stage 1,
we optimize the textual embedding of the new concept to align its embedding with existing tokens.
In Stage 2, we fine-tune the cross-attention layers to refine the attention map. In Stage 3, we fine-
tune the entire U-net to capture the subject identity. Moreover, we introduce a cross-attention map
regularization term to guide the learning of the attention map.

To demonstrate the effectiveness of AttnDreamBooth, we compare it with four state-of-the-art
baseline methods through both qualitative and quantitative evaluations. Our method achieves superior
performance in terms of identity preservation and text alignment compared to the baselines. More
importantly, AttnDreamBooth enables a variety of text-aligned personalized generations with complex
prompts.

2 Related Work

Text-to-Image Generation. Generative models are designed to create new samples that resemble
the patterns observed in their training data. There are various types of generative models, including
VAEs [47, 76, 14], GANs [27, 6, 44], auto-regressive models [66, 91], flow-based models [21, 48],
and diffusion models [75, 33, 59, 18]. These models can be enhanced by conditioning on text prompts,
which are known as text-to-image models [68, 66, 60, 20, 23, 16, 5]. Recent advancements [73, 67, 70]
in text-to-image generation, powered by training on extremely large-scale datasets, have demonstrated
an impressive ability to generate diverse and generalized outputs.

Text-to-Image Personalization. Leveraging the impressive capabilities of diffusion models, text-
to-image personalization involves adapting pre-trained diffusion models to capture new concepts
depicted in several given images. Pioneering works approach this by inverting the concept into the
textual embedding [24], or by fine-tuning the diffusion model [71]. However, these methods often
struggle to balance the trade-off between identity preservation and text alignment, and typically
require substantial time for optimization. To overcome these limitations, some studies focus on
enhancing the identity preservation of the concept [81, 1, 94, 36, 31, 43, 40], while others aim to
improve text alignment [78, 3, 4, 90, 37]. Additionally, there is a growing trend of research attempting
to accelerate the personalization process, either by reducing the number of tuning parameters [50,
29, 54, 34, 28, 57], or by pre-training on large datasets [85, 74, 39, 2, 25, 10, 72, 51, 87, 56, 11, 55].
Given the widespread interest in human synthesis, many studies also concentrate on the personalized
synthesis of human faces [92, 62, 89, 53, 79, 83, 8, 49, 61, 45, 86, 17, 13, 82, 12].

Cross-Attention Control. The cross-attention layers [70] have been shown to play a crucial
role in diffusion models. The control of cross-attention layers has proven effective in a variety
of tasks, including image editing [32], compositional synthesis [22, 52, 7, 26, 46], and layout-
controlled synthesis [63, 9, 88]. In text-to-image personalization, several studies [50, 87, 4, 78,
30, 42, 58, 93] also have explored the control of cross-attention layers. Custom Diffusion [50]
illustrates how incorrect attention maps of the learned concepts can lead to unsuccessful synthesis.
FastComposer [87] and Break-A-Scene [4] propose using segmentation masks of the target concepts
to guide the learning of the attention maps, thereby enhancing text alignment, especially in scenarios
involving multiple concepts. Perfusion [78] identifies the attention overfitting issue and addresses it
by fixing the cross-attention key matrices of the target concepts to their super-category tokens.

Multi-Stage Personalization. Several studies [24, 54, 4, 41, 38] have explored combining the
strengths of different methods into more efficient models through a multi-stage approach. Inspired by
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PTI [69], Textual Inversion [24] investigated a two-stage approach to enhance identity preservation by
first optimizing the textual embedding and then fine-tuning the diffusion model to better capture the
subject identity. Similarly, MagiCapture [38] first optimizes the textual embedding and then applies
LoRA [34] in the U-Net. Break-A-Scene [4] proposes initially optimizing the textual embedding with
a high learning rate, followed by fine-tuning both the U-Net and the text encoder using a significantly
lower learning rate. Our method differs in several aspects. First, the motivation for our first stage
(i.e., optimizing the textual embedding) differs from previous methods. Specifically, we focus on
learning the embedding alignment while mitigating the risk of overfitting, thus significantly reducing
the optimization steps and lowering the learning rate. Second, we decompose the learning process
into three stages: learning the embedding alignment, refining the attention map, and capturing the
subject identity. Third, we introduce a cross-attention map regularization to guide the learning of the
attention map in a self-supervised manner.

3 Preliminaries

Latent Diffusion Models. Our approach is based on the publicly available Stable Diffusion model,
a type of Latent Diffusion Model (LDM) [70] for text-to-image generation. In LDM, an autoencoder
is utilized to provide a lower-dimensional representational space, where an encoder E transforms an
image x into a latent representation z = E(x), and a decoder D reconstructs the image from this latent
code, i.e., D(E(x)) ≈ x. Additionally, a Denoising Diffusion Probabilistic Model (DDPM) [33] is
employed to produce latent codes within the latent space of the autoencoder. To generate images
from text, the model leverages a conditioning vector c(y), derived from a given text prompt y. The
training objective of LDM is given by:

Ldiffusion = Ez∼E(x),y,ε∼N (0,1),t

[
∥ε− εθ (zt, t, c(y))∥22

]
, (1)

where the denoising network εθ is tasked with recovering the original latent code z0 from the noised
latent code zt, given a specific timestep t and the conditioning vector c(y).

Textual Inversion. Textual Inversion (TI) [24] personalizes a pre-trained diffusion model by
encoding the target concept into the textual embedding. Given several images of a target concept,
TI introduces a new token S∗ and its associated textual embedding v∗ to represent the concept. The
learning process of TI involves initializing v∗ with a coarse descriptor and then optimizing it to
minimize the diffusion objective (Eq. 1).

DreamBooth. DreamBooth (DB) [71] learns the target concept by fine-tuning the pre-trained
diffusion model. Given several images of a target concept, DB labels all the images with the prompt
“a [V] [super-category]”, where [V] is a rare token in the vocabulary. The learning process of DB
involves fine-tuning the entire U-Net (and possibly the text encoder) using the diffusion objective
(Eq. 1) combined with a prior preservation loss [71].

4 Method

In this section, we first analyze the problems associated with Textual Inversion and DreamBooth, as
discussed in Section 4.1. To address these issues, we propose a novel method named AttnDreamBooth,
as detailed in Section 4.2. To further enhance text alignment, we introduce a cross-attention map
regularization term in Section 4.3.

4.1 Analysis of Existing Methods

Problems and Analysis. As illustrated in Figure 2, Textual Inversion and DreamBooth encounter
distinct challenges when integrating the learned concept into novel prompts. For Textual Inversion,
the generated images often excessively focus on the learned concept, overlooking other prompt
tokens. To investigate this issue, we present the attention map visualization using DAAM [77]
for different tokens in Figure 2. This visualization reveals an embedding misalignment issue in
novel compositions containing the concept, leading to incorrect attention map allocations for other
tokens. A typical example is shown where the attention map corresponding to the “drawing” token
focuses on incorrect regions. This misalignment occurs because Textual Inversion tends to overfit
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Input Output “[V]” “Monet”

(a)

Before fine-tuning After fine-tuning

(b)

Figure 4: Analysis of TI+DB. Column (a) demonstrates that TI+DB neglects the learned concept
when integrating it into a new prompt, “A painting of a [V] toy in the style of Monet”. Column (b)
shows the generated images based on a single word prompt, “[V]”, both before and after fine-tuning,
using the diffusion model without fine-tuning. These images are notably similar to each other, which
indicates that the learned textual embedding remains largely unchanged from its initial state.

the input embedding of the text encoder, responsible for managing the contextual understanding of
the prompt. Conversely, images generated by DreamBooth sometimes focus solely on other prompt
tokens, neglecting the learned concept. This occurs because DreamBooth uses a rare token for the
new concept while keeping its textual embedding fixed, thereby leading to insufficient learning of the
embedding alignment for the new concept.

A Naive Solution. As analyzed previously, Textual Inversion and DreamBooth exhibit distinct
issues related to the embedding alignment: Textual Inversion tends to overfit the embedding align-
ment for the new concept, while DreamBooth demonstrates insufficient learning of the embedding
alignment. A straightforward solution is to combine Textual Inversion with DreamBooth by jointly
tuning the textual embedding and the U-Net, a method we denote as TI+DB. We observe that TI+DB
enhances performance over Textual Inversion or DreamBooth individually. However, it still tends to
neglect the learned concept when integrating it into new prompts. This issue arises from the slow
update of the textual embedding relative to the U-Net. As illustrated in Figure 4, the learned textual
embedding remains very close to its initial state. Furthermore, we calculate the cosine similarity
between the learned and initial embeddings, which averages about 0.9997, indicating that TI+DB
still suffers from insufficient learning of the embedding alignment.

4.2 AttnDreamBooth

To address the issues described in Section 4.1, we propose a method named AttnDreamBooth,
inspired by two key observations. First, while Textual Inversion often fails to capture the subject
identity and tends to overfit the embedding alignment for the new concept, it can effectively learn the
embedding alignment in the very early stages of optimization. However, at these early stages, the
model only learns a coarse cross-attention map for the new concept. Second, although DreamBooth
fails to learn the embedding alignment, it can accurately capture the subject identity. Based on these
observations, we propose to decompose the personalization process into three training stages: 1)
learning the embedding alignment; 2) refining the attention map; and 3) acquiring the subject identity.
An overview of our proposed AttnDreamBooth is illustrated in Figure 3.

Learning the Embedding Alignment. As previously stated, learning the embedding alignment
for the new concept is critical for properly allocating the cross-attention maps for novel prompts,
which in turn influences the text alignment of the personalized generation results. To achieve this,
we optimize the input textual embedding of the text encoder, since the text encoder manages the
contextual understanding of the prompt. However, as analyzed in Section 4.1, this approach is prone
to overfitting the embedding, leading to an embedding misalignment issue. Therefore, our objective
at this stage is to learn the embedding alignment while minimizing the risk of overfitting. To this
end, we adapt Textual Inversion [24] with three main modifications. First, we significantly reduce the
number of optimization steps (to 60 steps in our experiments) and lower the learning rate (to 10−3).
Second, we introduce a cross-attention map regularization (see Section 4.3) to guide the learning of
the cross-attention map. Third, to facilitate the incorporation of the cross-attention map regularization,
we set the training prompt as “a photo of a [V] [super-category]”. To prevent overfitting, we stop
the optimization at very early stages, thereby resulting in a coarse cross-attention map for the new
concept, as depicted in Figure 5. A full analysis of attention map allocations for each token is
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Input Prompt Stage 1 Stage 2 Stage 3

A [V] toy
inside a box

Figure 5: Results after each training stage. We present the generations along with the attention
maps of “[V]” for each stage. In stage 1, the model properly aligns the embedding of [V] with other
tokens, “inside a box”, but learns a very coarse attention map and subject identity. In stage 2, the
model refines the attention map and subject identity. In stage 3, the model accurately captures the
identity of the concept.

presented in Appendix E. The cross-attention map, as well as the subject identity, are addressed in
subsequent steps.

Refining the Cross-Attention Map. To mitigate the embedding misalignment issue, our model
initially learns a relatively coarse cross-attention map for the new concept. At this stage, we focus on
refining the cross-attention map. Since these attention maps are embedded within the cross-attention
layers, inspired by Custom Diffusion [50], we fine-tune all the cross-attention layers in the U-Net.
Additionally, we employ the proposed cross-attention map regularization (see Section 4.3) to aid in
refining the attention map. Furthermore, we keep the textual embedding and the text encoder fixed to
prevent further embedding misalignment.

Capturing the Subject Identity. As illustrated in Figure 5, the previous stage produces images
that are similar to the target concept but still exhibit significant distortions. Therefore, in the third
stage, following DreamBooth [71], we unfreeze all layers of the U-Net to more accurately capture
the subject identity of the target concept. We choose not to adopt the prior preservation loss [71], as
we empirically find that it leads to poor identity preservation and requires significantly more training
steps. A detail discussion of our models with or without the prior preservation loss could be found in
Appendix H. Moreover, similar to the previous stage, we keep the textual embedding and the text
encoder fixed to prevent embedding misalignment, and we continue to apply the cross-attention map
regularization to guide the learning of the attention map.

4.3 Cross-Attention Map Regularization

We set the training prompt as “a photo of a [V] [super-category]”, where [V] and [super-category]
denote the tokens for the new concept and its super-category, respectively. To enhance the learning
of the attention map, we introduce a regularization term that encourages similarity between the
attention maps of [V] and [super-category]. This regularization term serves two purposes. First,
since the new concept and its super-category belong to the same object category, the attention map
of the super-category token can serve as a reference for the new concept. Second, since [V] and
[super-category] are used together to describe the new concept when integrating it into new prompts,
the attention maps of [V] and [super-category] should refer to the same region.

Formally, for the 16 attention maps {M1,M2...,M16} from 16 different cross-attention layers, we
minimize the squared differences in the mean and variance of the attention map values for [V] and
[super-category] as follows:

Lreg = λµ

[
µ(MV

1:16)− µ(M category
1:16 )

]2
+ λσ

[
σ2(MV

1:16)− σ2(M category
1:16 )

]2
, (2)

where µ(M1:16) and σ2(M1:16) denote the mean and variance of all the values across the 16 attention
maps, respectively. This constraint helps ensure that the new concept exhibits a similar level of
concentration or dispersion in the attention map as the super-category token. Note that we avoid
directly applying the constraint to the attention map values themselves because we empirically find
that such a constraint is too restrictive and difficult to optimize.
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Input TI+DB NeTI ViCo OFT Ours

An oil painting
of a [V] sloth

dressed as
a musketeer

in an old
French town

A [V] doll as
a Jedi casting
a long shadow

in a sunlit,
empty desert

A [V] fluffy
walking in
the rainy
streets

Light seeps out
from the inside
of a clear [V]

teapot under the
moonlight on
a serene beach

A painting of
a [V] toy

floating on
the lake under
the full moon’s

glow in the
style of Monet

Figure 6: Qualitative comparison. We present four images generated by our method and two images
from each of the baseline methods, including TI+DB [24, 71], NeTI [1], ViCo [30], and OFT [64].
Our method demonstrates superior performance in text alignment and identity preservation compared
to these baselines.
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Input Sample

A black [V]
toy wearing

sunglasses on
the beach

A [V] toy wearing
a chef hat in a

kitchen with meat
and vegetables on

the table

A [V] toy
wearing a

police cap in
a police car

A [V] toy as a
priest in blue robes

in the cathedral

App icon of a
laughing [V] toy

Input Sample

A purple [V]
furby under the
mystical aurora

borealis in a
remote Arctic

landscape

A red [V] furby
against the back-
drop of a futuri-
stic cityscape at

night illuminated
by neon lights

A [V] furby amidst
a bustling street

market surrounded
by vibrant colors

and textures

A black [V]
furby bathed in
the golden light

of sunset at a
serene beach

A yellow [V] furby
on a cobblestone
street in an old
European town,
with historical

architecture

Input Sample

A [V] bear atop
a high cliff
overlooking
stormy seas

A [V] bear
surrounded by

fluttering butterflies
in a meadow

A [V] bear in
the reflection
of a cracked

antique mirror

A [V] bear
perched on a
city rooftop

at sunset

A [V] bear
floating in the
weightlessness

of space

Figure 7: Examples of personalized generations obtained using AttnDreamBooth.

5 Experiments

In this section, we first present the implementation details of our method. Subsequently, we evaluate
its performance by conducting a comparative analysis with four state-of-the-art personalization
methods. Lastly, we conduct an ablation study to demonstrate the effectiveness of each sub-module.

5.1 Implementation and Evaluation Setup

Implementation Details. Our implementation is based on the publicly available Stable Diffusion
V2.1 [70]. The textual embedding of the new concept is initialized using the embedding of the
super-category token. We keep a fixed batch size of 8 across all training stages but vary the learning
rates and training steps. Specifically, we train with a learning rate of 10−3 for 60 steps in stage 1,
followed by a learning rate of 2× 10−5 for 100 steps in stage 2, and conclude with a learning rate
of 2× 10−6 for 500 steps in stage 3. λµ and λσ are set to 0.1 and 0 in stage 1, respectively, and are
adjusted to 2 and 5 in subsequent stages. All experiments are conducted on a single Nvidia A100
GPU. The training process of our method takes about 20 minutes to learn a concept.

Evaluation Setup. We compare our method with four state-of-the-art personalization methods,
including TI+DB [24, 71], NeTI [1], ViCo [30], and OFT [64]. The implementation details of the
baseline methods are provided in Appendix A. We collect 22 concepts from TI [24] and DB [71]. For
the quantitative evaluation, each method is evaluated using a set of 24 text prompts, see Appendix B
for a complete list. These prompts cover background change, environment interaction, concept color
change, and artistic style.

5.2 Results

Qualitative Evaluation. In Figure 6, we present a visual comparison of personalized generation for
various concepts. We employ a set of complex prompts for evaluation, where one prompt simultane-
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Table 1: Quantitative comparisons. “Iden-
tity” denotes the identity preservation, and
“Text” denotes the text alignment.

Methods Identity↑ Text↑
TI+DB [24, 71] 0.7017 0.2578
NeTI [1] 0.6901 0.2522
ViCo [30] 0.7507 0.2106
OFT [64] 0.7257 0.2445

Ours-fast 0.7268 0.2536
Ours 0.7257 0.2532

Table 2: User study. We asked the participants to
select the image that better preserves the identity and
matches the prompt.

Baselines Prefer Baseline Prefer Ours

TI+DB [24, 71] 32.0% 68.0%
NeTI [1] 20.6% 79.4%
ViCo [30] 16.6% 83.4%
OFT [64] 22.4% 72.6%

ously incorporates several editing elements such as style change (e.g., “oil painting”), scene change
(e.g., “old French town”), and appearance change (e.g., “dressed as a musketeer”). As observed,
ViCo tends to overfit the new concept, failing to compose it in novel scenes or styles. Conversely,
TI+DB sometimes overlooks the learned concept, producing images that solely reflect other prompt
tokens. NeTI and OFT also struggle to achieve text-aligned generations, especially when the prompts
are complex. Our method, AttnDreamBooth, is the only method that successfully generates identity-
preserved and text-aligned personalized images for these complex prompts. Figures 1 and 7 show
more personalized generations using complex prompts from our method. Additional qualitative
results can be found in Appendix C.

Quantitative Evaluation. We conduct a quantitative evaluation of each method in terms of identity
preservation and text alignment. Identity preservation is measured by the cosine similarity between
the CLIP [65] embeddings of generated and real images, while text alignment is measured by the
cosine similarity between the CLIP embeddings of generated images and their corresponding prompts.
Each method is evaluated using 24 text prompts, generating 32 images per prompt. The results are
presented in Table 1. TI+DB excels in text alignment but performs poorly in identity preservation.
This is consistent with the qualitative observation that TI+DB often neglects the learned concept
and generates images based solely on other prompt tokens. In contrast, ViCo achieves the best
identity preservation but ranks lowest in text alignment, indicative of its tendency to overfit the
new concept. Besides these two extreme cases, our approach exhibits superior performance in both
identity preservation and text alignment.

Fast Version of Our Method. The average training time using our method is about 20 minutes. To
reduce the training time, we developed a fast version of our method by increasing the learning rate
while simultaneously decreasing both the training steps and the batch size for the third training stage.
Originally, this stage involves performing 500 steps with a learning rate of 2 × 10−6 and a batch
size of 8. The fast version now completes training in just 200 steps with a learning rate of 1× 10−5

and a batch size of 4. These adjustments significantly reduce the training time from 20 minutes to
an average of 6 minutes. Interestingly, this fast version maintains performance comparable to our
original model, likely because the first two stages provide a convenient starting point, allowing for
a higher learning rate in the third stage. Notably, the fast version performs similarly to the original
model on short prompts, as shown in Table 1, but it shows slight degradation on complex prompts, as
depicted in Figure 10.

User Study. We further evaluate our method by conducting a user study. Personalized images
are generated using various prompts and concepts for each method. In each question of the study,
participants are presented with an input image and a text prompt, along with two generated images:
one from our method and another from a baseline method. Participants are asked to select the image
that better achieves identity preservation and text alignment. We collected a total of 700 responses
from 35 participants, as presented in Table 2. The results demonstrate a clear preference for our
method.
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Input Prompt w/o Stage 1 w/o Stage 2 w/o Stage 3 w/o Reg Full
An oil painting
of a [V] sloth

dressed as
a musketeer

in an old
French town

A painting of
a [V] fluffy
in the style
of Monet

Figure 8: Ablation study. We compare models trained without optimizing the textual embedding
(w/o Stage 1), without fine-tuning the cross-attention layers (w/o Stage 2), without fine-tuning the
U-Net (w/o Stage 3), and without the cross-attention map regularization (w/o Reg). As can be
observed, all sub-modules are essential for achieving identity-preserved and text-aligned personalized
generations.

5.3 Ablation Study

In this section, we evaluate the effectiveness of each sub-module within our framework. Specifically,
we conduct an ablation study by separately removing each training stage or the attention map
regularization term. Figure 8 presents a visual comparison of personalized images generated by each
variant. The results indicate that all sub-modules are crucial for achieving identity-preserved and text-
aligned personalized generations. Specifically, the model without optimizing the textual embedding
(w/o Stage 1) tends to neglect the learned concept or generate it with significant distortions due to
insufficient learning of the embedding alignment. Models without fine-tuning the cross-attention
layers (w/o Stage 2) or without the regularization term (w/o Reg) suffer from degraded text alignment
or identity preservation. The model without fine-tuning the U-Net (w/o Stage 3) leads to significant
degradation in identity preservation. Additional ablation study results are provided in Appendix F.
Similar behavior is observed in the quantitative ablation study, as detailed in Table 4.

6 Conclusions and Limitations

In this paper, we identified and analyzed the embedding misalignment issue encountered by Textual
Inversion and DreamBooth. Our proposed method, named AttnDreamBooth, addresses this issue by
decomposing the personalization process into three stages: learning the embedding alignment, refining
the attention map, and acquiring the subject identity. AttnDreamBooth enables identity-preserved
and text-aligned text-to-image personalization, even with complex prompts.

In our experiments, we used consistent training steps across different concepts; however, we observed
that performance could be further improved by tuning the training steps for specific concepts. This
limitation might be addressed by adopting adaptive training strategies, which we leave for future
work. A second limitation is that our three-stage training method requires approximately 20 minutes
on average to learn a concept, as it involves fine-tuning all parameters in the U-Net for 500 steps. To
mitigate this, we introduced a fast version that reduces the training time to approximately 6 minutes
while still maintaining performance comparable to the original model.
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A Implementation Details of Baselines

We compare our method with four baseline methods, including TI+DB [24, 71], NeTI [1], ViCo [30],
and OFT [64]. For TI+DB, we implement it based on the diffusers library [80] without employing
the prior preservation loss. We perform 660 training steps, which matches the total number of steps
for our method, with a learning rate of 2× 10−6 and a batch size of 8. For the other baselines, we
use the official implementations and follow the hyper-parameters described in their papers.

In the Appendix, we further compare our method with four other baseline methods, including
DreamMatcher [58], FreeCustom [19], SuTI [10], and Instruct-Imagen [35]. For DreamMatcher and
FreeCustom, we use their official implementations. Due to the unavailability of open-source models
for SuTI and Instruct-Imagen, we rely on the examples provided in their papers for comparison.

B Text Prompts

In Table 3, we list all 24 text prompts used in the quantitative evaluation. These prompts cover a
range of modifications, including background change, environment interaction, concept color change,
and artistic style.

C Additional Qualitative Results

In Figures 9, 10, and 11, we provide additional qualitative comparisons to the baseline methods
across a wide range of prompts. Furthermore, Figure 12 presents a qualitative comparison of our
method with Textual Inversion (TI), DreamBooth (DB), and two different configurations of TI+DB:
1) first TI and then DB (TI→DB), and 2) first DB and then TI (DB→TI). In Figure 13, we provide
additional qualitative results generated by AttnDreamBooth.

D Single Image Personalization

In this section, we compare AttnDreamBooth with the baseline methods when only a single image
is used for training. In Figure 14, we present the generation results of each method under this
challenging setting. Our method demonstrates superior text alignment and identity preservation
compared to the baselines.

E Attention Maps for Each Token

In the main text, we provide the cross-attention maps of Textual Inversion and DreamBooth in
Figure 2 and the cross-attention map of “[V]” for each stage in Figure 5. To vividly demonstrate the
efficacy of our method in training the cross-attention layer, we present the generated images along
with the cross-attention maps for each token in the prompt in Figure 15. As can be seen, our method
accurately assigns the attention maps for each token, demonstrating correct embedding alignment for
the new concept.

F Additional Ablation Study

In Figure 16, we provide additional ablation study results for each variant of our method. Table 4
presents the quantitative results of our ablation study. Specifically, the model without Stage 1 achieves
better text alignment but significantly poorer identity preservation compared to the full model. This
is because, without sufficient training of the textual embedding, the model tends to overlook the
learned concept or generate it with significant distortions. Please note that the text alignment score is
calculated without considering the new concept; therefore, omitting the new concept can inadvertently
boost this score. Similarly, models without Stage 2 or Stage 3 also exhibit higher text alignment
scores but lower identity preservation scores, due to insufficient learning of the attention maps and the
subject identity, respectively. Additionally, the model without the regularization term shows degraded
text alignment.
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G Different Version of Stable Diffusion

A visual comparison between our models with SD1.5 or SD2.1 is presented in Figure 17. As shown,
the model with SD2.1 achieves superior performance in text alignment and identity preservation.
Nevertheless, our method is also effective for SD1.5, and it outperforms the baseline methods.

H Prior Preservation Loss

We present a visual comparison between models with or without the prior preservation loss in
Figure 18. The results show that incorporating the prior preservation loss leads to degradation in
identity preservation.

I User Study

As described in Section 5.2, we conducted a user study to evaluate our method against the baseline
methods. Here, we present the details of this user study. Figure 19 shows an example question from
the user study. Given a concept image and a text prompt, along with two generated images (one from
our method and another from a baseline method), participants were asked to select the image that
better preserves the identity of the concept image and aligns with the text prompt. The results are
presented in Table 2.

J Societal Impact

Similar to existing text-to-image personalization techniques, our approach provides broader users
access to effectively fine-tuning large-scale pre-trained diffusion models. By enabling users to
personalize these models with their own data, our approach can be used for numerous applications,
including image editing, artistic creations, and industrial production. However, the use of generative
techniques comes with risks, such as the creation of misleading or false information. To mitigate
these concerns, it is vital to develop effective methods for identifying fake generations [84, 15].

K Licenses for Pre-trained Models and Datasets

Our implementation is based on the publicly available Stable Diffusion V2.1 [70], which is under
the CreativeML Open RAIL++-M License. The datasets used for evaluation are from TI [24] and
DB [71]. The data from DB is under the Unsplash license, while the license information for the data
from TI is not available online.
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Table 3: The prompts used in the quantitative evaluation.

a photo of a [V] [category]
a photo of a [V] [category] in Times Square

a photo of two [V] [category] on a table
a [V] [category] in the jungle

a [V] [category] on a stone wall in the countryside
a [V] [category] on a brick pathway in a garden

a [V] [category] on a pile of fallen leaves in a forest
a [V] [category] at a picnic spot with a checkered blanket

a [V] [category] nestled among rocks
a [V] [category] inside a basket

a [V] [category] inside a metal cage
a [V] [category] drenched in the rainy streets

a [V] [category] in a grassy park with a sunglasses
a [V] [category] floats on the water
a [V] [category] covered by snow

a red [V] [category] wearing bowtie
a purple [V] [category]
a black [V] [category]

a [V] [category] latte art
pencil drawing of a [V] [category]
manga drawing of a [V] [category]

a watercolor painting of a [V] [category]
vector art of a [V] [category]

a painting of a [V] [category] in the style of Monet

Table 4: Quantitative ablation study.
Methods Identity Preservation↑ Text Alignment↑
W/o Stage 1 0.7031 0.2595
W/o Stage 2 0.7145 0.2541
W/o Stage 3 0.6821 0.2650
W/o Reg 0.7269 0.2502

Full Model 0.7257 0.2532
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Input TI+DB NeTI ViCo OFT Ours

In a futuristic
cityscape,

a [V] can is
transformed

into a robotic
entity, buzzing

with neon
lights and wires

An ice
sculpture of
a [V] bird
on a beach

at night
illuminated

by neon lights

A [V] bear is
building a

sandcastle on
a sunny beach

while tiny crabs
scuttle around
and seagulls
fly overhead

A plant
grows in a
broken [V]

pot

A green [V]
bowl full of
milk on a

cobblestone
street in an

old European
town

Figure 9: Additional qualitative comparison. We present four images generated by our method and
two images from each of the baseline methods, including TI+DB [24, 71], NeTI [1], ViCo [30], and
OFT [64]. Our method demonstrates superior performance in text alignment and identity preservation
compared to these baselines.
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Input DM FreeCustom Ours-fast Ours

An oil painting
of a [V] sloth

dressed as
a musketeer

in an old
French town

A [V] doll as
a Jedi casting
a long shadow

in a sunlit,
empty desert

A [V] fluffy
walking in
the rainy
streets

Light seeps out
from the inside
of a clear [V]

teapot under the
moonlight on
a serene beach

A painting of
a [V] toy

floating on
the lake under
the full moon’s

glow in the
style of Monet

Figure 10: Qualitative results of the fast version of our method, compared with DreamMatcher
(DM) [58] and FreeCustom [19].
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Input SuTI Ours Input SuTI Ours

“[V] under the stage lights” “[V] eating ice-cream in a bowl”

“[V] with silver-tipped toes “A back view of [V] watching
kicking a football” a TV show about birds”

Input Instruct-Img. Ours Input Instruct-Img. Ours

“[V] reading a book “[V] sniffing a berry bowl”
with a pink glasses on”

Figure 11: Qualitative comparison to SuTI [10] and Instruct-Imagen [35] using the examples from
their papers.

Input TI DB TI→DB DB→TI Ours

“An oil painting of a [V] sloth dressed as a musketeer in an old French town”

“A [V] doll as a Jedi casting a long shadow in a sunlit empty desert”

“Light seeps out from the inside of a clear [V] under the moonlight on a serene beach”

“A [V] fluffy walking in the rainy streets”

Figure 12: Qualitative comparison of our method with Textual Inversion (TI), DreamBooth (DB),
and two different configurations of TI+DB: 1) first TI and then DB (TI→DB), and 2) first DB and
then TI (DB→TI).
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Input Sample

A purple [V]
bear writing a
paper in the

conference room

A red [V] bear
holding up his
accepted paper
in the jungle

A black [V]
bear sitting on
his suitcase at

the airport

A [V] bear
presenting a
poster at a

conference with
people around

A [V] bear
delivering

his graduation
speech at

the podium

Input Sample A cube
shaped [V] pot

A [V] pot
made out of
pure gold

with a metallic
luster

A clear [V] pot
full of milk

A plant
grows in a

broken [V] pot

Water pouring
out of

a [V] pot

Input Sample

A [V] clock
floating on the

water with
cyberpunk

cityscape in
the background

A [V] clock
in a whimsical,

enchanted forest,
surrounded by
fairies and soft
magical light,

fantasy
illustration

A [V] clock
illuminated by
the soft glow
of a candle,

nears a
window on a
rainy night

A [V] clock
embedded in
the bark of an

ancient oak tree
with sunset in

the background

A [V] clock
in an ancient
library with

books scattered
around

Input Sample

A [V] dog
surfing on a

wave, wearing
a floral lei

A [V] dog
floating on the
water, wearing

sunglasses

A wet [V] dog
drenched in the

rainy streets

A [V] dog
covered by

snow in
New York city

A [V] dog
burns in the

fire in a
burning wood

Input Sample

A [V] dog
lounging in a

hammock on a
tropical beach,

wearing
sunglasses

A [V] dog
wearing a life

jacket on
a boat

A [V] dog
caught

in a gentle
snowfall in

a serene winter
landscape

A [V] dog
amidst the ruins
of an ancient,

forgotten
civilization

A [V] dog
nestled within
a vibrant coral

reef underwater

Figure 13: Additional qualitative results by AttnDreamBooth.
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Input TI+DB NeTI ViCo OFT Ours

A [V] bird is
perched on the
branch of an

aged oak tree,
watching the

sunrise

A [V] bear in
a hammock

strung between
two palm trees,
swaying gently
in the tropical

breeze

A [V] wolf is
reading a

book with a
cup of hot

cocoa
nearby

A [V] clock
latte art

A [V] bird
float on the

water

Figure 14: Single image personalization results. We present four images generated by our method
and two images from each of the baseline methods, including TI+DB [24, 71], NeTI [1], ViCo [30],
and OFT [64]. Our method shows better text alignment and identity preservation than the baselines.
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Input Stage 1

Output “a” “[V]” “toy” “inside” “a"" “box”
Stage 2

A [V] toy
inside a

box
Output “a” “[V]” “toy” “inside” “a"" “box”

Stage 3

Output “a” “[V]” “toy” “inside” “a"" “box”

Figure 15: The attention maps for each token after each training stage.

Input w/o Stage 1 w/o Stage 2 w/o Stage 3 w/o Reg Full Model

A [V] toy as
a priest in
blue robes,

in the
cathedral

A [V] doll
as a Jedi
casting a

long shadow
in a sunlit,

empty desert

Figure 16: Additional ablation study results.

Input NeTI ViCo OFT Ours-SD1.5 Ours-SD2.1

“An oil painting of a [V] sloth dressed as a musketeer in an old French town”

“A painting of a [V] toy floating on the lake under the
full moon’s glow in the style of Monet”

Figure 17: Results of our model using SD1.5.
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Input With prior preservation loss Without prior preservation loss

“An oil painting of a [V] sloth dressed as
a musketeer in an old French town”

“A [V] doll as a Jedi casting a long shadow in a sunlit empty desert”

Figure 18: Results of our models with or without the prior preservation loss.

Figure 19: An example question of the user study. Given a concept image and a text prompt, along
with two generated images, participants are asked to select the image that better preserves the identity
of the concept image and aligns with the text prompt.
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: The main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We have discussed the limitations of our method in Section 6.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [NA]
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Justification: There is no theory in this paper.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: We have provided the implementation details of our method in Section 5.1.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [Yes]

Justification: We have made the code publicly available with sufficient instructions.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: We have provided the experimental details in Sections 5.1, A, and B.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment Statistical Significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [NA]

Justification: Error bars are not applicable to the experiments conducted in this paper. The
qualitative comparison is the most important evaluation for this paper.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
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• It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

• It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: We have provided the information on the computer resources in Section 5.1.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: Our paper conforms to the NeurIPS Code of Ethics.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader Impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: We have discussed the potential impacts of our work in Section J.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: We do not release data or pre-trained models.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: We have discussed the licenses of existing assets in Section K.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [NA]
Justification: This paper does not release new assets.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [Yes]
Justification: We have provided the full text of instructions given to participants and screen-
shots in Section I.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [No]
Justification: In our country, there is no equivalent organization for research with human
subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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