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Abstract

In online learning, a decision maker repeatedly selects one of a set of actions,
with the goal of minimizing the overall loss incurred. Following the recent line
of research on algorithms endowed with additional predictive features, we revisit
this problem by allowing the decision maker to acquire additional information on
the actions to be selected. In particular, we study the power of best-action queries,
which reveal beforehand the identity of the best action at a given time step. In
practice, predictive features may be expensive, so we allow the decision maker
to issue at most k such queries. We establish tight bounds on the performance
any algorithm can achieve when given access to k best-action queries for different
types of feedback models. In particular, we prove that in the full feedback model, k&
queries are enough to achieve an optimal regret of © (min{+/T’, T/x}). This finding
highlights the significant multiplicative advantage in the regret rate achievable with
even a modest (sublinear) number k& € Q(\/T ) of queries. Additionally, we study
the challenging setting in which the only available feedback is obtained during the
time steps corresponding to the k best-action queries. There, we provide a tight
regret rate of ©(min{7/v%&, T*/k?}), which improves over the standard ©(T/V%)
regret rate for label efficient prediction for k € Q(T7%?).

1 Introduction

Online learning is a foundational problem in machine learning. In its simplest version, a decision
maker repeatedly interacts with a fixed set of n actions over a time horizon 7'. At each time, the
decision maker needs to choose one of a set of actions; subsequently, it receives an action-dependent
loss and observes some feedback. These loss functions are generated by an omniscient (but oblivious)
adversary and are only revealed on-the-go. The goal of the decision maker is to design a learning
algorithm that achieves small regrer with respect to the best fixed action in hindsight, i.e., the difference
between the decision maker’s loss and that of the fixed action. Several online learning algorithms
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have been developed, characterized by optimal instance-independent regret bound, depending on the
feedback model [Cesa-Bianchi and Lugosi, 2006, Slivkins, 2019].

Following the recent literature on algorithms with machine learning-based predictions (see, e.g., the
survey by Mitzenmacher and Vassilvitskii [2020]), we study the case where the learner is allowed
to issue a limited number of best-action queries to an oracle that reveals the identity of the best
action for that step, so that the learner can choose it. This setting is motivated by scenarios in
which obtaining accurate predictions on the optimal choice among numerous actions is possible but
comes with significant costs and time constraints. For instance, consider an online platform that
continuously moderates posted content (e.g., Meta [Meta, a,b] or Google [Google]), and the online
learning problem it faces: posts are generated one after the other, and the platform’s task consists
in deciding whether or not to flag the content as harmful. In this application, the platform may
do so via (i) content moderation actions that are based on (expert) human reviews (that plays the
role of best-action queries), and (ii) automated content moderation decisions, i.e., decisions arising
by employing an online learning algorithm. Due to budget or time constraints, access to human
reviewing is a scarce resource, and the platform can only employ external reviewers at most & times.

While the idea of incorporating hints or queries into online learning models has already been studied
[e.g., Bhaskara et al., 2021b, 2023b], we are the first to study best-action queries. Bhaskara et al.
[2021b] focus on online linear optimization with full feedback, with a query model which outputs
vectors that are correlated with the actual losses. In the case of optimization over strongly convex
domains, the regret bound improves from /7" to log T, even for learners that receive hints for ol VT )
times. In an alternative model, Bhaskara et al. [2023b] studies comparison queries that allow the
decision maker to know in advance, at each time, which among a small number of actions has the best
loss. In this model, probing 2 arms is sufficient to achieve time-independent regret bounds for online
linear and convex optimization with full feedback, an in the stochastich multi-armed bandit problem.
Our model differs from previous ones in two directions: (i) the online learner issues at most & queries
(differently from Bhaskara et al. [2023b]), and (ii) these queries are purely ordinal and the domain is
not strongly convex® (so that the logarithmic bound in Bhaskara et al. [2021b] does not apply).

Another potential way of addressing how to efficiently using limited moderation is through the
abstention learning model, where the learner can "abstain" from making a decision and instead
use additional resources to receive the optimal response. This includes models like KWIK and
full-information models [Li et al., 2011, Sayedi et al., 2010, Zhang and Chaudhuri, 2016, Cortes
et al., 2018, Neu and Zhivotovskiy, 2020, Gangrade et al., 2021].

1.1 Our Model

In our model, an online learner repeatedly interacts with n actions over a time horizon 7T'. At the
beginning of each time ¢ € [T]", the learner chooses one of these actions i; and suffers a loss /;(i;)
generated by an (oblivious) adversary that may depend on both the action and the time; then, it
observes some feedback. In this paper, we allow the learning algorithm A to issue a best-action
query, for at most k out of T" times. When the learner issues a query, an oracle reveals the identity of
the best action at that time, 77, so that the learner can select it. The quality of a learning algorithm is
measured via the regret: the difference between its performance and that of the best fixed action in
hindsight. The regret of an algorithm A against a sequence of losses £ € [0, 1]"*7 reads

Rr(A.8) = 3 Ela(in)] - min 3 4(0).
] te[T]

te(T

where the expectation runs over the (possibly) randomized decisions of the algorithm. We are
interested in designing learning algorithms that perform well, i.e., suffer sublinear regret against all
possible sequences of losses. For this reason, we denote with Ry (\A) (without the dependence on £)
the worst-case regret of A: Rp(A) = sup, Rr(A, £). The minimax regret of a learning problem is
then the regret achievable by the best algorithm. In our paper we pinpoint the exact minimax regret
rates for the problems studied.

*The model with k actions can be captured by a linear function where each entry corresponds to the loss of a
specific discrete action, and the continuous action space is the probability simplex over the n discrete actions
(which is not strongly convex).

"We adopt the notational convention that [x] stands for the set of the first & natural numbers.
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For the sake of simplicity, we denote with L7 (%) the total loss incurred by action i over the whole
time horizon: L (i) = 3¢y €e(8). LP™ = 37,y Le(i7) denotes instead the sum of the minimum

loss actions at each time. Finally, L1 (Ay) = E | 3,7 £¢(i¢) | denotes the expected total loss of an
algorithm A;, issuing at most k best-action queries.

1.2 Our Results

Full feedback. We start with the full feedback (a.k.a. prediction with experts) where the learner
observes at each time the losses of all the actions after the action is chosen, i.e., all the loss vector
Ly = (£4(1),44(2),...,¢(n)) after action 4, is chosen. We obtain the following results:

* We show that by combining the Hedge algorithm with % queries issued uniformly at random
(Algorithm 1), we obtain a regret rate of O(min{v/T,7/k}), see Theorem 2.2.

* In Theorem 3.3, we complement this positive result with a tight lower bound: we design a
family of instances that forces every algorithm with & queries to suffer the same regret.

It is surprising that issuing a sublinear number of queries, say k = T for a € (1/2,1), yields a
significant improvement on the regret, which becomes T ~. Note, the total of the losses incurred
by any algorithm in k rounds is at most k, which only affects the overall regret in an additive way;
nevertheless, we prove that issuing & queries has an impact on the regret that is multiplicative in k.
For instance, T/ queries are enough to decrease the regret to 7'/%, which is well below the ©(+/T)
minimax regret for prediction with expert without queries [Cesa-Bianchi and Lugosi, 2006].

Label efficient feedback. We then proceed to study a partial feedback model inspired by the label
efficient paradigm [Cesa-Bianchi and Lugosi, 2006]. In the label-efficient prediction problem, the
learner only observes the losses in a few selected times. With label efficient feedback, the learner
only observes feedback during the k times where the best-action queries are issued (but only after
choosing the action). We obtain the following results:

* We modify the (label-efficient) Hedge algorithm [Cesa-Bianchi and Lugosi, 2006] to achieve
a regret rate of O(min{T/v&, T°/k2}), see Theorem 2.4,

* In Theorem 3.4, we show that it is not possible to improve on these rates: there exists
instances where all algorithms suffer Q(7/v&) regret if k € O(T*/?) or Q(T%/k2) if k €
Q(T*?).

We observe that our algorithms improve (for k € Q(T?)) on the regret rate of label efficient
prediction with k steps of feedback, which is of order ©(7/v%) [Chapter 6.2 in Cesa-Bianchi and
Lugosi, 2006]. Also in this case, we observe the surprising multiplicative impact on the regret of the
k queries. For instance, k = T"%/* queries (which impact on a total loss of the same order but leave
unaffected ©(T") rounds) are enough to achieve O(+/T) regret.

Stochastic i.i.d. setting. In Section B, we derive (up to polylogarithmic factors) the above results in
the stochastic setting, but with different algorithms. Namely, in full feedback, we show how Follow-
The-Leader [Auer et al., 2003] achieves regret ©(7/k) when k > Q(+/T), and ©(v/T) otherwise.
With label efficient feedback, Explore-Then-Commit [Perchet et al., 2015] achieves ©(7°/k2) when
k> Q(T%®), and ©(T/VF) otherwise.*

1.3 Technical Challenges

Issuing a best-action query has the effect of inducing a possibly negative instantaneous regret. In fact,
the benchmark that the algorithm is comparing against at time ¢ is the loss of the best fixed action
over the whole time horizon, which may naturally be larger, at time ¢, than the best action 7 in that
specific time. Overall, the magnitude of the total “negative” regret that is generated by k queries is at
most O(k), which is typically sublinear in T', and affects linearly on the overall regret. We prove that
this sublinear number of queries has a (surprising) multiplicative effect on the overall regret bound.

*We use O () to hide polylogarithmic terms in z.
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Our analysis reveals that any algorithm employing a uniform querying strategy can be characterized
by a total loss decomposed into two terms: a /7 fraction of the best dynamic loss, representing the
sum of the smallest losses at each time, and the total loss of the same algorithm operating without
queries, scaled by a factor of 1 — ¥/7. Additionally, within our proof, we conduct a more refined
analysis of the Hedge algorithm in the no-querying setting. Specifically, we can express the regret
as a function of the difference between the best dynamic loss and the best-fixed cumulative loss in
hindsight. This formulation demonstrates a noteworthy enhancement in regret rates compared to
the conventional bound of O(+/T') when the discrepancy between the best dynamic loss and the
best-fixed cumulative loss in hindsight is relatively small.

Concerning lower bounds, their construction is more challenging than their “no queries” counterpart.
In fact, we need to design hard instances against any query-augmented learning algorithm, and provide
tight bounds in both k£ and 7T'. The lower bounds we construct are stochastic, this implies that the
minimax regret we find are tight, even in the stochastic model, where the losses are drawn i.i.d. from
a fixed but unknown distribution. To exemplify this, let us consider the following natural instance,

which provides a simple proof of the Q( \/T) regret lower bound in the adversarial setting (without
queries). The instance is composed of two arms, whose rewards are i.i.d. Bernoulli distribution with
probability 1/2. Any learning algorithm achieves 7/2 regret, while the best-fixed arm in hindsight is

expected to achieve an extra @(ﬁ ) term.? Now, if the learner is given the power to issue (order of)
VT queries, then its regret naturally drops from (order of) v/T to constant.

2 Hedge with £ Best-Action Queries

In this section, we propose two algorithms that address online learning with full and label efficient
feedback. They are built by combining the Hedge algorithm [Chapter 2 in Cesa-Bianchi and Lugosi,
2006] to uniform queries. We start by presenting some known properties of Hedge (in full feedback)
that are crucial key for the main results of this section.

Lemma 2.1. Consider the Hedge algorithm Hedge, (£) run on loss sequence £ € [0, U1 with
learning rate n < /u. Then, for all action i € [n], it holds that,

1 = logn
< | L
~1-Uny <T(Z)+ U )

where LT(Hedge @) = 2 te(T)ie(n Pr(i) - 04(3) is the expected cumulative loss of Hedge,, (€) and

Ly (Hedge, (£))

L (i) is the cumulative loss of action i.

Proof. We have that, by definition,
W1 > wrg1(2)w (i) - exp ( nly(i ) H exp (7776,5 ) = exp <777I~/T(i)> .
te(T)

We also know that

Wen S Wi [ 1=n Y pei) - 6e(6) +0* > peli) - 7

i€[n]
Thus,

Wrpn<n- [T {1=n)0 ped)- 6@ +0* Y i) - ) |

te[T) 1€[n] i1€[n]

which combined with the earlier bound and taking logarithms of both sides (since they are both
positive), gives

—nLp(i) <logn+ Y log [ 1—n > pi(i)- L&) +n° > pili)

te[T) 1€[n] i€[n]

$This is a simple corollary of the expected distance of a random walk.
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<logn—m Z pe(i) - (i) + 1 Z pi(i) - 43 (i)

te[T],i€n] te[T],i€n]

<logn —(n—Un?) Z pu(i) - L),

te[T],i€[n]
The second inequality above follows from log(1 + z) < z for z € R, and the third by observing that
02(i) < Uly(i), since £4(i) € [0,U]. The lemma follows by rearranging the terms above. O

2.1 Full Feedback: An O(%) Regret Bound

Theorem 2.2. Consider the problem of online learning with full feedback and k best-action queries,
then there exists an algorithm Ay, that guarantees

Rr(Ag) < min{\/Tlogn, legn} .

We prove that Algorithm 1 exhibits the desired regret guarantees. In particular, as we illustrate next,
this algorithm performs uniform querying, i.e., they choose a uniformly random subset Q C [T] of
size k where to issue best-action queries. In the case of uniform queries, and when feedback and
action taken by the algorithm are not correlated, a useful simplification can be made.

Observation 2.3. Let Ay be an algorithm with no querying power, with full or label-efficient feedback.
Consider Ay, obtained from Ay by equipping it with k uniformly random queries across the time
horizon T or with an independent query on each step time step with probability */T. Similarly,
let i and i; be the actions selected by Ay and Ay, at time t. Then, for all adversarial sequences
£ € [0,1]"*T of action losses,

0] = (1 ) B [6GD)] + 5 Bl
forallt € [T), and thus

k k .
Lr(Ag) = (1 - T) - Lp(Ao) + T Lp™. (1)

Algorithm 1 Hedge with Best-Action Queries

1: Input: Sequence of losses ¢;(7) and query budget k € [T
: Sample k out of T time steps uniformly at random and denote this random set by )

: Setnzq/lo%whenkg\/T,otherwisen:%

2

3

4: Initialize wy (¢) = 1 for all i € [n]

5: fort € [T) do

6 ift € @ then

7 Observe i; = arg min;e(,) £4(7)
8 Select action 7

9: else
10: Let Wt = Zze[n] ’UJt(Z)
11: Select action ¢ with probability p;(i) = ijV(,i)

12: Observe £4(i) for all i € [n]
13: Update wy 1 (i) = w (i) - exp (—n(€ (i) — £(i7))) for all i € [n]

Proof of Theorem 2.2. Let us first note that Algorithm 1 without queries is an instantiation Hedge,, (0)
applied to losses £, (i) = £,(i) — £,(i}) € [0, 1]. Let this algorithm be denoted as .Ao. Then, applying
Lemma 2.1 and expanding the terms, we obtain
Lp(¢ logn Lpin
Lo(Ao) < 7 (i) gn  nLy
l—n nl-m) 1-n
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Let Ay, be Algorithm 1 with £ best-action queries. By Observation 2.3, specifically (1), it holds that
(L —¥1)Ly@i)  (L—Hr)logn n(l—Kr)LF" &

Lyp(Ag) < + - + . Lpn
7ie) 1-17 n(1—n) 1-7 T
. (1 —"*1)logn In—k . i . Tlogn
< Rp(Ag,i) < + Ly(i) — LT™) <minq /T logn, ——— >,
where the last inequality holds by setting = max {\ /logn /T k/T} O

Before proceeding further, let us provide some technical intuition of why Theorem 2.2 should hold.
The additive term % . L‘%‘i“ (given in Equation (1)) alters the choice of the learning rate, which is
allowed to be more aggressive, thus impacting the regret in a multiplicative way. To be more specific,

in the usual Hedge performance analysis, we do not care about the negative term 7717537 . This
negative term together with the additive % - L®i" term given by best-action queries allows us to set
the optimal 7 to be larger than the usual (order of) 1/v7. In other words, the additive impact of the

% - L™ term permits a multiplicative gain in regret as the learning rate 7 is modified and increased.

2.2 Label Efficient Feedback: An O(%) Regret Bound

We extend Algorithm 1 to a setting where feedback is given only during querying time steps, with the
only difference that the update rule is performed just after the querying time steps and nowhere else
across the time horizon. We prove the following theorem:

Theorem 2.4. For all adversarial sequences £ € [0,1]"*T of action losses and for all k >

\/ % — 1, in the label efficient query model, there exists an algorithm Ay, that guarantees

2
Rr(Ax) <2 min {TU 21(])5”, T };gn} .

Algorithm description. We first describe the algorithm A, we use: Let X; ~ Ber (¥/7) be a

Bernoulli random variable, for some k < k to be specified later. A issues a best action query
if, at time step ¢, X; = 1 and unless the query budget is exhausted. Once the query budget is
exhausted, the algorithm stops querying. Otherwise, it performs the usual update rule on losses
0 (i) = % < (£e(3) — Le(27)) - I{X; = 1}. The algorithm then simply selects action I; = 4y if
X; = 1 and action I; = 7 with probability p,(7) if X; = 0. Moreover, we denote by X<, =
(Xl,. . 7Xt)7ISt = (Il,. .. ,It).

For the sake of the analysis, we introduce another algorithm A/, which is the same as algorithm
Ay, with the only (but crucial) difference that it issues a query if and only if X; = 1, regardless of
whether or not query budget is exhausted. We thus bound the regret of A4, in terms of the regret of
Al

Lemma 2.5. For all adversarial sequences £ € [0,1]"*T" of action losses, in the label efficient query
model, algorithm A, guarantees

. [2logn T?logn
!
RT(Ak) S min {T ]% B T .

Proof. For algorithm A, we have that its counterpart without queries, Aj, is an instantiation
Hedge, (£), with £ = £. Thus, by Lemma 2.1, we obtain

PrA) = S puli) i) < — -(iT<i>+1°§”>, @)

T
te[T],i€[n] 1- &N
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as long as 17 < k/7. We now recognize that, since E {ét( )| X1, I<ie 1} = le(i) — £(i}), then

ZE[pt Feies] = 3wl (6i) - i)

i€[n] i€[n]

Therefore, by the tower property of expectation applied around (2), we have

Le(Ap) = 3B [mi) - 0n(i)] = Z peld) - (L(0) — £(i7))

i1€[n]

1 logn k logn T )
S T (LT(Z') — oy 28 ) < = . (LT(Z’) + 28 > — 1 pmin
1=gn U 7 k—Tn

where the last inequality holds since T'np < k. By Observation 2.3, we get
k k . logn Tk ki
(A/) (1_) .= . (LT(Z)+ g ) _ ( )anln_’_iL?ln’
T) k—-Tny Ui k—Tn T
which means that the regret is upper bounded by

klogn n —kk

7 2 17 ) 2
- 4 I (Lo(i) — L) < min { 7, | 22087 T7logn {1
n(k—Tn) T(k—1Tn) k k?

the latter case, that k — = > V2k. O

RT( ;@az) <

With this lemma, we are ready to prove Theorem 2.4, where we bound the regret of algorithm Ay.

Proof of Theorem 2.4. We consider event £ = {|Q| < k}, so that, slightly abusing notation, we
write the regret of algorithm A, as

Rr(Ay) =E [Rr(Ap) | €] PE]+E [Rr(Ay) | €] - P [E] SE[Rp(Ar) |E]+T-P[E].
To upper bound the second summand above, we have

_ )2
T~P[5]<T~exp<—2(k+;k)><T-;:1, A3)

by Hoeffding’s inequality applied on the binomial random variable |Q| with expectation k, and as
longaslgrz k— \/%—l—l.

For what concerns the first summand, we recognize that under event &£, Ay and Aj are exactly
the same algorithm. Thus, it holds that E [Rp(Ag,i) | €] = E[Rr(Aj, ) | £]. Moreover, if
E [Rr(Ay) | €] > 0, and since P [£] > 1 — 1/7, then

ros T ;o T . 2logn T?logn
< . < .
E [Rp(A),4) | €] < 71 Ry (A, 1) < T 1 mm{TU A ,

by Lemma 2.5. If, instead, E [RT (Ap) | € ] < 0, we also know that, by an identical derivation to (3),
E [Rr(Ag) | €] - P [E] > —1. Therefore,

T ;. T . 2logn T?logn
Elfr (A0 | €] < 75 - (Br( W”l)%_l'(mm{Tﬁ’ P }“)’

again by Lemma 2.5. Overall, we obtain

2
RT(Ak)§2.min{T\/21(;€gn,T};gn}. O
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3 Lower Bounds

In this section, we construct two of randomized instances of the learning problem, which induce
a tight lower bound on the minimax regret rates for both feedback models. We define the random
variables Z, as the feedback observed by the algorithm at the end of time ¢. In the full feedback
model, Z; = ¢, while in the label efficient setting, Z; = ¢; only if a query is issued at time ¢ (and Z;
is an empty n-dimensional vector otherwise). Furthermore, we denote with Z<, the array containing
the feedback 71, Zs, ..., Z; until time .

We start by describing the two stochastic instances, which are characterized by two distributions over
two losses. As a notational convention, we denote the losses with #;, and introduce two probability
measures P, P~ (and their corresponding expectations ET,E7). Let ¢, ¢ € [0, 1] be two parameters
we set later (with € < g), we have that the losses of the n = 2 actions are distributed as follows:

(1,1)  w.p. 3 under both P* and P~

(0,0) w.p. £ —2q under both P* and P~
0i(1),4,(2)) = ’ 2 .
(6:(1), £:(2)) (0,1)  w.p. ¢ + € under P* and w.p. ¢ — € under P~
(1,0) w.p. ¢ — ¢ under PT and w.p. ¢ + ¢ under P~

We now introduce and prove a general Lemma on the expected regret RfTE (Ayg) suffered by any
deterministic algorithm A, which issues at most k queries, against the i.i.d. sequence of valuations
drawn according to P*. Since we want a result that holds for both feedback models, we introduce the
random set F' which contains the times where 4 actually observes the losses; note, Ng = |F| is
equal to T in full feedback and to the number queries issued in the partial information model.

Lemma 3.1. For any determinstic algorithm Ay, which issues at most k best-action queries, we have:

T—k)e

Ri A + R(As) 2 exp (8 (Ve ) - L2 o o

Proof. The best action i* under P, respectively P~ is the first, respectively the second, one, with an
expected loss of

E* [6(i")] = 1 +q—e. 4)

On the other hand, the best realized action 4} yields an expected loss of
E* [6(i})] = E¥ [min{€,(1), £(2)}] = —(¢ — e). )
Moreover, if the algorithm chooses a suboptimal action i; # i*, its expected instantaneous regret is:
ET [6(2)] = ET [6:(")] = E7 [6(1)] - E7 [£:(i7)] = 2. (6)

Let now N, respectively N_, be the random variable that counts the number of times that Ay, selects
action 1, respectively 2, in times that are not in F’ (i.e., where the choice of 1 is not due to a query).
Combining (4),(5), and (6), we have the following:

R7(Ap) > BE Y “(Celie) — 6(6%) + Y (Celiy) — (%))

t¢F teF

— 2¢ - E* [Ny] - (¢ - )E* [Ny].
Since Np < k,and Ny + N_ < T — k, we have the following bound on the regret:
T—k

REA) 2 PN < TE T - e - o

T—-k

R, (Ag) > P~ {N+ > ] (T —k)e—(q—¢e)k.

Summing the above two expressions, we obtain

T—-k

RE(AR) + Ry (Ay) > (W {M < 2] +P- [N+ il

D (T - k)e — 2(q — ©)k.
@)
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At this point, we apply the Bretagnolle-Huber Inequality [Theorem 14.2 in Lattimore and Szepesvari,
2020] to bound the first term on the right-hand side of the above inequality:

Tk 1 _
} > 3 - exp (—’DKL <]P’}ST,]P’ZST>) ,

where IP% < 1s the push-forward measure on all the possible sequences of feedback observed by Ay

under P*. The lemma is concluded by combining the above inequality with the following claim, and
plugging it into (7).

Pt [N+ < } +P- [N+ >

P

ZST

Claim 3.2. It holds that Dy (IP’+

ZST’

) < %EJF [NF].

Proof. Let us observe that, once we fix the feedback history until time ¢ — 1, i.e., fix a realization of
the feedback Z<;_1, we have that

D1 (Pgt‘zgt—l’]}bzﬂzgt—l) =I{te F} - Dxw (]P}_t\tGF’PZHtGF) ’
where P}t Zer 7t
drawn according to Pt (respectively IP~), conditioning on the previous observations. The equality
above holds because (i) algorithm 4, observes feedback if and only ¢t € F' (by definition), and (ii)
Ay, is deterministic and whether or not ¢ € F' may only depend on the past. We now upper bound the
KL-divergence term above:

2e 2e
+ - _
Dk, (IPZHZSFI,IP’Z“ZSFJ =(q+e¢)-log (1 + . 5) +(g—¢)-log (1 - q+5>
2e  4e%q - 5%
g+e -7 ¢

) (respectively P ) is the push-forward measure over {0, 1}? when losses are

bl

<@+9) = —(a-9)

where the first inequality follows from log(1 + z) < z for all z € R, and the last holds as long as we
choose ¢ < %. To complete our derivation, we express the overall KL divergence exploiting the

tower property of conditional expectation:

5e2

DKL (]P)JZF<T’]P)2<T) = Z EJF [DKL (]P)}t‘z<t—1’]P2t|Z<t—l):| = 7]E+ [NF] !
N - te[T) - - q
where expectation is taken over all possible feedback realizations Z<;_1, and the last inequality
follows by earlier derivations. O
This concludes the proof of the lemma. O

We now show how to use the above lemma to derive the lower bounds. We start with full feedback.

Theorem 3.3. In the full feedback query model, for all k € [T'], we have the following lower bounds:

e For any algorithm Ay, that has access to k < coVT queries, it holds that Ry (Ay) > cog.
e For any algorithm Ay, that has access to k > coVT queries, it holds that Rp(Ay) > ¢ %

Where co = 1/(e8v5) and ¢ = 1/(320¢?) are universal constants.

Proof. In full feedback, the algorithm always observes the losses, so that the feedback variable
Z; = 4y and N = T. We prove the Theorem via Yao’s minimax Theorem: we prove that any
deterministic algorithm Ay, fails against the random instance composed as follows: with probability
1/2 the losses are drawn i.i.d. according to P™, otherwise, they are drawn i.i.d. according to P~. We
can then apply Lemma 3.1 and obtain that the expected regret of A, against such mixture is equal to

(T—k)e

5 20g—¢e)k. ¥

B [Re(A40)] = 5(RE(A) + R (Aw) 2 exp (-7
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Now, if k < cov/T, we set & = \/% and ¢ =  in (8) to get

1 vT VT VT
E[Rr(Ap)] = = (R} (Ax) + Ry (Ax)) > = > ;
[Rr(Ag)] 2( T (Ak) 7 (Ar)) > 25 E  1o5E 2 188
Otherwise, if k& > cO\/T, then consider the following choice of the parameters: € = —4016k + 3‘8;7{

_r2_ _ T 4e—1 (4e—1)? . . )
and ¢ = 5¢“T = 3500772 T Tooazs + 320e2T - Plugging these parameters in (8), we get:

4e
T +4e—1+(4e—2)2k T
©320e2k - 160e2 320e2T  ~ 320e2k’

E [Rr(Ay)] = %(R;(Ak) + R (A) > % _ 562k + (1 _ 1) ek

A similar analysis can be carried over for the label efficient setting.

Theorem 3.4. In the label efficient feedback model, for all k € [T), we have the following lower
bounds:

[

e For any algorithm Ay, that has access to k < co% queries, it holds that Ry (Ay) > co 1

5

* For any algorithm Ay, that has access to k > Co% queries, it holds that R (Ax) > ¢
Where cy = 1/(3v5) and ¢1 = 1/(320¢®) are universal constants.

Proof. In the label efficient feedback model, Z; is meaningful only for times in F'. We then prove
the result by Yao’s minimax principle, by showing that any determinisitic algorithm .4;, which issues
at most k queries suffers the desired regret against the instance that uniformly chooses between P™
and P~. We can apply Lemma 3.1 (nothing that Np < k) to get:

T —k)e

B [Re(40)] = 3R (A + B () 2 oxp (<20 ) 2 o

Once again, we have two cases. If & < ¢ %, we choose ¢ = \/2? and ¢ = % to get
[s}

1 T T T
E [Rr(Ap)] = = (RE(Ag) + Ry (Ag)) > - > :
Fr( A} = 5B (AW + e (AW)) 2 5 S8, ™ 4o = 1ok
Otherwise, if k£ > 00%, and we choose € = @ + ‘j%;kl and g = 5e*k = 323?%3 + (14660;2111-3 +
(glso%)]:,to obtain

E [Rr(Ap)] = %(R;(-Ak) + Ry (Ag)) > % — 5e2k2? 4 (1 — 41€> ek

17 N T(4e —1) (4 —1)? T2 -
T 320e2k2 160e2k 320e2 T 320e2k2°

4 Conclusions

Our work introduces best-action queries in the context of online learning. We provide tight minimax
regret in both the full feedback model and in the label efficient one. We establish that leveraging a
sublinear number of best action queries is enough to improve significantly the regret rates achievable
without best-action queries. Promising avenues for future research involve integrating best-action
queries with diverse feedback forms, extending beyond full feedback, such as bandit feedback, partial
monitoring, and feedback graphs (where, in particular, Lemma 2.1 does not hold). Moreover, our
work only studies the case where queries are perfect, i.e., the queried oracle gives the correct identity
of the best action at that time step with probability 1. Imagining a noisy oracle that gives the correct
identity of the best action only with probability 1/» + J is also an interesting future direction this
work leaves open.
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A  Omitted Proofs

A.1 Proof of Lemma 2.1

Lemma 2.1. Consider the Hedge algorithm Hedge, (€) run on loss sequence £ € [0, U]"*T with
learning rate n < 1/u. Then, for all action i € [n), it holds that,

- - 1 - logn
L7 (Hedge, (¢)) < 0 (LT(Z) + ; ) ,

where LT(Hedge ) = > te(T)iefn Pe(d) - (i) is the expected cumulative loss of Hedge,, (€) and

L (i) is the cumulative loss of action 1.

Proof. We have that, by definition,
Wri1 > wriq(2)ws (i) -exp( nly(i ) H exp (—nét ) = exp (—nf/T(i)) .
te[T]
‘We also know that

Wit SWi- [ L=n Y pi(i) - L@ +0° Y pili) -

1€[n]
Thus,

WT+1§”’H 1*7721915 +772Z]9t )

te(T] 1€[n] 1€[n]

which combined with the earlier bound and taking logarithms of both sides, gives

—nLT <logn+Zlog 1—7]Zpt +n22pt
te[T) i€[n] i€[n]
<logn—n >  p()-L@)+n* > p(i)-G(0)
te[T),i€n] te[T],i€[n]
<logn — (n—Un?) Z pe (i) - €4(3).
te[T),i€[n]

The second inequality above follows from log(1 + 2z) < z for z € R, and the third by observing that
02(i) < Ul(i), since £4(i) € [0, U]. The lemma follows by rearranging the terms above. O

B Best-Action Queries in the Stochastic i.i.d. Setting

In this section, we show how the results provided in Section 2 can be obtained in the stochastic i.i.d.
setting (defined next) using the Follow-The-Leader algorithm, albeit a suboptimal dependence in 7.

In the stochastic i.i.d. setting, each action is associated with a fixed but unknown distribution D;
supported in [0, 1]. Action i’s loss at time step ¢, Et( i), is drawn independently from distribution D;.
We denote with 1(i) the expected loss of action 7, and with i* = arg min;c[,,) 11(¢) be the action of
lowest expected loss. We measure the performance of a learning algorithm A, by considering its
regret with respect to the best action distribution:

= E[b(i) — (i)

te[T)

We denote by A; = u(i) — u(i*) be the gap between the expected loss of the best action and that
of action 4, and by ¥; = E [|£(¢) — £(i*)|] the expected absolute value of such gap (note, we omit
the dependence on time as the losses are drawn i.i.d. across time). Whenever the learner issues a
query, then the identity of the action 7} with best realized loss is revealed, so that the learner gets, in
expectation, E [¢;(i})] = E [min;e[,) £:()].
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B.1 Useful Facts and Observations

The following facts and simple results are particularly useful for analyzing algorithms in the stochastic
generation model.

Fact B.1 (Bernstein’s Inequality). Let Yi,...,Y,, be independent random variables such that
S E[Y,] =pand P[|Y,| < c] =1, forc > 0 and all T € [m)]. Then, for vy > 0, we have

=1
Y Y, —u>q| < SR S—
= f= ,Y] = ©xp ( 602 + 26’)/)

where 0> =Y " | E [Y?] - E [Y.]%. Moreover, when Y, ’s are also identically distributed, we have
2

o2 =m(E [Y?] —E[Y;]") < mE [|Y;]] = mW¥. Thus,

iY— > | <ex ,L
= R 6mv +2cy /)

Proposition B.2. Let T, n € N be the time horizon and number of experts respectively, with T > n—1.
For all distributions D; of actions losses, and any algorithm A, its regret is

P

P

T
k
Rr(Av) = Y Ay — 5 (T -4, ©

t=k+1
where U := E [|min; 4+ £(2) — £(i*)|] and A := E [min; 2 £(2) — £(i*)].
Proof. We first observe that, by the i.i.d. assumption, we can always make the algorithm query in the

first k& time steps, without losing generality. Therefore, as @ = {¢ | ¢ < k}, the algorithm suffers
E [min;ep, ¢¢(i)] in the first k time steps, which, by independence, gives

ZE {min Et(i)} =kE [min E(z)} .
i<k i€[n] i€[n]

We also have the following useful observation that allows us to rewrite the maximum in a convenient
form. Namely,

£(3*) + min £(7) — |min £(3) — £(i*)

. £ i£i*
£(i) = 10
min £(7) 5 (10)
The claim follows by the definitions of ¥ and A. O

Thus, in the stochastic case, the goal of a regret-minimizing algorithm is to minimize the first
summand above since the second is characteristic of the instance at hand.

Observation B.3. Let T,n € N be the time horizon and number of experts respectively, with
T > n — 1. For all distributions D; of actions losses, V; — A; < ¥ — A,

Proof. Since E [minc(, £(j)] < E [min{¢(i*), £(i)}] for all i € [n], we have

A-T=2FE [Jnelff}] 0(5) — E(z*)} < 2-E [min{l(i), £(:")} — £(i")] = A; — Ty,

where the last equality also follows from Equation (10) applied to actions ¢, ¢* only. O

B.2 Label Efficient Feedback:Explore-Then-Commit with Q(7%*) Best-Action Queries

We consider the label efficient feedback case first, where feedback is given only during querying time
steps. The techniques used in this section are key for the full feedback case, and easier to illustrate.

We provide a simple variation of the Explore-Then-Commit (ETC) algorithm Perchet et al. [2015]
that, in the first £ > Q(Tz/ %) time steps, is given free access to the identity of the best action before
committing to the action to select. We have the following theorem:
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Algorithm 2 Explore-Then-Commit with Best-Action Queries

Input: Sequence of losses ¢;(i) ~ D; and k € [T'] query budget
for ¢ € [T] do
if ¢ < k then
Observe iy = arg min;e(,) £4(7)
Select action 7
Observe ¢4(7) for all i € [n]
else
Select action j = arg min;e(y) fix ()

Theorem B.4. Let T, n € N be the time horizon and number of actions respectively, with T > n — 1.
For all distributions D; of actions losses, Algorithm 2 with query access k € [T /9] guarantees

. log 2nT o2nT2InT
< .
Rp(Ay) _mln{3T\/ T 2 }

We split the proof of this theorem in two lemmas that immediately imply it, one for & < 7*/* and one
otherwise.

Lemma B.5. Ifk < T°/?, then Ry(Ag) < ST\/@

Proof. For all actions ¢, we define the clean event as
& = {lpe (@) — p(i)| < e},

where € = 4/ %. Similarly, let £ be the intersection of all the &;’s for i € [n]. By Hoeffding’s
inequality [Equation (5.8) in Chapter 5 of Lattimore and Szepesvari, 2020], we have the following:

P [g] = ze[n]g Z P < 2n - CXp( 2]{}52) < 1
i€[n]

Consider now the expected instantaneous regret suffered by ETC at time ¢ + 1. We have two cases:
Either the clean event holds, so that the instantaneous regret is at most 2¢,, or it does not, in which
case the instantaneous regret is at most 1. By the law of total probability, we have the following:

E[lis1(ie) = L1 (0)] <P [E] +E [lrsa(ie) — Lea (§)|E) < 5 + 260 < 3er.

Summing the expected instantaneous regrets for all ¢ yields the desired bound of

log 2nT
Ry (Ay) < 3T/ 2
2k
as we use the lower bound ¥ — A > 0 to say that in the first & times the regret the algorithm suffers
is at most 0. O

Lemma B.6. If T*/* < k < 4T}, then Ry (Ay) < %TI:#
Proof. We start by showing the statement for 2 actions, and then generalize to n.

The case of 2 actions. Let us recall that, by Proposition B.2, we have

k
Rr(Ay) = [{t 2 k+1 i =2} - A= 5 (¥ - 2),

where we have assumed that ;1 < po, without loss of generality. We suffer positive regret in the last
T — k time steps when we select action 2 over 1, which happens if and only if fix (1) < fx(2). Hence,
the first summand of the above regret expression simply becomes A(T — k) - P [fx(2) < fax(1)].

Note that

P [k (2) < ik ( [Zﬁt ) = (2 ] :
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so if we define g; = ¢;(1) — £;(2), whose expected value is E [g;] = —A and P [|g¢| < 1] = 1, then,
by Fact B.8,

k k
P[thm] :P[th+kA>kA

t=1 t=1
k2A2
< =
= oxP ( Gk + 2I<:A>

kA2
< exp ‘m :

We distinguish two cases, namely 2\1, A S lnT and 2\1, A 1“T . In the latter case, we get that

k
Re(Ax) = AT = k) - P [ar(2) < (1) = 5 - (¥ = A)
kA2 k
< . _ _ . _
< AT exp( A 5 (T —A)
<AT-exp(—-InT)=A<1
Otherwise, we obtain that & > % . (% — ) and so

Ri(Ax) = AT~ k) - B [(2) < (V)] — & - (¥ — &)

<ar-t2. <’“A_3)

4 InT
T2 3T 27
< L 2=
- <k2 + 4k 16) InT
272 InT
<
< 2

The first inequality holds since the maximizing A = 47;k23k -In T, which is consistent with 0 < A <
U < 1since T2 <k < 4T /9.

Generalizing to n actions. We again assume that the first is the best action, and apply Proposi-
tion B.2, to obtain

Retd) = 3 {1 {m0) =m0 (60) - 01| - § -0 - )

t(i—{-l
_ k
— (1) YA, P[u<>>mjﬂwk<>}2'<wm
J#1
<730 Bul) = (D) - (- ),
J#1

which holds by the independence of realizations across time steps. Let us define g:(j) = £:(1) — £:(4),
so that, U; = E [|g:(j)|], E [g:(j)] = —A, and P [|g.(j)| < 1] = 1. Then, by Fact B.8, we obtain

oo 2ol < kA2
ZQt(J)f = exp —m :

t=1

P ik (5) = (1)) = P

Recall that, by Observation B.3, ¥ — A > W, — A;. Therefore, let us sum and subtract to the regret
upper bound the sum - 21V — Aj), and get

kA2 k

J#1
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k 1
Ty E'Z(‘I’j_Aj)—(‘I’—A)
i#1
kA? k
< . - (- A .
Z(TAJ exp( 2‘I’j+Aj> om (¥, AJ))
J#1

For each j # 1, an identical derivation to the one in the case of two actions would yield the same
regret rate, with k/n in place of k. Thus, overall, we obtain

onT?InT
k2 ’

which concludes the proof. O

Rr(Ag) <

B.3 Full Feedback: Follow-The-Leader with () (\/T) Best-Action Queries

We provide an algorithm that, equipped with best-action queries for k& time steps and with full

feedback, achieves regret O(7/k) for k > Q(+/T), and O(/T') otherwise. This means that, with the
addition of feedback, fewer queries are needed to switch to a much smaller regret rate.

The idea is to use the Follow-The-Leader paradigm Auer et al. [2003]. That is, we select the best

action in the first k time steps since queries give us its identity for free, and successively, we select

the action maximizing the empirical average so far, fi;_1 (i) = 25 - Zt;:ll £.(0).

Algorithm 3 Follow-The-Leader with Best-Action Queries

Input: Sequence of losses ¢;(i) ~ D; and k € [T'] query budget
for ¢ € [T] do
if ¢ < k then
Observe iy = arg min;e(,) £4(7)
Select action 7
Observe 44(2) for all i € [n]
else
Select action j = arg min,e(y,) fi¢—1(7)

We have the following guarantee:

Theorem B.7. Let T',n € N be the time horizon and number of actions respectively, with T > n — 1.
For all distributions D; of actions losses, Algorithm 3 with query access k > 2T guarantees

T
Ry (Ag) < min {3 2T log 2nT, 52} .

For our purposes, only a weaker version of Fact B.1 is needed:

FactB.8. LetY1,...,Y,, be i.i.d. random variables such that B [Y;] = —Ay, E[|Y;|] = Uy, and
P[|Y;| < 1] =1, for all T € [m]. Then, it holds that

m mAQ
P Y. >0| < ———Y
lz T_O] _exp( 2\Ily+Ay>

We split the proof of this theorem in two lemmas that immediately imply it, one for k& < 2v/T and
one otherwise. Next, we subsume the notation of Theorem B.7.

Lemma B.9. Ifk < 2V/T, then Ry (Ax) < 3v/2T log 2nT.

Proof. For all times ¢ and actions ¢, we define the clean event as

Eip = (I (1) — p()| < ei},
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where g, = 4/ 10%#. Similarly, let & be the intersection of all the &; ;’s for i € [n]. By Hoeffding’s
inequality [Equation (5.8) in Chapter 5 of Lattimore and Szepesvari, 2020], we have the following:

P (6] = P [Uicpar] < 3 B [£r] < 20 exp (-2t7) < L.
i€[n]

Consider now the expected instantaneous regret suffered by FTL at time ¢ + 1. We have two cases:
Either the clean event holds, so that the instantaneous regret is at most 2¢;, or it does not, in which
case the instantaneous regret is at most 1. By the law of total probability, we have the following:

E [€t+1(it> — €t+1(i)] § P [gt} + E [gt—o—l(it) — £t+1(i)|gt] S % + 2615 S 36,5.

Summing the expected instantaneous regrets for all ¢ yields the desired bound of

Rr(Ag) < 34/2T log2nT,

as we use the lower bound ¥ — A > 0 to say that in the first & times the regret the algorithm suffers
is at most 0. O

Lemma B.10. Ifk > 2V/T, then Rp(Ay) < 27T
Proof. We start by showing the statement for 2 actions, and then generalize to n.

The case of 2 actions. We again assume that p1; < uo without loss of generality. FTL’s regret, thus,
reads

T

Rr(A) =E | 37 (6(2) = (1)) - T{f-1(2) < nt_lm}] @ a)

=AY Pl < a0 - 5 (- A)

T
tA? k
§A~_Zexp(—2q,+A>—2-(\If—A), (11)

where the second equality follows from the independence of step ¢ from all the preceding steps, and

the inequality by Fact B.8. We distinguish three cases, namely 5 j x < %, 7 < Qq, A S lnT , and
Q‘ﬁ‘jA > M In the first case, we have that ¥ > A -(TA — 1) and so,
kA
T 3 27k
<=4t
— k2 64T
2T
< 7.
~k
where the second inequality follows since the A maximizing the expression is A = £ + 2. This

implies that ¥ > % — 35= + 57, which is consistent with 0 < A < ¥ < 1since k > 2VT.

In the last case, 2‘I/+A > lnT , we get

k
Rr(Ax) = AT = k) - P[-1(2) < fima (D] = 5 - (¥~ 4)
k
<AT~exp< 2\I/+A> 5 (T —-A)
< AT -exp(—InT) =
<1.
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< InL To this end, let us observe that, for all 7' > 2,

We are left to show the case where % <
it holds that

2\11+A
- eo(-))
Z exp| —— | <.
T
t=m-+1
for all 1 < m,r < T. This is the case because

T t efk/r _ efT/'r

Z exp | —— :7§re*k/”§r,
r el/r —1

t=m+1

since 1 + z < e” for all z € R. Therefore,

20 + Ak 4 k kA
R <A ———— — (V- A)=U. [ — — = 2+ —.
We distinguish two subcases: On the one hand, assume that A > %, then % — g < 0. Since
U > leﬁT £, we have

2InT 2

QkAi kA2 +%
InT 4InT 4

3InT 1 4 1 InT
g +4+m<8‘k>‘k'(16‘1)

InT
< b
- 2

Rr(Ay) < (WA>-<4]€>+2+I€A

IN

since the expression is maximized for A = 8+21}€‘T > k, as long as T' > 8. This implies that
U > MHT h;,?, which is consistent with 0 < A < ¥ < 1. On the other hand, A< 2, and thus

4 TA%2—A
X 2 > 0. We use that ¥ < ==, and get

TA?2 - A 4 Kk kA
<= = (Z_Z M=
RT(Ak)f 5 <A 2>+2+ 9
ETAZ  3kA
=2TA - —— + ==
o
~ k 16T
5T
<77
~ k

since the expression is maximized for A = % + 3= < 2. This implies that ¥ < 32 + 2 4+ 3. which
is consistent with 0 < A < ¥ < 1 since k > 2v/T.

Generalizing to n actions. The generalization is very similar to the one in the proof of B.4. Indeed,
the regret equals

;E[ {sti) < mingea (0 @) - )| - 5 -2 - )
j?ﬁl

Y YA P pea () < minges ()] < § (0 - )

t=k+1 j#1

IN

S YA Pl () < (1) - L woa

t=k+1 j#1
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<) A Z tA; _k (T —A)
= j T +A 2 :

j#1 t=k+1

where the last inequality follows by Fact B.8. Identically to the proof of Theorem B.4, we sum and
subtract the term - - > 21 (5 —Aj), and get

AQ
RT(Ak)SZ( Z exp( 2\Ilt+A ) ;.(QjAJ,)>

j#1 t=k+1

k 1
A ey ws

A1
tA? k

< 5w —ay)).
—Z< Z exP( 20 +A> on (Y AJ))

j#1 t=k+1

For each j # 1, an identical derivation to the one in the case of two actions would yield the same
regret rate, with k/n in place of k. Thus, overall, we obtain

onT
Rr(Av) < 7.

which concludes the proof. O

C Further Related Work

Correlated hints. A first model that is close to ours has been introduced by Dekel et al. [2017],
which studies Online Linear Optimization when the learner has access to vectors correlated with the
actual losses. Surprisingly, this type of hint guarantees an exponential improvement in the regret
bound, which is logarithmic in the time horizon when the optimization domain is strongly convex.
Subsequently, Bhaskara et al. [2020] generalize such results in the presence of imperfect hints, while
Bhaskara et al. [2023b] prove that Q(\/T) hints are enough to achieve the logarithmic regret bound.
While these works share significant similarities with ours, we stress that their results are not applicable
to the standard prediction with experts model, given the non-strong convexity of the probability
simplex over the actions.

Queries/Ordinal hints. Bhaskara et al. [2023b] studies online learning algorithms augmented with
ordinal queries of the following type: a query takes in input a small subset of the actions and receives
in output the identity of the best one. With this twist, it is possible to bring the regret down to O(1) by
observing only 2 experts losses in advance at each time. Although our best-action query is stronger
(as it compares all the actions), our learner is constrained in the number of times it can issue such
queries.

Algorithms with predictions. Other works that explore the interplay between hints and feedback
are [Bhaskara et al., 2021a, Shi et al., 2022, Cheng et al., 2023, Bhaskara and Munagala, 2023,
Bhaskara et al., 2023a]. More broadly, our work follows the literature on enhancing performance
through external information (predictions). This has been extensively applied to a variety of online
problems to model partial information about the input sequence that can be fruitfully exploited if
accurate for improving the performance of the algorithms. Examples include sorting [Bai and Coester,
2023], frequency estimation [Aamand et al., 2023], various online problems [Purohit et al., 2018,
Gollapudi and Panigrahi, 2019] such as metrical task systems [Antoniadis et al., 2023b,c], graph
coloring [Antoniadis et al., 2023a], caching [Lykouris and Vassilvitskii, 2021], scheduling [Lattanzi
et al., 2020, Jiang et al., 2022], and several others.

https://doi.org/10.52202/079017-1279 40426



NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes] .
Justification: Please refer to sections 2 and 3.
Guidelines:

¢ The answer NA means that the abstract and introduction do not include the claims
made in the paper.

 The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It s fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [NA] .

Justification: The paper has no significant limitation. Being theoretical in nature,
there is a set of model assumptions (see Question 3). The model is realistic as the
number of queries we can issue is limited. Moreover, if we supposed that the external
queries come from a human (which is true in many applications), we could assume
that these reviews are noiseless (see, e.g., https://transparency.meta.com/en-gb/
policies/improving/content-actioned-metric/https://transparency.
meta.com/en-gb/policies/improving/prioritizing-content-review/,
https://support.315google.com/adspolicy/answer/13584894). This, of
course, no longer holds when queries are generated by an external learning algorithm, where
some degree of noise is inevitable. Our current model does not account for potentially faulty
queries. Indeed, our algorithms “blindly trust” the query, and the bounds presented in our
analysis rely on the assumption that the query is perfect.

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

 The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

40427 https://doi.org/10.52202/079017-1279


https://transparency.meta.com/en-gb/policies/improving/content-actioned-metric/
https://transparency.meta.com/en-gb/policies/improving/content-actioned-metric/
https://transparency.meta.com/en-gb/policies/improving/prioritizing-content-review/
https://transparency.meta.com/en-gb/policies/improving/prioritizing-content-review/
https://support.315 google.com/adspolicy/answer/13584894

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes] .
Justification: Please refer to sections 2 and 3.
Guidelines:

* The answer NA means that the paper does not include theoretical results.

 All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [NA] .
Justification: The paper does not contain any experimental results.
Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.
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(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [NA] .
Justification: The paper does not contain any experimental results.
Guidelines:

» The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [NA] .
Justification: The paper does not contain any experimental results.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [NA] .

Justification: The paper does not contain any experimental results.
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Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

« It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
8. Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [NA] .
Justification: The paper does not contain any experimental results.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes] .
Justification: We study a basic theoretical question that has been studied before.
Guidelines:

e The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA] .
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Justification: The paper is theoretical in nature and does not have any significant societal
impact.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.

e If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

« If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible

release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA] .
Justification: The paper poses no such risks.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [NA] .
Justification: The paper does not use existing assets.
Guidelines:

» The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.
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* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
13. New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA] .
Justification: The paper does not release new assets.
Guidelines:

* The answer NA means that the paper does not release new assets.

» Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
14. Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA] .
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA] .
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.
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* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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